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Abstract — This paper shows the cost-aware virtual 
machine allocation problem for 100% green data centers is 
an integer programming problem which is NP-hard.  The 
paper presents a greedy algorithm for cost-aware virtual 
machine allocation which attempts to minimize the total 
cost of biofuel while maintaining the quality-of-service 
requirements of the tasks. 
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I. INTRODUCTION 
As electricity use is the largest portion of the operational 

cost of data centers [13], energy consumption and energy 
efficiency are two key issues for designing and building data 
centers.  With the increasing availability of green energy 
sources such as solar, wind and biofuel, there are increasing 
number of data centers powered by green energy sources [10]. 

A 100% green data center employs a variety of green 
energy sources, such as solar panels, wind turbines and biofuel 
generators, to provide 100% power supply to the data center.  
100% green data centers are environmental friendly and 
sustainable.  A number of projects have already been initiated 
to build 100% green data centers [10]. 

Figure 1 illustrates the typical power supply system of 
100% green data centers.  In Figure 1, the data center employs 
a grid tie system (GTS) for integrating the power from different 
sources, and an uninterruptible power supply system (UPS) 
with rechargeable batteries or supercapacitors for ensuring 
continuous, uninterrupted and stable power supply to the data 
center.  The main purpose of the UPS system is to provide 
short-term backup power supply [8].  As the power generated 
from the solar panels and wind turbines depends on many 
natural factors, it is the biofuel generators that provide the main 
backup power supply for long periods of time. 

Different tasks being processed at a data center often have 
different quality-of-service (QoS) requirements. Service-level 
agreements (SLA) have been used by data centers to specify 
the QoS requirements of tasks [5-7, 13].  An SLA is a contract 
between the data center and the customer for the expected QoS 
requirement of a particular task. 

For modern data centers, the virtualization technology 
enables multiple virtual machines running on the same physical 

server.  Each individual virtual machine allocates necessary 
computational resources to process a task while ensuring the 
QoS requirements specified in the SLA.  Using the 
virtualization technology, data centers can minimize the 
number of physical servers and thus increase the energy 
efficiency [1, 9, 11]. 
 

 
Figure 1. An example of the typical power supply system of 
100% green data centers 

 
The virtual machine allocation problem is one of the  key 

challenges for data centers [5].  In this paper, we propose a 
greedy algorithm for cost-aware virtual machine allocation for 
100% green data centers.   It assumes that the investment cost 
of the data center is fixed, and the equipment depreciation rate 
is fixed for all equipments.  The proposed greedy algorithm 
attempts to minimize the total cost of biofuel while maintaining 
the QoS requirements of the tasks.  For 100% green data 
centers, the total cost of biofuel is a largest portion of the 
operational cost.  The algorithm takes into account the biofuel 
price which may fluctuate over the time. 

The remainder of this paper is organized as follows.  
Section 2 formulates the virtual machine allocation problem for 
100% green data centers.  Section 3 presents the proposed 
greedy algorithm.  Section 4 describes the related work.  
Section 5 presents the conclusions. 

 

II. PROBLEM FORMULATION 
We define the following power demand and supply for a 

100% green data center: 

2015 International Conference on Computational Science and Computational Intelligence

978-1-4673-9795-7/15 $31.00 © 2015 IEEE

DOI 10.1109/CSCI.2015.89

648

2015 International Conference on Computational Science and Computational Intelligence

978-1-4673-9795-7/15 $31.00 © 2015 IEEE

DOI 10.1109/CSCI.2015.89

647



• D(t) = The total power demand of the data center at time t. 
• S(t) = The total power supply from the solar panels at time t. 
• W(t) = The total power supply from the wind turbines at 

time t. 
• B(t) = The total power supply from the biofuel generators at 

time t. 
The power demand, D(t), corresponds to the overall power 
consumption of the data center.  The power supplies from the 
solar panels and wind turbines, S(t) and W(t), depend on many 
natural factors and are hard to predict.  When the investment 
cost of the 100% green data center is fixed and the equipment 
depreciation rate is fixed for all equipments,  power generated 
from the solar panels and wind turbines can be treated as a 
free commodity. 

When the power demand exceeds the total power 
generated from the solar panels and wind turbines, biofuel 
generators will then be used to deliver additional power to the 
data center.  Let P(t) denote the price of biofuel at time t.  If 
we neglect the effects of the UPS system which provides only 
a short-term backup to ensure uninterrupted power supply, a 
simplified relationship between the power demand and power 
supplies can be expressed as  
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The total cost of biofuel, T, during a time period U can be 
expressed as 
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Suppose that there are N identical physical servers S = {S1, 

S2,…, SN} at the data center, and the maximum computational 
processing capacity of each server is identical and is C.  Let V 
= {V1, V2, …, VM} denote a set of M possible virtual machines to 
be used.  When a task request arrives at the data center, the 
task will be immediately assigned to a virtual machine to be 
processed.  Once the task is completed, the corresponding 
virtual machine will be available for processing another task.  
We classify all tasks into X classes, where all tasks in the 
same class have the same SLA.  Suppose that a virtual 
machine requires computational processing capacity Qx for 
each task in class x, 1 � x � X, in order to ensure the QoS 
requirements specified in the SLA. 

For a virtual machine $  % and a physical server �  �� 
we define the follow variable corresponding to the allocation 
of virtual machines: 
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The utilization of a physical server s can then be calculated as 
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Let Didle denote the power consumption of a physical server 
when it is idle (i.e., the utilization is 0%), and let Dpeak denote 
the power consumption of a physical server when it is 100% 
busy (i.e., the utilization is 100%).  Previous work [2, 3, 7] 
reported that there is a nearly linear relationship between the 
utilization and average power consumption of servers of data 
centers such that 
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Eq. (3) indicates that a single server with 100% utilization 
consumes less power than two servers each with 50% 
utilization even if the former completes the same amount of 
tasks as the latter.   

For 100% green data centers, the virtual machine 
allocation problem is to assign virtual machines to physical 
servers such that the total cost of biofuel, T, is minimized.  By 
Eq. (1), (2) and (3), it can be shown minimizing T is 
equivalent to 
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Hence, the virtual machine allocation problem which 
minimizes the total cost of biofuel T is to find the optimal 
values of &'�(�) in Eq. (4). 
 

III. THE COST-AWARE VIRTUAL MACHINE ALLOCATION 
Even if the biofuel price P(t) remains as a constant all the 

time and all tasks are known in advance, the optimization 
problem associated with Eq. (4) is an integer programming 
problem which is known to be NP-hard.  In real-life, the price 
of biofuel may fluctuate over the time, and tasks will arrive at 
the data center in an unpredictable fashion. 

As there is no fast algorithm to solve this optimization 
problem, we propose a greedy algorithm for cost-aware virtual 
machine allocation. 

Once a task arrives at the data center, the greedy algorithm 
will immediately allocate the corresponding virtual machine to 
a particular physical server that minimizes Eq. (4).  Intuitively, 
when the biofuel price remains as a constant, the algorithm 
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will allocate the virtual machine to the busiest physical server 
that can accommodate the task.  As implied by Eq. (3), 
increasing the utilization of the busiest physical server 
generally results in only a small increase of the overall power 
demand.  The algorithm also takes into account the biofuel 
price in order to minimize the total cost of biofuel. 
 
The algorithm is summarized as follows. 
 
Algorithm Input: 
 
(1) The constants: C, Dpeak and Didle. 
(2) E = The newly arrived task. 
(3) Q = The corresponding Qx of the new task E. 
(4) G = A list of tasks that are currently being processed at 

the data center. 
(5) All existing values of�&'�(�) for the tasks in G. 
(6) All existing values of�D���� � &'�(�)N� where P(t) is the 

biofuel price at the arrival time of the task corresponding 
to the existing�&'�(�). 

(7) P = The biofuel price P(t) at the time of the new task E’s 
arrival, which may be different from the values of 
previous P(t).  

 
Algorithm Description: 
 
1. Examine all virtual machines to see if any tasks in G has 

been completed. 
2. Deleted the completed tasks from G, and update the 

corresponding values of &'�(�)  and �D���� � &'�(�)N�  Make 
the virtual machines of the completed tasks available 
again. 

3. Assign an available virtual machine to E, and add E to G. 
4. For each physical server s, compute  

[' � � � 	EFGH � 	JHKL 
 	EFGH< � \� � * �: : D���� � &'�(�)N=
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5. Find the physical server � such that [^ � Q+0�' ['  
subject to the constraint * � B B &'�(�) �; <=)>?��( @ �  

6. If the physical server � is currently in idle, wake this 
server 

7. Allocate the virtual machine of the new task E to the 
physical server � 

8. Update the values of &'�(�) and D���� � &'�(�)N. 
 

IV. RELATED WORK 
The virtual machine allocation problem has been 

extensively studied for data centers.  One group of related 
work focused on the virtual machine allocation for a network 
of data centers distributed at different geographical locations 
[1, 3, 9, 10, 15].  The main goal of these studies is to minimize 
the network traffic and/or system latency. 

Another group of related work focused on the virtual 
machine allocation of data centers to minimize the operational 

cost or to maximize the profit [4, 6, 7, 11, 14].  Some research 
explored the feature of a warning period before a sudden 
power change, which is called as energy buffering [11].  
Others focused on the optimization methods to maximize the 
profit [6, 7], or to minimize the overall power cost [4], or to 
minimize the overall power consumption [14]. 

All previous related work dealt with either traditional data 
centers or green data centers with electrical grid as the backup 
power supply.   This paper is the first of the kind that deals 
with 100% green data centers. 

 

V. CONCLUSIONS 
 This paper has shown that the cost-aware virtual machine 
allocation problem for 100% green data centers is an integer 
programming problem which is NP-hard.  The proposed 
greedy algorithm minimizes the total cost of biofuel while 
maintaining the quality-of-service requirements of the tasks. 
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