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Abstract—With the development of mobile Internet
applications, the fourth generation mobile communication (4G)
has been widely used, low-density parity-check (LDPC) codes
have gradually become the first choice for 4G communication
because of its superior performance. For the short of traditional
encoding and belief propagation (BP) decoding algorithm, this
paper adopts a method of parallel processing for LDPC encoding
and decoding which is finally realized on the mobile terminal. On
the CUDA platform, CPU scheduling and GPU parallelization
are used to process a large number of repeated operations so that
parallel encoding algorithm and heterogeneous parallel BP
algorithm are achieved and the efficiency is significantly
improved.
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1. INTRODUCTION

With the rapid development of mobile Internet
applications, improving the communication system's
reliability is particularly important. For the sake of safety and
efficiency in the process of information transmission, it needs
through the channel encoding and decoding to achieve the
purpose of eliminating or reducing the error probability. The
low-density parity-check (LDPC) codes are a kind of linear
block codes, its performance is very close to the Shannon limit,
it was put forward by Dr. Gallager in 1962, after a long
development, people finally realized the superior performance
of LDPC [, In general, there is a exponential relationship
between the decoding complexity of the linear block code and
code length, when code length increases to a certain degree,
the increase of complexity will be uncontrollable 2. LDPC
codes use the sparse matrix for error detection and correction,
which reduces the computational complexity.

In the practical application, the traditional encoding
algorithm of LDPC codes have higher complexity, in this
paper, using the parallel method for block processing of data
sets can improve the encoding efficiency.

The decoding algorithm of LDPC codes is a kind of
message passing algorithm sets which based on encoding
bipartite graph structure, and in which belief propagation(BP)
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algorithm has the best performance and the highest complexity.
In BP algorithm [, the messages passing between variable
nodes or check nodes are independent, the decoding efficiency
can be improved by parallelization.

This paper uses the CUDA platform [9 to configure the
GPU processing chip in the mobile terminal communication
system to realize the parallelization of the traditional encoding
algorithm and BP decoding algorithm, so as to reduce the
complexity of the encoding and decoding algorithm, and
improve the efficiency of encoding and decoding. CUDA
(Compute Unified Device Architecture) platform is a new kind
of parallel computing platform that was launched by NVIDIA
company, which uses the GPU threads to parallel solve
complex problems that consume a long time, it does not need
to build a large-scale cluster, and saves project costs. Currently,
the latest application of CUDA platform is mobile terminal
processing chip (Tegra K1, TK1), this chip integrates a 4-core
CPU and a 192-core GPU. In the encoding and decoding
algorithm, the target information code word is divided into
blocks and assigned to multiple GPU threads for parallel
processing by the coordination of CPU. This paper is based on
TK1 to implement heterogeneous parallelization of the
encoding and decoding algorithm.

II. ENCODING AND PARALLEL ALGORITHM

A. Traditional Encoding Algorithm of LDPC Codes

LDPC codes are actually a kind of linear block codes,
which are usually represented by a sparse check matrix H, in
which the ratio of the number of non-zero elements that are
contained in each row or column to its relative number of
rows or columns is very small.

Definition 1: For a linear block code whose code length
is n and the number of information bits is k, it can be defined
by using a generator matrix G, , and information

sequence S, is mapped to the code word x = s * G through

generator matrix G. Linear block code can also be
equivalently described by a parity check matrix, all code
words are satisfied.

x*H"'=0 (1)
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The traditional encoding algorithm of LDPC codes is
generally divided into two steps, the first is to seek the parity
check matrix, then is the encoding algorithm which based on
check matrix.

Specific encoding algorithm is as follows:

Stepl. Using Gallager construction method to generate
the check matrix H. First initialize n, j, k (n represents the
code length, j, k denote the row weight and the column weight
of check matrix ) these three variables' values according to the
rules of (n, j, k) to construct LDPC codes. According to the
line, the check matrix is divided into submatrixs with the same
size, and the number of submatrixs is j, each column has one
"1" and each line has k "1" in every submatrix; Constructing
the first submatrix, and the rest of submatrixs can be obtained
by permutation of the ranks of the first submatrix, then
through vertical alignment of submatrix to get matrix H.

Step2. According to the definition 1 to find out the
generator matrix G.

Step3. Finding out code word information X. According
to the formula x = s * G (s represents uncoded information) to
get code word information X.

Traditional encoding needs obtain generator matrix G
according to the parity check matrix H, then using the
generator matrix G to encode the information code word s, its
computational complexity is O(n?). Because of the
independence between the uncoded information, it can be
divided into blocks, and the parallel processing method can be
used to improve the encoding efficiency.

B. Parallelization of Encoding Algorithm on LDPC Codes

The uncoded information code word can be divided into
blocks and assigned to multiple GPU simultaneously by using
the features of parallel processing data in order to achieve the
purpose of improving encoding efficiency. Specific parallel
process of encoding algorithm is as follows:

Stepl. Using Gallager construction method to generate
the check matrix H.

Step2. According to the check matrix H to find out the
generator matrix G.

Step3. According to the generator matrix to split uncoded
information M. Setting the generator matrix G is a q*s order
matrix, the M is splitted into unit row vector with q columns
(mo,mi,...,mg.1). And copy these vectors from the host
memory to the GPU global memory.

Step4. Calling q GPU threads, each thread is calculated
independently ci=m*G (k=0,1,2, ,q-1), thus getting
corresponding code word information.

Step5. The results will be merged to obtain the code word
C=(co,C1,...,¢¢-1), and copy it from GPU memory to host
memory.

III. DECODING ALGORITHM AND OPTIMIZATION

A. BP Decoding Algorithm of LDPC Codes

Definition 2: For the check matrix H, each row represents
a check node and corresponds to a check equation; each
column represents a variable node and corresponds to a code
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variable. Therefore, the relationship between rows and
columns of check matrix represents the relationship between
the code variables and check equations, which is usually
described more intuitively with Tanner graph. Check matrix H
in Fig. 1 corresponds to Tanner graph that is shown in Fig. 2.

1 101 00

001110
H=

1 00 011

01 1001

Fig. 1 check matrix H

C1 C2 C3 C4

V1 V2 V3 V4 V5 V6

Fig. 2 check matrix H corresponding to Tanner graph

BP decoding algorithm is a kind of message passing
algorithms, and has a wide range of applications in
communication, artificial intelligence and other fields. In the
BP algorithm, the information which transmits among the
nodes is the probability of a specific value taken by nodes. For
example, the probability of a variable node V that takes a
value is passed to the check node C, or the check node C takes
a certain probability to pass to the variable node V. BP
algorithm is an iterative decoding algorithm, in each iteration,
it calculates the probability of all variable nodes or check
nodes. In the process of the ith iteration, the data information
transmitted from variable nodes to check nodes is derived
from the data values transmitted from check nodes to variable
nodes in the i-1th iteration, and the current check code is not
included in the collection of check nodes. BP algorithm is
described below, and schematic graph is shown in Fig. 3.

Stepl. Setting X ;as the information sent by the variable
node j, y; is its observation. Variable node calculates priori
probability of X; and sends it to its associated check node, that

uses ¢ ﬁ(l) and qﬁ(O) to represent priori probability of 1 or 0.

Step2. Check node i calculates the posterior probability

of X; according to (2) and (3) and sends it to the associated

variable node, that uses 7;(1) and 7;(0) to represent
posterior probability of 1 or 0.

1
7 (0) =11+ [1 a-24,m]
H(i J)=1

ke(0,N)
k#j
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(D =1-7,(0) ®



Step3. According to (4) and (5) to update
the probability of variable node j, ¢ jl.(l) and ¢ (0) . Here

K.

Ji

0,0=K,0-P) T] (0
H(l,j)=1
30

qji(l)sz[Pj H (rzj(l))
H(l,j)=1
i

is a constant to make qﬂ.(l) + qﬂ(O) =1.
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Step4. The estimated value xAj of variable node j can be
obtained according to (6).
LO,1)>0;(0)
0,0,(1)<0,(0)

The definition of O ! (D) is as follows, K ;s a constant to
make O,(1)+0,(0) =1,
0,(0)=K,(1-P) [] 7(0)

H(i,j)=1
ie(0,M)
o,)=K2P ] 1
H(i,j)=1
ie(0,M)

A
sz

(6)

(7)
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StepS. Finally, the estimated values of all the variable
nodes are recorded as y = (x  x,,.., x,} » taking X, into
(1), if it is established, then the algorithm will terminate.
Otherwise executing Step2 until the maximum number of
iterations is reached.

Check node
1 o4

C2 C3

a (b)
T3 (b) N

T (b)
Qi (b)

V2 V3

V4

V5

V6

Variable node

Fig. 3 message passing schematic

From the figure above, the posterior probability of check
node C1 is only related to the prior probability of V1, V2, V3
these three variable nodes, and has nothing to do with the rest
of the probability of check nodes, therefore, the multiple
check nodes are independent of each other, and the probability
can be calculated by parallel computing; Similarly, the
probability of variable node V6 is only related to the
probability of C3,C4 these two check nodes, so the multiple
variable nodes are independent of each other, and the
probability can be calculated by parallel computing.
Algorithm in each iteration is to update all check nodes'
probabilities by using variable nodes' probabilities first, then
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update all variable nodes' probabilities by using check nodes'
probabilities. Obviously, iteration does not affect the parallel
execution of algorithm.

B. Parallelization of BP Decoding Algorithm

In order to achieve the purpose of parallelization, each
variable node or check node is assigned to a GPU thread
through CPU scheduling, each thread performs the BP
decoding algorithm in parallel, and independently determines
whether the decoding was successful or not. Parallel algorithm
is as follows, schematic is shown in Fig. 4.

Stepl. Copying the data which GPU requires from the
host memory to the GPU global memory, so that all threads
can share data. These data include observations and code word
information of variable nodes and check nodes.

Step2. Initializing the priori probability of wvariable

node q ji(b) by using GPU in parallel. Parallel implementation

is shown in Fig. 4 (b). Each variable node is assigned a thread,
the priori probabilities of all the variable nodes can be
calculated in parallel according to the observations and code
word information.

Step3. The estimated value of code word % is brought
into the (1). If it meets (1), then it will execute Step6,
otherwise it will execute Step4.

Step4. The probability of variable node ¢ ji(b) is
brought into (2) and (3), following the process of Fig. 4 (c) to
calculate the probability of check node T (b) with parallel
computing. Using (4) and (5) to update the probability of
variable node ¢ ; (b).

Step5. Judging whether it has reached the maximum
number of iterations or not, if not, then according to (6), (7),
(8) to calculate the estimated value of code ¥, and execute
Step3. Otherwise the algorithm will finish.

Step6. Outputting code word. Copying the code word
from the GPU global memory to the host memory.
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(c) parallel computing of check node
Fig. 4 schematic of parallel BP algorithm

IV. ANALYSIS OF PERFORMANCE

The computer which is used in this experiment is
equipped with a mobile terminal processing chip (Tegra K1).
Experiment 1 tests the impact of data blocks on the time
consuming of encoding algorithm, the data are divided into
blocks, and its total code word length is 153600, the
comparison of time consuming results with traditional
encoding algorithm and parallel encoding algorithm is shown
in Fig. 5.
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Fig. 5 time consuming of traditional encoding algorithm and parallel encoding
algorithm

In experiment 1, the time consuming of parallel encoding
algorithm is significantly lower than that of traditional
encoding algorithm, and with the increase of data blocks
number, the time consuming of parallel decoding algorithm
decreases first and then increases. This is because when the
blocks reach a certain number, the time consuming of data
blocks and integration has exceeded the time saving by
parallelization.

Experiment 2 tests the impacts of code length, parallel
threads on the time consuming of BP decoding algorithm,
code word blocks are used for 10, 50, and 100 data (the code
word total length is 153600, 768000, 1536000) to test serial
and parallel multithreadeds. The comparison of time
consuming with serial BP decoding algorithm and parallel BP
decoding algorithm with 16 threads at the same code word
block is shown in Fig. 6. The effect of the number of threads
on parallel BP decoding algorithm is shown in Fig. 7.
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In experiment 2, the performance of parallel BP decoding
algorithm is better than that of serial BP decoding algorithm,
and with the increase of threads, the algorithm takes less and
less time. But after increasing to a certain number of threads,
the improved efficiency is not obvious, this is because the data
are close to the maximum degree of parallelization, at this
time, allocating more threads will not reduce the time
consuming of algorithm. When there are a large amount of
data, the parallel degree of algorithm can be further improved
by opening more threads. For example, when the number of
threads increase from 64 to 128, the performance of parallel
BP algorithm has almost no promotion when the code length
is 10 code word blocks, the performance can improve about
20% when the code length is 50 code word blocks, and the
performance can improve about 50% when the code length is
100 code word blocks.

CONCLUSION

This paper uses LDPC codes which have the
characteristic of relatively low computing complexity in the
linear block code to put forward the idea of parallel processing
which is based on the traditional encoding algorithm and BP
decoding algorithm. Data are divided into blocks and assigned
to multiple threads in parallel processing, so as to achieve the
purpose of completing parallel encoding algorithm and
improving efficiency of information transmission. Parallel BP



decoding algorithm assigns a thread for each check node or
variable node, each thread calculates independently and judges
whether the decoding is successful or not, so decoding
efficiency can be improved. Using CUDA platform, the
parallel processing is simplified, and the effectiveness of this
paper's method is verified by experiments.
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