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Abstract— In the last few decades, new computer vision
technologies and image processing techniques have been very
important in the improvement and automation of manual
processes in many technical areas, e.g., in the semiconductor
industry. In this paper, we propose to change the actual pattern
matching methods implemented to have optical character
recognition by the use of principal component analysis method to
extract the principal characteristics and features of damaged or
unreadable numerical digit characters from images on printed
board circuits (PCBs) and compute linear and quadratic
Bayesian discriminant functions to classify and find the correct
numerical character that corresponds to those features. In the
first step of this work, grayscale color images are acquired from
a charge-coupled device (CCD) camera, then image segmentation
is manually computed to create a dataset of 500 matrix images
for the character digits from 0 to 9. Then, a feature extraction
method is applied to get the principal components that will be
used in the character recognition state. Finally, our results show
that applying Bayesian linear and quadratic discriminants to the
principal component features can improve optical character
recognition (OCR) detectability of damaged characters from
actual 95-97% to 99.88% in early tests. This suggests to us that
the problem probably follows a linear model where linear
hyperplanes separate decision regions with satisfactory (almost
no) errors.

Keywords— machine vision; optical character recognition;
Bayesian discriminant functions; principal component analysis;
linear discriminant classifier; quadratic discriminant classifier.

I. INTRODUCTION

Optical character recognition (OCR) has been an important
technology used to convert characters from a digital image to a
digital text. There are basically two types of OCR algorithms:
the first technique is related with the matching of matrix
images, where an alphabet of stored character images is used to
compare with an input image [1], [2]. This pattern matching
does not work well when new fonts are encountered or input
character images are unreadable. The second technique
decomposes an input image to extract the principal features [3],
[4], [5]- Then, classifiers are used to compare the input image
features with some stored image features and choose the best
match.

Our actual system implemented at the Skyworks factory
uses the traditional OCR technique, pattern matching. Our
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implemented vision system reads identification characters on
printed circuits boards (PCBs) for lot integrity and machine
control. This commonly used technique is not robust enough
because many of the images of PCBs shown some damage on
the characters due dirt or the results of bad previous processes
[1], [6]. Our actual OCR detectability is around 97% at best.
Our system starts with a monochrome VGA image acquisition
of the upper left section of a PCB, using a NI-1752 smart
camera, with a full resolution of 640x480 pixels with a
maximum data transfer of 60 fps using a GigE port. The
selected resolution and data transfer speed parameters meet the
factory production schedule of inspected PCBs. The camera
has a grayscale output image type with a maximum character
resolution to cover the entire PCB characters positions, as
shown in Fig. 1.

Fig. 1. PCB with no damaged characters.

As mentioned before, due to problems with previous
processes in the production line, some PCBs present some
residual dirt over the characters, making some characters
unreadable for the pattern matching technique, as shown in the
following Fig. 2.

Fig. 2. PCBs with evident residual dirt over characters.
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The principal problem is that operators have lower
throughput than automatic OCR software, and this leads to
manually writing down the information from the screen when
the actual recognition software fails, increasing the process
time, making possible errors from wrong readings, inducing
higher production costs. Taking into consideration these facts,
a better approach has to be considered [3].

This paper presents the proposal for implementing a
character recognition technique for unreadable characters using
extraction features and Bayesian classifiers.

II. DATA SET CONSTRUCTOR

Our implementation starts with an experimental dataset
constructed of 500 character images. In this dataset, we have
50 images that correspond to each numerical digit image from
0 to 9. Next, Fig. 3 shows several digit image samples.

Fig. 3. Some damaged digit images from dataset

For our previous dataset, we let /; any (k,/) digit image,
Fig.4, from the original dataset. VI;:
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Fig. 4. I; digit image matrix with size (k,/)

Convert /; to gray-scale (if previous images are RGB type).

e Transform matrix /;to a row-vector of size (1, £*/).

e Create a matrix M of size (n, k*/), where n is the number of

samples for each digit image, M < MU [;.

III. PRINCIPAL COMPONENTS ANALYSIS AND BAYESIAN
CLASSIFICATION

The purpose of this portion of the paper is to map the
matrix M into the eigenspace by means of the the first P
principal components. We follow the next steps:
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1) Extract the mean for each column:
B; = & Lica Mij (
A )
2) Compute the covariance matrix y of M.
3) Compute eigenvectors and eigenvalues (PC,V) of y.
4) Sort matrix PC by columns in descend order ruled by
vector V.
5) Project M into the first P principal components:
X « M+ PC @
6) A new digit dataset is now assembled, X.

The principle component analysis (PCA) digit image test
dataset must be processed by applying the first 5 steps, but
using ®; and M calculated from the training set.

Given the new Eigen-data set, two Bayesian algorithms,
linear and quadratic discriminant classifiers must be trained
and tested by means of 10x10 cross-validation method. These
algorithms are widely used parametric methods, which assume
that the class distributions are multivariate Gaussian [7], [8],

[9].

With linear discriminant analysis (LDA), all classes are
assumed to have the same covariance matrix, but quadratic
discriminant analysis (QDA) does not need such an
assumption; however, the number of parameters to be
estimated from the data available for each class is much higher,
entailing lower statistical significance. The discriminant
functions associated to each classifier are defined as:

1) Linear Discriminant Classifier:

_ il _u
(@) = In P(wr) + ph 72 — Spt Ty 3)

2) Quadratic Discriminant Classifier:

1
(@) = In P(wy) — 5 (In [Zi| + (2 — ) B0 (2 — i) @)



IV. EXPERIMENTAL RESULTS

In the following Fig. 5 we show the first 3 principal
components from matrix X with only 3 characters of data: 0, 1

and 2.

1D-PC
1
® Charo
08 *  Chart
*  Char2
06
0.4
02
o
7 o0
N
02
0.4
06
-0.8
9
500 400 -200 0 200 400 800
X Axis
20-PC
300
-
200 . g .2
o1 L8
F iy, !P [
100 f--mmass-- pL S L B g
» »
"':" » AR
»
»
L0
5
z
N
"""" ®  Char0
®  Chart
*  Char2
i i
200 400 600
3D-PC
®  Char0
B ®  Chari
I *  Char2
400 *y
» -
iy 4
200 froicdl
A
"
: A%
N 200 !§ 3{'
o spty
500} !
400
1000
200 “e00 0
¥ Axis 400 -1000 X fodis
Fig. 5. 1PC, 2 PC and 3 PC for characters 0, 1 and 2.

For more digit characters, the principal components were

not easy to visually classify, as shown in Fig. 6:
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From previous simulations we can see that using 2 or 3
principal components is not enough to have a difference in the
proximity of the characters groups. It’s clear that groups for
characters 0, 1 and 2 are close. The next step will use the linear
and quadratic discriminant classifiers using more than 3
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principal components from X matrix.

Our classification process,
discriminants, was trained in the complete training data set and
tests the performance in the test data set. A 10x10 cross-
validation model validation technique was computed to
estimate how our classification model was performed [10].

Fig.7 shows these experimental results:

for linear and quadratic
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Fig. 7. 10x10 cross-validation for LDC and QDC classifiers.

For previous simulations, it’s seen that classification
algorithms yield promising results. The 10x10 cross-validation
recognition rate for the linear discriminant classifier shows an
interesting 99.88%, by using the first 30 principal components.
To check the performance of the linear discriminant classifier
we compute the confusion matrix, where it shows a 100% of
recognition rate at characters 0, 1, 3, 6, 7, 8 and 9. Relative
difficulties are seen in character 2, which was misclassified as
character 7 in one case. Character 4 was classified as character
1 in just one case.

Quadratic discriminant classifier performance was as
follow: 10x10 cross-validation recognition rate of 98.74% by
means of the first 15 principal components. The average
confusion matrix shows perfect recognition in only one
character, 9.

V. CONCLUSIONS

The implementation of principal components and Bayesian
linear and quadratic discriminants demonstrates an
improvement for the readings in optical character recognition
from a previous detectability from pattern matching of 97% —
at best to close to 99% — for this paper technique. In this paper
we can conclude that our data follows almost a linear nature.
However, this assertion should be taken with caution, given
that the data comes from one machine. Future work will
increase the dataset to more machines and other classification
techniques will be included, like artificial neural networks.
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