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Abstract—Based on feature analysis of video compression 
distortion, a new stereo video quality assessment (SVQA) method 
for compression distortion is proposed from temporal 
characteristics of video and binocular perception in this paper. 
First of all, significant pixels of monocular video are determined, 
and a new definition of region-of-interest (ROI) is given by using 
significant pixels and just noticeable distortion model. Secondly, 
taking ROIs and temporal perception characteristics of video and 
depth perception of stereo views into account, two quality 
metrics, left and right views’ quality metric and depth perception 
metric, are designed. Finally, the two quality metrics are pooled 
to obtain final SVQA score. Experimental results with tested in 
the NAMA3DS1 - CoSpaD1 stereo video database show that the 
proposed method is quite efficient for evaluating stereo video 
quality, its linear correlation coefficient (LCC) is above 0.92, and 
its evaluating results are more consistent with subjective 
perception. 

Keywords—Stereo Video; Stereo Video Quality Assessment; 
region-of-interest; depth perception 

I.  INTRODUCTION 
Recently, the rapid technological developments of three 

dimensional (3D) image/video processing have led to an 
explosion in consumer demand for 3D content [1-3]. 3D video 
and imaging technologies of creating the illusion of depth 
present new advances in video areas by offering viewers a 
stunning 3D experience. Stereo video, as an important 
expression form of 3D video, is captured at the same time from 
two different viewpoints to simulate the perspectives of the 
right and left human’s eyes [4]. Stereo video quality plays an 
important role in assessing 3D video coding, transmission, and 
applications.  

The signal fidelity measures refer to the traditional mean 
absolute error (MAE), mean square error (MSE), signal-to-
noise ratio (SNR), PSNR (peak SNR), or one of their relatives 
[5]. Two other representative quality metrics are structural 
similarity index (SSIM) [6] and video quality measurement 
(VQM). Some researches on 3D/stereo video quality 
assessment have been reported. Classical methods are usage of 
2D objective video quality metrics to evaluating 3D/stereo 
video quality [7-10]. Yasakethu et al. [7] had compared these 
methods with PSNR, SSIM and VQM, their results show that, 
by measuring left and right views separately, VQM can predict 

the overall image quality, and PSNR and SSIM results 
correlate better with depth perception of 3D video in 
comparison with VQM. Ozbek et al. used different weights to 
the PSNR scores of the left and right views [8]. Hewage et al. 
further analyzed more specific depth map based stereo video 
quality assessment in [9]. Although they are simple, well 
defined, with clear physical meanings and widely accepted, 
they can be a poor predictor of perceived visual quality, 
especially the noise is not additive [11]. Han et al. proposed a 
no reference objective video quality metric for 3D video 
quality using network packet loss rate and bit rate as input [12]. 
Jin et al. present a stereoscopic video quality assessment 
method based on 3D-DCT transform, in which similar blocks 
from left and right views of stereo video frames are found by 
block-matching, grouped into 3D stack and then analyzed by 
3D-DCT [13]. 

In the previous researches, some important factors, such as 
binocular perception, temporal features of video, had not been 
considered sufficiently. In this paper, a compression distortion 
-oriented stereo video quality assessment method is proposed 
by combining with temporal features and binocular perception. 
Significant pixels of video are extracted, and region of interest 
are obtained by using significant pixels and just noticeable 
distortion (JND). Then, left and right views’ quality metric and 
depth perception metric of stereo video are designed to obtain 
the final SVQA score. Experimental results show that the 
proposed method is quite efficient for evaluating stereo video 
quality, its linear correlation coefficient (LCC) is above 0.92, 
and its evaluating results are more consistent with subjective 
perception. 

II. PROPOSED COMPRESSION DISTORTION ORIENTED STEREO 
VIDEO QUALITY ASSESSMENT METHOD 

To take temporal features of video and binocular 
perception, a compression distortion -oriented stereo video 
quality assessment method is proposed, shown in Fig. 1. The 
proposed method consists of two metrics, that is, left-right 
views’ quality metric and depth perception quality metric of 
stereo video. In the first metric, significant pixel is defined, 
ROI of image is extracted by using significant pixels and JND, 
perceptual weights is determined and temporal fusion strategy 
is given, and Left and right view’s quality is computed. In the 
second metric, depth perception quality metric of stereo video 
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is computed by using disparity space image and three- dimensional discrete wavelet transform.

 

 
Fig. 1. Scatter plots between different methods and MOS. 

 

A. Left-right views’ quality metric of stereo video 
1) Extraction of significant map and ROI 
Let Yorg and Ydis denote the original and distorted stereo 

videos, respectively, Yorg ={ Yn
org ; n=0,1,…,} and Ydis={ Yn

dis ; 
n=0, 1, … N} , n is an integer and N is the total number of 
stereo frame pairs of stereo video. Yn

org and Yn
dis denote the n-

th stereo frame pairs of the original and distorted stereo videos, 
respectively. Here, Yn

org ={ Ln
org, Rn

org } and Yn
dis ={ Ln

dis, 
Rn

dis }, Ln
org and Rn

org are the left and right views of the n-th 
original stereo frame pair, similarly, Ln

dis and Rn
dis are the left 

and right views of the n-th distorted stereo frame pair. 

Edge information is important feature in image or video. 
Here, horizontal gradient image of Ln

org and Ln
dis are computed 

by using Sobel operator, denoted as Gn
Lh,org and Gn

Lh,dis. 
Similarly, the vertical gradient image of Ln

org and Ln
dis are 

obtained as Gn
Lv,org and Gn

Lv,dis . Then, the gradient image, 
Gn

L,org, of Ln
org is defined by 

 ( ) ( )2 2

, , ,( , ) ( , ) ( , )n n n
L org Lh org Lv orgG i j G i j G i j= +  (1) 

where Gn
Lh,org (i,j) or Gn

Lv,org (i,j) is the value of Gn
Lh,org or 

Gn
Lv,org at the position of (i,j), respectively. In the same way, 

the gradient image, Gn
L,dis, of Ln

dis is defined also. 

If Gn
L,org (i,j) is smaller than a threshold T, the pixel at (i,j) 

is defined as a significant pixel in Gn
L,org, thus, these significant 

pixels are constructed into a significant map of Gn
L,org, denoted 

as Sn
L,org. Likewise, the significant map of Gn

L,dis is defined as 
Sn

L,dis. Let Xn={Xn(i,j)} be the absolute difference image 
between { Sn

L,org(i,j)} and { Sn
L,dis (i,j)}, Xn(i,j)= | Sn

L,org (i,j) - 
Sn

L,dis (i,j) |. 

It is known that human's eye is sensitive to distorted 
regions. However, when the distortion is less than just 
noticeable distortion (JND) threshold around the pixel, it will 
not be perceived. JND simulates luminance contrast and 
spatial-temporal masking in human visual system (HVS) [14], 
human eyes cannot distinguish any changes below JND 
threshold around a pixel. Here, spatial JND model and the 
absolute difference image between the original and distorted 
images are used to determine if distorted significant pixel is 
visible or not. The region composed of significant pixels with 
visible distortion is defined as a region-of-interest (ROI). Let 
JS(i,j) be the spatial JND at (i,j), and Jb(i,j) and Jt(i,j) be the 
visibility thresholds at (i,j) for the two primary masking factors, 
background luminance adaptation and texture masking, 
respectively; and C denotes the overlapping effect in masking. 
A spatial JND model is computed by 

( , ) ( , ) ( , ) min{ ( , ), ( , )}s b t b tJ i j J i j J i j C J i j J i j= + − . 

Larger JND value implies that human's eye can tolerate 
more image distortion. For a pixel at (i,j), if its Xn(i,j) value is 
larger than its JS(i,j), the pixel at (i,j) is defined as a visible-
distortion pixel (VDP). On the contrary, the pixel is an 
invisible-distortion pixel (IDP). This process is defined by the 
function f() as follows 

 ( ) 1 ( , ) ( , )
,

0
sif X i j J i j

f i j
otherwise

>�
= �
�

 (2) 

In (2), ‘1’ or ‘0’ implies that the pixel at (i,j) is a VDP or 
IDP, respectively. All VDPs in Ln

org construct a ROI map, de-
noted as In

org, in the same way, the ROI map of Ln
dis is defined 

as In
dis. 

2) Determination of perceptual weights 
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It is known that the degree of human eye’s visual interest to 
the ROI of image is approximately inverse-proportion to the 
ROI’s area. When the ROI’s area is quite small, human eye 
may be more sensitive to the distortion in ROI region. While 
the ROI’s region is sufficiently large, human eye attention may 
move pay to non-ROI. Based on this phenomenon, perceptual 
weights are designed. Let �1 and �2 be perceptual weights of 
ROI and non-ROI regions, then, �1 is computed by 
�2=1�2 1 2S S /( S1+S2) and �1=�2+( S1+S2)(1��2)/S1, where S1 
and S2 are the regions of ROI and non-ROI. Then, with 
normalization of the perceptual weights �1 and �2, the 
normalized perceptual weight, �, is computed by �=1/(�1+�2), 
the perceptual quality of ROI with SSIM metric is calculated 
by 

 
1s

rs
s

ssim if f
ssim

ssim otherwise
λ × =�

= �
�

  (3) 

where ssims denotes SSIM value of ROI in reference video 
frame, and ssimrs denotes the revised SSIM value. For a frame 
in a video, its quality score, denoted as q(n), is computed by all 
pixels in the ROIs, and represented by q(n)=�ssimrs/M, where 
M denotes the number of pixels in ROI. 

3) Temporal fusion 
Human visual system is thought to separate visual infor-

mation into two temporal channels: a lowpass channel with an 
approximate cutoff around 10 Hz and a bandpass channel with 
a peak frequency of 15 Hz and an approximate bandwidth [15]. 
According to HVS, there exists in smooth effect for human 
visual perception on change of consecutive frames’ qualities. In 
addition, there is another asymmetric visual perceptual feature 
on human being, for which human visual perception is more 
sensitive to quality reduction than quality improvement. Hence, 
an asymmetric perception model with lowpass part is used to 
pre-process frame quality of video and expressed by 

 ( ) ( )
( )

1 ( ) ( ) 0

1 ( ) ( ) 0

q n a g n if g n
q n

q n a g n if g n
−

+

− + ≤��′ = �
− + >��

 �(4) 

where q(n) or q'(n) is the incipient or processed n-th frame 
quality of a monocular video, respectively. g(n) = q(n)�q(n�1), 
and a- and a+ are coefficients, a-<a+.  

If Gn
L,org (i,j) is smaller than a threshold T, the pixel at (i,j) 

is defined as a significant pixel in Gn
L,org, thus, these significant 

pixels are constructed into a significant map of Gn
L,org, denoted 

as Sn
L,org. Likewise, the significant map of Gn

L,dis is defined as 
SnL,dis. Let Xn={Xn(i,j)} be the absolute difference image 
between { Sn

L,org(i,j)} and { Sn
L,dis (i,j)}, Xn(i,j)= | Sn

L,org (i,j) - 
Sn

L,dis (i,j) |. 

Eq. (4) embodies the asymmetry of human eye perception 
on video image quality. For the left view of stereo video, its 
quality, QL, is defined by QL=�q'(n)/Nf, where Nf denotes the 
number of frames in the left view of stereo video. Similarly, the 
right view quality, QR, of stereo video is computed in the same 
way. 

4) Left and right view’s quality metric 
Let QLR be the fusion of left view’s quality QL and right 

view’s quality QR, wLR be a weight, then QLR is expressed by 

 (1 )LR LR L LR RQ w Q w Q= × + − ×  ���(5) 

B. Left-right view’s quality metric of stereo video 
Due to the slight difference in the retina of left and right 

eyes, it will produce a perception of the binocular depth after 
the process of the brain, and it is also called stereo vision. Here, 
to simplify the calculation, disparity space image (DSI) [16] is 
used to de-scribe depth perception of stereo video. Three-
dimensional wavelet transform (3D-DWT) is used to extract 
the mid- and low- frequency characteristics of DSI, which are 
used to depth perception evaluation of stereo image with the 
help of SSIM metric. Finally, a temporal pooling strategy is 
used to get the depth perception evaluation of stereo video. The 
proposed depth perception evaluation model is shown as a part 
of Fig. 1. Let Dn

org and Dn
dis denote DSIs of the n-th original 

and distorted stereo views, and computed by 

 ( ) ( ) ( ) 2

, ,, , , ,n n n
org L org R orgD i j d I i j I i d j= − −  (6) 

where Dn
org (i,j,d) is a pixel s value of Dn

org at (i,j) with the 
dis-parity of d, and 0  d  dmax, dmax is the maximal search 
range for finding the optimal matching between the left and 
right views. In the same way, Dn

dis (i,j,d) can also be obtained. 

Human visual perception has different sensitivity to 
different frequency components of an image, which is 
represented as the contrast sensitivity function (CSF), and used 
in depth perception evaluation. { Dn

org (i,j,d) } is decomposed 
by 3D-DWT into 8 sub-bands, including LLL, LLH, LHH, 
LHL, HLL, HHL, HLH and HHH. Based on human eye’s 
sensitivity and computational load, the LLL sub-band of signal 
is mainly used and the LLL sub-band, 
Xn

org,LLL={ Xn
org,LLL(u,v,w)}, of Dn

org is expressed by 

 ( ) ( )( ), 3, , , ,n n
org LLL D orgX u v w DWT D i j d=  �(7) 

Similarly, the LLL sub-band, Xn
dis,LLL={ Xn

dis,LLL(u,v,w)}, of 
Dn

dis is also obtained. Then, depth perception quality metric, 
qd(n), of each frame in stereo video is defined with Xn

dis,LLL and 
represented by qD(n)=�ssimLLL(u,v,w)/ND, where ND is the 
number of pixels in Xn

dis,LLL. 

Finally, the depth perception quality metric QD is obtained 
by QD =�qD(n)/Nf . 

C. Total evaluation of stereo video quality 
Final quality, Q, for distorted stereo video is given by 

fusing the two metric scores, the left-right views’ quality Qs 
and the depth perception quality QD. Let w be a weight, Q is 
computed by (1 )s DQ wQ w Q= + − . 
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III. PREPARE EXPERIMENTAL RESULTS AND DISCUSSION 
To verify the proposed method, the NAMA3DS1-CoSpaD1 

stereo video [17] is used to test video quality assessment 
methods. In the database there are ten original 1920×1080 3D 
full HD stereo videos and corresponding one hundred distorted 
stereo videos at 25 frames per second. The distortions resulted 
from coding, transmission, and image processing including 
H.264/AVC, JPEG 2000, reduction of resolution, image 
sharpening, down sampling & sharpening. The mean opinion 
scores (MOS) of the videos range from 1 (bad) to 5 (excellent) 
are provided with 29 testers. Here, 70 stereo videos, only with 
the distortion of H.264/AVC and JPEG 2000, in the 
NAMA3DS1-CoSpaD1 database are used to compare different 
methods. Four statistical indexes are used to evaluate the 
performance in the experiments. They are the linear correlation 
coefficient (LCC), the Spearman's rank ordered correlation 
coefficient (SROCC), the root mean squared error (RMSE), 
and the outlier ratio (OR) between the predicted scores a and 
the mean opinion scores (MOS). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Scatter plots between different methods and MOS. 

 

TABLE I.  PERFORMANCE COMPARISON OF DIFFERENT QUALITY 
ASSESSMENT METHODS 

Distortion Method LCC SROCC OR RMSE 

H.264 
MSE 0.6463 0.6288 0 0.8832 
SSIM 0.7843 0.7846 0 0.7181 

Proposed 0.8743 0.8398 0 0.5618 

JPEG2000 
MSE 0.8266 0.7974 0 0.7011 
SSIM 0.9399 0.9288 0 0.4255 

Proposed  0.9548 0.9467 0 0.3703 

ALL 
MSE 0.7297 0.6986 0 0.8278 
SSIM 0.8700 0.8723 0 0.5969 

Proposed 0.9215 0.9101 0 0.4702 
 

Through a large number of experiments, the threshold T is 
set to 0.12, the weight C is 0.3, and a- and a+ are designed as 

a-=0.04 and a+=0.5, respectively. w is set as 0.75 for H.264 
distortion and 0.70 for JPEG2000 distortion, respectively. 

Fig. 2 shows scatter plots of different methods and MOS. It 
is clear that compared with other two methods, most points in 
the scatter plot locate closely to the fitted curve in the propose 
method. It means that the propose method performs more 
accurately in quality evaluation. 

Table 1 shows performance comparison of different quality 
assessment methods, in which MSE denotes the mean square 
error metric and SSIM is structural similarity index. It is found 
that the proposed method gives better evaluation results than 
the two other methods. 

IV. CONCLUSIONS 
Considering the features of compression distorted stereo 

video, this paper presents a new stereo video quality 
assessment method with two metrics. Taking left-right views 
quality assessment into account, the concepts of significant 
pixels and just noticeable distortion are used to extract region 
of interest (ROI), and the ROIs are used to design the 
perceptual weight for quality assessment, an asymmetric 
perception model is designed to tempo-rally fuse qualities. 
Considering depth perception quality, disparity space image is 
generated and processed with three-dimensional wavelet 
transform for evaluating depth quality. The proposed method is 
tested with the common stereo video database. Experimental 
results show that the proposed method has well consistency 
with the subjective perceptual quality.  
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