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Abstract – Identity Deception Detection is a problem on social 
media platforms today. Not only is there challenges towards 
determining the authenticity of people, but also with analyzing the 
data that forms part of the communications. These data are of 
heterogeneous type and include photos, videos and sound. 
Furthermore, most social media platforms are operating in an 
uncontrolled environment. Any person can contribute content and 
take part. Even though age restrictions do exist there are no 
enforcement of these laws and honesty of the public is expected. 
This is dangerous for minors specifically as they are either 
unaware of the dangers or not mature enough to be responsible for 
their actions online. Online predators are aware of this fact and 
targeting this group specifically. This paper presents work-in-
progress towards developing an intelligent Identity Deception 
Indicator (IDI). It is envisaged that this work could eventually 
assists authorities in doing large-scale observation on publicly 
available social media platforms, such as Twitter.  Of particular 
interest are those personas whose behavior and online content does 
not fit with the age group they are conversing with.  

Keywords - Identity deception, Big Data, Data Science, Cyber-
security, Social media 

I. INTRODUCTION 

Deception is defined as a “deliberate attempt, without 
forewarning, to create in another a belief which the 
communicator considers to be untrue” [1]. According to a 
paper by Michail Tsikerdekis and Sherali Zeadally [2] 
identity deception can be divided into three different types: 
hiding your real identity, using an identity of another real 
person and counterfeiting an identity. Of particular interest 
to this study is the case of counterfeiting an identity. It is 
easy for a predator to counterfeit an identity and to go 
unnoticed in a big data environment, such as social media 
platforms [3].  
 
There is a need for new innovative solutions that can 
minimize the risk of identity deception. Innovations are 
needed on both a large scale as well as on a small scale. 
Large-scale innovations will be of benefit to societies in the 
large e.g. designing intelligent identity deception tools that 
can aid the prosecution of harmful people. Small-scale 

innovations will be of benefit to the individual e.g. 
designing tools that can provide safe browsing on the 
Internet.  The research at hand focuses on “large-scale” 
innovations with regard to identity deception.  
 
The remainder of this paper is structured as follows:  
Section II describes the convergence of cyber-security, big 
data, data science and human factors specifically from the 
viewpoint of protecting minors via deception detection on 
social media platforms. Section III continues with work-in-
progress, in the form of an experiment showing how to 
possibly work towards the construction of an intelligent 
Identity Deception Indicator (IDI). Section IV concludes the 
discussion with an indication towards expanding the 
experiment and future research.  
 

II. BACKGROUND 
 
Big Data combined with machine learning and predictive 
modeling allows for extrapolating value out of the large 
volumes of data.  Literature refers to the three 
characteristics (volume, velocity and variety) of big data as 
the 3V’s [4]. Many other characteristics of big data have 
been proposed like ‘Value’ [5], ‘Viability’ [6], ‘Validity’ [7] 
and ‘Veracity’ [8]. Because data from social media 
platforms originates from uncontrolled environments it 
makes minors especially vulnerable to harmful behavior of 
bad people e.g. pedophiles. Social media platforms provide 
the ideal platform for an attack mainly because of its big 
data nature and the complexity of its non-textual data. It is 
easy for a predator to go unnoticed in this environment [9].   

Figure 1 illustrates: firstly, the convergence of the particular 
fields that are of interest to this study, and secondly it shows 
that there is an emanating risk of identity deception as a 
result of the convergence. 

The protection of minors has always had the privilege of 
much focus but various laws are either in draft or have been 
enacted to this effect like CDA (Communications of 
Decency Act), COPA (Child Online Protection Act), CIPA 
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(Children Internet Protection Act), DOPA (Deleting Online 
Predators Act) and COPPA (Children Online Privacy 
Protection Act) [10]. This however did not stop minors in 
themselves from using social media platforms and thereby 
being exposed to the threats such as cyber bullying and 
pedophilia. The problem of protecting minors are even more 
complicated by the fact that many minors lie about their age 
whilst communicating online [9] [11] [12]. Deception is 
common in everyday life [13] and lying on Online Social 
Networks (OSNs) are quite common [14] [15]. Deception is 
always used to accomplish goals [16] and in the case of 
minors sometimes to a detrimental effect. 
 
Identity deception is usually very difficult on a large scale 
for law enforcement agencies as they rely on machines to 
find exact matches [17]. Large volumes (big data) and the 
reliance on historic data however pose a problem as the 
crime is usually only detected too late, after it already 
occurred. 
 
In summary, the following concluding remarks are of 
importance for the research at hand: 
 
• All the different characteristics of big data are 

important to understand and to take cognizance of when 
searching for solutions to detect identity deception on 
social media platforms.  

• From a cyber-security perspective the goal is to 
minimize the risk of minors being exposed to harmful 
behavior on social media platforms. Designing 
appropriate countermeasures, such as the Identity 
Deception Indicator proposed in this paper, should 
reduce this risk.  

• Considering online activities of minors and perpetrators 
on social media platforms there is a need for 
determining the authenticity of an identity. 
 

 
 
Fig. 1. The convergence of Big Data and Data Science, Cyber-security and 
Human factors 

III. BIG DATA SCIENCE - EXPERIMENT 
 
A. Process 

 
The Big Data Science experiment, as presented in this 
paper, follows and extends the work presented in a previous 
paper [18]. This process is depicted in Fig. 2.  Experimental 
work [18] completed prior to the paper at hand, identified 
Twitter as the social media platform to be used. Two sets of 
Twitter-data were retrieved. Set-1 is an initial set of tweets 
where the hash tags ‘school’ or ‘homework’ is used. These 
hash tags were chosen as they were deemed to be the words 
mostly applicable to minors according to a study from 
Schwartz et al [19]. Set-2 is a set of the last 200 tweets of 
Set-1 including the last 200 tweets of their followers and 
friends. Combined these two sets creates a big data set of a 
network of social media messages between “potential” 
minors. 
 
The discussion that follows focuses only on two of the tasks 
as shown in figure 2, namely: Understanding the data 
gathered and Enrichment of variables. 
 

 
 
Fig. 2. Big Data Science experiment 
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B. Understanding the data gathered 
 
In [18] it was postulated that tweets themselves could carry 
some indication of age. Further perusal of the data indicated 
that heterogeneous data, like profile images, could also hold 
valuable information. The fact that the default profile image 
or a picture of an inanimate object was used with a Twitter 
account could for example indicate that a person is trying to 
hide something. As an extension of the work presented in 
[18], Table I includes some of the new variables identified. 
These are indicated with a ‘Yes’ in the ‘New’ column. 
 

TABLE I. ADDITIONAL VARIABLES INTRODUCED 
 

Variable Description New 
R average number of re-tweets per hour No 
T total number of tweets No 
WO the hash tags most used in the last 200 

tweets of the original tweet user 
No 

TZ the top time zones of all users No 
AT the tweets with the words ‘age, ‘yr’ or 

‘year’ in the actual tweet 
Yes 

IOP the users who changed their profile images Yes 

 
Some results for the ‘new variables’ are discussed in 
Table II. 
 

TABLE II. ADDITIONAL VARIABLE RESULTS 
 

Variable Description 
AT 27,580 out of 265,535 tweets had the words 

‘age’,’yr’ or ‘year’ in their tweet text 
IOP 73 of 2,812 accounts still have the default 

profile images 
 
a. Initial insights from observing the new variables 
 
Based on the results from further data interrogation 
additional interesting information presented it-self. This 
indicates that these variables are valuable for the experiment 
at hand. Examples of these insights are: 
• More tweets have a time zone allocated than a location. 

Therefore, time zone could rather be used in 
investigations surrounding locality of individuals.  

• Heterogeneous data, like images, could be an important 
variable in identity deception and requires further 
analysis. 

• There are 5% of users who did not update their default 
profile image. Could this perhaps indicate that they are 
hiding something? 

 
b. Using the initial insights from the observed data for 

defining an Identity Deception Indicator (IDIT )  
 

Gleaned from the results of the data interrogation the 
following represents example IDIi‘s that can potentially 
contribute towards the construction of an IDIT per online 
user on social media platforms.  

 
IDI1 = ((WO) / (hashtags (AT))) * w1 

The hash tags of all users who indicated their age (AT) to be 
minor are compared to the hash tags (WO) we already know 
came from minors to determine deception. 

 
IDI2 = ((tweet time ��TZI) / actual tweet time) * w2 

The appropriate tweet time is determined from the time zone 
and compared against the actual tweet time. When these 
differ it could indicate that the user lied about their location. 
 

IDIT = iIDI
i

n
�

=1

 

Where; 
• IDIi denotes a contributing IDI-component; 1 < i < n 
• IDIT denotes the final IDI  
• wi denotes a weighted value 

 
It is envisaged that IDIT will be the combination of various 
individually calculated IDIi‘s. Each IDIi can be assigned a 
different weight reflecting its importance towards 
contributing to the calculation of IDIT.  

 
C. Enrichment of variables 

 
It should be noted that the IDIi‘s described in the previous 
section are based on direct data observations. It is expected 
that expanding the experiment to include, amongst other 
things, machine learning and heterogeneous input data can 
generate a more interesting set of IDIi‘s for IDIT. New 
interesting variables can be introduced with more insight 
into identity of an online persona resulting in a 
comprehensive and useful IDIT. 
 
One such algorithm that was experimented with was the 
Apriori algorithm. According to the PAL SAP HANA 
library document, “…Apriori is a classic predictive analysis 
algorithm for finding association rules used in association 
analysis. Association analysis uncovers the hidden patterns, 
correlations or casual structures among a set of items or 
objects…” [20]. For the experiment it is important to 
understand which hash tags were used most in combination 
with other hash tags. This could help identifying a training 
set of hash tags associated with minors and in doing so 
allows for the classification of other users as being minors 
or not.  
 
The result of running the Apriori algorithm over the set of 
twitter accounts and their last 200 tweets, which contained 
the hash tags ‘school’ and ‘homework’ are shown in Table 
III. The initial results showed hash tags that were most 
likely (with a confidence level between 0 and 1) to be found 
with another hash tag. It can for example be said, with a 
confidence level of 99%, that a user who used the hash tag 
‘#Read’ will next use the hash tag ‘#Book’.  We could use 
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this similar principle with minors to understand what they 
are most likely talking about or what they will tag next. The 
set of hash tags identified will be used as input to train a 
machine learning algorithm to classify tweets as originating 
from minors or not. The classification of a tweet as not 
originating from a minor, in this example, should raise 
concerns for investigation towards protecting minors on 
social media platforms. 

 

TABLE III. HASH TAG ASSOCIATION 
 

 
 

 
IV. CONCLUSION 

 
Minors are at risk and needs to be protected. A viable option 
from the research presented in this paper is to work towards 
an early warning mechanism in the form of an Identity 
Deception Indicator (IDI).  Based on the experiment 
presented, many useful variables were identified towards the 
creation of an intelligent IDI. It appears that much more 
enrichment and data cleanup is however required to work 
with a dataset fit for analysis. It was for example found that 
the word ‘Budget Cut’ was most prevalent in tweets from 
the sample set. As this is unrelated to ‘school’ and 
‘homework’, it is indicative of some advertisement tweets 
still contained in the sample set. This could skew results and 
is unimportant to the experiment as we are only interested in 
protecting minors from actual people.  The data cleanup will 
be addressed next and thereafter further work will be done 
towards applying machine learning and deep learning for 
variable enrichment. Additional machine learning 
techniques will be investigated to understand their 
usefulness in creating an IDI. It is envisaged that the 
experiment will culminate into a more mature IDI for social 
media related big data sets, which are complex in nature.  
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