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Abstract—at the critical point of data 

accumulation from quantitative change process 

to qualitative change process (i.e. data 

intelligence), profound philosophical speculation 

reveals that: BDM work is most critical and 

valuable at this critical point [33] [34]. BDM which 

is in perplexed state shall not and unable to 

continue massive data mining mainstream 

development track----efficient and scalable 

algorithm and its application research; because 

process model for algorithm operation and more 

important creative research of internal 

mechanism exist. With this fact, and based on 

massive data mining research for nearly more 

than 20 years [22][32], this thesis is intended to 

achieve breakthrough of BDM mechanism and 

model which has an essential distinction with 

massive data mining against the fourth paradigm, 

namely providing relatively systematic and 

complete overall structure of process model and 

laying a foundation for subsequent explorative 

and guiding methodology research on certain 

specific links.  

Keywords-big data mining; overall process;creative 

idea;Fourth Paradigm;Process Model 

Main text: due to the inherent 
characteristics of big data, actual development 
of the original massive data mining and 
limitation in human cognition, BDM is 

logically bound to encounter theoretical 
bottleneck and application dilemma that are 
difficult to break through. However, current 
basic situation of BDM development may 
reappear with the conclusion made by 
scientists on Washington Conference (KD & 
DM) on August 27, 2003: “in a long run of 
scientific development, the greatest obstacle 
may be the lack in basic theories and explicit 
clarification of the problems and challenges we 
are facing”. “The application of Web and hype 
from manufacturers will influence the 
development of this field in short term, the 
fundamental research of KDD must target at 
solving real fundamental problems of KDD 
while eradicating those disturbances.” [22][32] 

Based on above background and on the 
premise of expanding BDM definition 
basically agreed and strictly defining 
distinction between BDM and big data analysis; 
under scientific research fourth paradigm 
which is complementary to experimental 
science, theoretical deduction and analog 
simulation----- meaning of data-intensive 
scientific BDM discovery, discuss as follows.  

I. Overall Framework of BDM Process 
Model 

Overall framework design of process 
model mainly depends on the following five 
points:  

(1) Internal mechanism of BDM (as 
mentioned above).  

(2) Features of big data itself: features of 
big data: large scale (marking A), great variety 
(marking B), fast speed (marking C) and low 
value density (marking D).  
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(3) Contradiction analysis of features: data 
comes in the way of one or multiple streams, 
in case of not processing or storing timely, data 
is lost forever, existence is primary. So, (C) 
Extremely quickly speed, it is impossible to 
store whole in movable memory or interact in 
selected time, and (D) ----“Abandon wastes, 
relieve burden”; (B) distinguish type theory; 
(A) ---conduct “higher unit transformed into 

lower unit” by type. So processing order is C

D�B�A. Such analysis will be presented in 
later “overall structure diagram of BDM 
process model”.  

(4) Technical framework [33] infrastructure 
[35], fundamental resource [19], basic technique 
[33], ubiquitous technique, etc. (be omitted)  

(5) Modern research reveals that multilayer 
hierarchical structure is the most effective 
processing method for reducing system 
complexity, while sequential granularity space 
theory is one of most effective method for 
establishing multilayer hierarchical structure of 
complex system.  

In conclusion, the brand-new overall 
framework of BDM process model differing 
from massive data mining essentially is 
proposed (as shown in Figure 1). 

II..Interpretation 

1)Virtual collaborative filter (sieve) 
layer:  

(1) Stream filtration [ 4 ] [ 6 ] [8] 12 ][ 13]:  
   a) Bloom filter technology: Remove 

most of tuples which can not meet the standard 
by hash operation.  

   b) Web page filtration: Iteratively 
compute the authority and navigation degree of 
each page to make choice. 

(2) Sieve of data field [19]:  
   a) In data field, the relation of data set 

scale and radiation coefficient is shown in 
Figure 2: [19] [27][33] 

 

Figure 2 Relationship Diagram of Radiation 

Coefficient and Data Sets Scale 

b) According to the Euclidian distance 
between � and node, any value of nodal 
potential function can be calculated:  

 
 
 
For higher potential function value at a 

certain node position in data stream, approval 
structure can be formed; for lower value, 
removal structure can be formed.  

   c) Allow all key values to pass the 
streaming element in S, and block most of key 
values passing the streaming element in S. 
(namely, if the corresponding bytes are all 1, 
the streaming element will be allowed to pass; 
otherwise, it will be refused).  

(3) Sieve of information entropy: 
Thermodynamic entropy is applicable in 
studying the distribution law of massive 
particles. After transforming entropy[32] (the 
parameter for measuring unorganized degree) 
into knowledge information entropy, describe 
the process of data in data mining transforming 
to knowledge; screen out when information 
content required for any element classification 
in sample space less than Iv (see information 
quantity theorem in 1.2).  

(4) Sieve of chain of causality [22][21]: 
Define a partial ordering relation between 
various causal metamorphoses to form the 
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Figure 1   The general architecture graph of BDM process model 
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“causal metamorphosis chain table”. The data 
element is deemed as “cause” and the mining 
target is deemed as “effect”; angles of view 
shall be obtained to determine the respective 
sequence of major cause by result reason 
method—it shall be abandoned while the data 
series which have major impact on mining 
target shall be retained.  

2) Distribution and classification layer: 
on the basis of ideology of distinguishing type 
theory. (Classifying by structurization, Web, 
multimedia data and refinement) 

3) Fundamental framework and 
instrumentation layer: after distribution, 
various data shall enter Hadoop server and 
respective memory of huge cluster of 
computers according to the new concept of 
form progressive. [19] [33] [35] 
   4) Layer of “higher unit transformed 
into lower unit” of data sets:  

(1) “Method of magnetic effect”[29] :  
   a) If the mining task T and precision � 

are given, the “minimum” data subset K �D (D 
is a real data set) will exist. Its potential is � 
(�<|D|), which makes T carrying out mining 
task in K have precision of � at least, and � is 
estimable, so K is the “core set” of D. K is 
essentially composed of heavy quality data in 
data field, � is probably obtained by 
optimizing two objective functions (quadratic 
programming), namely the min J (under 
language field) and max Iv (under information 
entropy).  

   b) Construction algorithm of K: 
According to the estimated value �, make 
finite extensions (carry out “magnetic 
attraction” by “semantic measure”) for some 
initial data samples (known as “nucleus 
attractor”) until its potential has reached to �.  

(2) “Intersection method” [16] [22]: 
According to the “Double-base cooperating 
mechanism”, under the description of 
linguistic values of given mining task: i) the 

layer (value) of sub-catalog structure 
corresponding to knowledge node of relevant 
linguistic value is intersected; ii) according to 
the record in relational data base 
corresponding to intersection (value), create 
new mining data set.  

(3) “Focusing method”[32] When the user 

interest (or OLAP, etc.) and “knowledge 
deficiency” (acquired by incidence matrix of 
directed hyper-graph---large-scale sparse 
matrix) exist at the same time and are identical, 
the record set in corresponding relational data 
base consists of the mining data subset.  

(4) “information entropy method ”: achieve 
the goal of forecasting mining effect and 
finding minimum data size for mining with 
relationship of knowledge entropy and rule 
intensity; seek for cluster center with “big data 
set quick spectral clustering method based on 
CCMEB” and so forth and then form proper 
subset for mining with the method of “nuclear 
attractor”.  

(5) Several available and effective 
technologies such as data compression, 
dimension reduction, attribute reduction and 
record reduction [4] [11]. 
   5) Data mining process layer [4] [12] [14]:  

Mining task (scene imagination) � 
preprocessing (similar to massive data mining) 
� multi-element focusing (interestingness + 
OLAP + knowledge deficiency +…) � 
various process models (mainly including two 
categories:  For structural data mining 
--KDD* Process  [32][16]; For complex data 
mining--DFSSM Process Model[28][32]) � 
various algorithms (mainly including two 
categories:  “higher unit transformed into 
lower unit” post-processing, several algorithms 
of massive data mining can be used 
continuously [4][9][10][11][26][18][30][31][36][37] ;  
primary exploration of several creative 
algorithms under big data background 
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[17][21 ][13 ][6][2] [19][12][23]) � 
post-processing[20][1][5][15]. 
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