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Abstract— Major Internet-based service providers rely on
high-throughput web-object caches to serve millions of daily
accesses to frequently viewed web content. A web-object
cache’s ability to reduce user access time is dependent on
its replacement algorithm and the cache hit rate it yields. In
this paper, we present NbQ-CLOCK, a simple and effective
lock-free variant of the Generalized CLOCK algorithm that
is particularly suited for web-object caching. NbQ-CLOCK
is based on an unbounded non-blocking queue with no
internal dynamic memory management, instead of the tradi-
tional circular buffer. Our solution benefits from Generalized
CLOCK’s low-latency updates and high hit rates, and its
non-blocking implementation makes it scalable with only
10 bytes per-object space overhead. We demonstrate that
NbQ-CLOCK offers better throughput than other competing
algorithms, and its fast update operation scales well with
the number of threads. We also show that for our in-memory
key-value store prototype, NbQ-CLOCK provides an overall
throughput improvement of as much as 9.20% over the best
of the other algorithms.

Keywords: Replacement algorithm, key-value cache, CLOCK,
non-blocking, scalability

1. Introduction
Minimizing the service response time experienced by

users is very important for global-scale Internet-based ser-
vice providers, such as Amazon, Facebook, and Samsung.
One way to reduce service response times is with web-object
caching, in which recently or frequently accessed remote
data is cached locally to avoid slow remote requests when
possible.

Web-object caches are often implemented as key-value
stores. In general, key-value stores provide access to unstruc-
tured data through read and write operations, where each
unique key maps to one data object. Popular key-value stores
used for web-object caching operate purely in memory; a
prime example is Memcached [1] (summarized in Section 2).
In key-value stores of this type, frequently accessed data
items are stored in cache servers’ volatile RAM to achieve

G. Eads conducted this work during his internship at Samsung Research
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low round-trip access times. Only object requests that miss
in the cache are routed to the slower, non-volatile storage
layer; in this way, the key-value store mitigates the load on
the storage layer.

A recent analysis [2] finds that Memcached on Linux
spends 83% of its processing time in the kernel, primarily
in the network layer. However, recent work such as KV-
Cache [3] removes this bottleneck by using a lightweight
protocol stack together with a zero copy design. Further-
more, non-blocking hash tables can eliminate contention
accessing key-value pairs. Thus, we anticipate the bottle-
neck in high-performance key-value stores shifting to the
replacement algorithm, the focus of this paper.

The replacement algorithm is responsible for deciding
which item to evict when the cache is full and there are new
incoming items. The approach used to evict items in a web-
object cache can dramatically impact the performance of the
Internet-based services the cache assists, and that influence
on service performance is characterized by the cache hit rate.

In the context of web-object caching, a replacement algo-
rithm’s API consists of four operations: insert adds a new
item to the replacement data structure, delete removes an
item from the replacement data structure, update notifies
the replacement algorithm of an access of an existing item,
and evict selects one or more cached items for eviction.

A recent study of Facebook’s Memcached traces [4] shows
that large-scale key-value store workloads are read-heavy,
and key and value sizes vary. Hence, a replacement algorithm
for an in-memory key-value store should support variably-
sized objects and allow for low-latency, scalable updates and
evictions, as well as high cache hit rates.

The most common replacement algorithms are the Least
Recently Used (LRU) algorithm and its derivatives. LRU, as
its name implies, evicts the least recently accessed item. Its
derivatives (e.g., pseudo-LRU and CLOCK) trade-off hit rate
in favor of lower space complexity or implementation cost.

CLOCK [5] is a well-known memory-page replacement
algorithm. It maintains a circular buffer of reference bits,
one for each memory page, and a buffer pointer (“clock
hand”). When a page is referenced, its reference bit is set
to indicate a recent access. To evict a page, the clock hand
sweeps through the buffer and resets each non-zero bit it
encounters, until it finds an unset bit; then, the corresponding
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page is evicted. Unfortunately, CLOCK’s hit rate can suffer
because with a single bit reference it cannot differentiate
access frequency from access recency. To solve this problem,
Generalized CLOCK [6] replaces each reference bit with a
counter.

While their fast update path is ideal for read-mostly
web-object caches, CLOCK and its variants assume a fixed
number of cache entries. For instance, CAR (CLOCK with
Adaptive Replacement) [7] assumes the cache has a fixed
size c, and CLOCK-pro [8] depends on a fixed total memory
size m, and both algorithms operate on uniformly-sized
pages. WSClock [9] is based on a fixed circular list. The
fixed-size assumption is not the case for web-object caches,
and this limitation renders CLOCK and existing variants
impractical in the web-object caching domain.

In this paper, we present Non-blocking Queue-based
CLOCK (NbQ-CLOCK). It is a lock-free variant of the
Generalized CLOCK replacement algorithm suited to caches
containing variable number of items with different sizes. To
the best of our knowledge, no prior work in literature has
evaluated a similar CLOCK variant that could effectively
handle such dynamically-sized caches, which are essential
to web-object caching. NbQ-CLOCK has been implemented
in KV-Cache [3], a high-performance in-memory key-value
cache conforming to the Memcache protocol, with encour-
aging preliminary results.

In Section 5, we evaluate NbQ-CLOCK against other
replacement algorithms applicable to Memcached, including
Bag-LRU [10]. We focus our evaluation on Memcached [1]
because it is widely deployed and has recently received
considerable attention [10], [11], [12]. We demonstrate that
NbQ-CLOCK’s low update latency scales well with the
thread count, and that it exhibits better throughput scaling
than the other algorithms. Moreover, when used in our in-
memory key-value store prototype, NbQ-CLOCK offers an
improvement on the system’s throughput of as much as
9.20% over the best of the other replacement algorithms. We
also show that NbQ-CLOCK’s cache hit rates are at least as
good as those of the other replacement algorithms.

2. An Overview of Memcached
Memcached [1], [12], [13] is a widely deployed web-

object caching solution. It is typically deployed in a “side-
cache” configuration, in which end users, via client devices,
send requests to the front-end web servers. The front-end
servers then attempt to resolve each end-user request from
one or more local Memcached servers by, in turn, sending
GET requests to them. If a cache miss occurs, the front-
end server handling the end-user request forwards it to the
back-end database servers that carry out the computation and
IO operations to produce the result. On receiving the result,
the front-end server both sends the answer to the client and
updates the cache by issuing a SET request to the appropriate
Memcached server.

An analysis of Facebook’s Memcached traces over a
period of several days [4] revealed the following about large-
scale key-value store workloads. They are read-heavy, with
a GET/SET ratio of 30:1, and request sizes are seen as small
as 2 bytes and as large as 1 Mbytes.

3. Replacement Algorithms for Mem-
cached

In this section, we describe two existing replacement algo-
rithms used in Memcached [1]: the algorithm shipped with
its stock version, and Bag-LRU [10]. In addition, we present
Static CLOCK, a conceivable, but ineffective extension to
CLOCK that statically over-provisions for the largest number
of items that an instance of an in-memory key-value store
(e.g., Memcached) can possibly accommodate in order to
support variably-sized objects.

3.1 Memcached LRU
The replacement algorithm in the stock version of Mem-

cached is a per-slab class LRU algorithm. Every item in
Memcached has a corresponding item descriptor, which
contains a pointer for the LRU list. This algorithm uses a
doubly-linked list to support arbitrary item removals, which
is important for DELETE requests and expired items. A
global cache lock protects the LRU list from concurrent
modifications, and fine-grained locks protect the hash table.
Lock contention on the global lock greatly impairs intra-
node scalability, though this was not a concern at the time
of Memcached’s initial development. Instead, the developers
sought a simple mechanism to ensure thread-safety.1 This
synchronization solution is clearly unscalable, and there have
been many attempts at solving it.

3.2 Bag-LRU
Memcached’s poor scalability within the node motivated

the development of the Bag-LRU replacement strategy [10].
Bag-LRU is an LRU approximation designed to mitigate
lock contention. Its data structure comprises a list of multiple
timestamp-ordered “bags”, each containing a pointer to the
head of a singly-linked list of items. Bag-LRU keeps track
of the two newest bags (needed for updates) and the oldest
bag (needed for evictions).

Bag-LRU’s update operation consists of writing the
newest bag’s address to the item’s back pointer and updating
the item’s timestamp. The lock-free insert operation
places the item in the newest bag’s list. To do so, a worker
thread repeatedly attempts to append the item to the tail of
the list using the atomic compare-and-swap (CAS) operation.

1Brad Fitzpatrick, Memcached’s original developer, built it with a “scale
out, not up” philosophy [14], at a time when multi-core chips were
just entering the market. Scale-up, however, is important for Memcached
deployments to rapidly serve web-objects stored on the same node in
parallel.
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If the CAS fails, the worker thread traverses the bag’s list
until it finds a NULL next pointer and retries.

An eviction requires grabbing a global eviction lock to
determine the oldest bag with items in it, locking that bag,
and choosing the first available item to evict. Bag-LRU
requires locks for evictions and deletes to prevent the cleaner
thread from simultaneously removing items, which can result
in a corrupted list.

3.3 Static CLOCK
There are two ways to extend CLOCK in order to support

dynamically-sized objects. These are:
• Statically pre-allocate a bit-buffer that is large enough

to support the worst-case (i.e., most) number of items.
We refer to it as Static CLOCK.

• Replace the underlying data structure with a list. This is
the alternative we pursue in this paper and our solution
is described in Section 4.

For completeness, we evaluate Static CLOCK, and show
that the list-based approach is much more effective for web-
object caching.

4. NbQ-CLOCK

Queue

ref_counter == 0 
or delete_marker 
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Decrement
ref_counter
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No

Evict

Insert
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em

Item

Fig. 1: Process flow of queue-based evict, delete,
and insert operations. The data items are the moving
elements, as opposed to the clock hand in the traditional
CLOCK.

Non-blocking Queue-based CLOCK (NbQ-CLOCK) is
a lock-free variant of the Generalized CLOCK replacement
algorithm [6]. The primary difference between NbQ-CLOCK
and previous CLOCK variants is that it circulates the cached
items through the eviction logic (see Figure 1), instead of
iterating over the items (by moving the clock hand). The
efficient and scalable circulation of items is enabled by
the use of a non-blocking concurrent queue, as opposed
to the traditional statically allocated circular buffer in prior
CLOCK variants. Moreover, the use of an unbounded queue
allows NbQ-CLOCK to handle a dynamically-sized cache
(containing variable number of items with different sizes),
which is key for web-object caching (e.g., Memcached [1]).

NbQ-CLOCK’s non-blocking queue is based on a singly-
linked list, and its algorithmic details are presented next in
Section 4.1. NbQ-CLOCK stores bookkeeping information
in each linked-list node; a node includes:

• a reference counter,2

• an atomic delete marker, and
• a pointer to the next node.

In addition, each linked-list node contains a pointer to a
unique data item (e.g., a key-value pair). We also refer to
these nodes as item descriptors.

NbQ-CLOCK maintains the traditional CLOCK interface
with the following operations:

• insert pushes an allocated list node into the queue.
The node’s reference counter is initialized to zero and
the delete marker to false.

• update increments the node’s reference counter.
• delete removes an item from the queue. The non-

blocking queue can only remove items from the head
of the queue, but web-object caches must support the
ability to delete arbitrary objects. To support arbitrary
object deletions, we include a “delete marker” in each
item descriptor. This binary flag is set atomically and
indicates whether the corresponding item is deleted
from the cache. During the clock sweep operation, the
worker thread frees the memory of any items whose
delete marker is set.

• evict pops the head of the queue, and if the node’s
reference counter is zero or its delete marker is set,
evicts the item. If the item is not suitable for eviction,
its reference counter is decremented and it is recycled
back into the queue.

Figure 1 depicts NbQ-CLOCK’s insert, delete, and
evict operations. For more details on the design of NbQ-
CLOCK, please refer to [15].

4.1 Underlying Non-blocking Queue
NbQ-CLOCK is operates on top of a non-blocking con-

current queue. Hence, the clock hand is not an explicitly
maintained variable, but instead is implicitly represented by
the head of the queue.

For our non-blocking queue we use Michael and Scott’s
algorithm [16], but we have made two key optimizations.
First, our queue performs no memory allocation in its init,
push, or pop operations. Instead, the caller function is
responsible for allocating and freeing nodes. Second, NbQ-
CLOCK’s push and pop methods operate on nodes, not
the data items themselves, so that one can re-insert a
popped node at the tail with no memory management over-
head. These optimizations primarily benefit NbQ-CLOCK’s
evict operation.

Michael and Scott’s algorithm consists of a singly-linked
list of nodes, a tail pointer, and a head pointer, where the

2or a reference bit for a non-blocking variant of the original CLOCK [5].
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head always points to a dummy node at the front of the
list. Their algorithm uses a simple form of snapshotting, in
which the pointer values are re-checked before and during
the CAS operations, to obtain consistent pointer values.

One manner in which NbQ-CLOCK’s queue and Michael
and Scott’s algorithm differ is that their queue performs a
memory allocation on each push and a de-allocation on
each pop. Then, if a clock sweep operation inspects n items
before finding one suitable for eviction, it pops n list nodes
and pushes (n−1) list nodes – resulting in n memory frees
and (n− 1) memory allocations. On the contrary, our non-
blocking queue takes the memory management logic out of
push and pop so that every evict incurs the minimum
amount of memory management overhead: a single de-
allocation. Further, most memory allocators use internal
locking, in which case the queue is not fully non-blocking.
We avoid this problem by taking the allocators out of the
queue.

We also remove the modification counters in Michael and
Scott’s algorithm from our queue. The modification counters
protect against the ABA problem,3 which can corrupt the
queue’s linked list. However, for sufficiently large queues,
the likelihood that other threads can cycle through the queue
in such a short time is effectively zero. Since key-value stores
typically cache millions of items, we choose not to include
modification counters in the NbQ-CLOCK queue.

5. Comparative Evaluation
In this section, we evaluate NbQ-CLOCK against the

replacement algorithms Memcached LRU, Bag-LRU, and
Static CLOCK, presented in Section 3. We focus on update
latency scalability, cache hit rate, and throughput, which
are performance metrics important to high-throughput, low-
latency, read-mostly web-object caches.

The version of NbQ-CLOCK used in our experiments
implements the Generalized CLOCK with 8-bit reference
counters. The Static CLOCK, on the other hand, uses an
array of packed reference bits.

5.1 Experimental Setup
The test software platform consists of two C++ appli-

cations: an in-memory key-value store prototype, which is
Memcached-protocol conformant, and a client traffic gener-
ator, called KVTG. The two applications run in Linux 3.2.0
and are connected through high-performance shared-memory
channels [17].

The key-value store prototype primarily comprises a hash
table and an item-replacement algorithm, plus the logic nec-
essary to receive and parse client requests and generate and
transmit responses. Each worker thread in the key-value store
receives requests on a receive (RX) channel, performs the

3The ABA problem can occur when, between reading a shared value of
A and performing a CAS on it, another thread changes the A to a B and
then back to n A. In this case, the CAS may succeed when it should not.
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Fig. 2: Scalability of replacement algorithms’ update operation.
Each data point is the average update latency over 10 million
GET requests.

hash-table and replacement operations necessary to satisfy
the requests, and transmits the results across a transmit (TX)
channel.

The key-value store prototype, like Memcached [1], al-
lows us to set the cache size, which is the memory limit for
keys, values, and item descriptors (including replacement-
algorithm bookkeeping). Also similar to Memcached, the
prototype uses 7 slab allocators with sizes ranging in powers
of two from 64 B to 4 KB. While per-slab class replacement
logic is necessary in a deployment scenario,4 we restrict our
focus to a single replacement instance by choosing object
sizes that use a single slab allocator.

Our experimental platform is a quad-socket server con-
taining the Intel E5-4640 2.4GHz CPU (8 cores, 16 hardware
threads per socket) with 20 MB of last-level cache, and 128-
GB DRAM overall. To minimize performance variability
across test runs, we disable Turbo Boost, redirect interrupts
to unused cores, fix each CPU’s frequency to 2.4 GHz, and
affinitize software threads to cores isolated from the Linux
scheduler.

5.2 Update Latency Scaling
Update latency is the time to update a cached item’s entry

in the replacement data structure in the event of a cache hit.
It is crucial for server performance that this process – the
common case in a read-heavy workload – scales well.

In this experiment, we measure the average latency for
the update operation of the replacement algorithms under
evaluation with the worker thread count varying from 1 to
16. The results are shown in Figure 2, with the y-axis (CPU
cycles) plotted on a logarithmic scale. Each data point in

4When a request causes an eviction, the evicted item must occupy enough
dynamic memory to satisfy that request. To find an appropriately-sized item
quickly, each slab class must have its own replacement logic.
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the figure was calculated over 10 million GET requests, with
key frequency determined by a power-law probability distri-
bution. NbQ-CLOCK’s update latency scales significantly
better than Memcached LRU. Heavy contention for the
global lock seriously hinders LRU’s scalability, resulting in a
44.6x increase in mean update latency from 1 to 16 threads,
while NbQ-CLOCK’s mean update latency increases by
2.11x in that range.

Interestingly, Static CLOCK’s update performs worse
than NbQ-CLOCK despite both being CLOCK variants. The
main reason is the read-modify-write loop with CAS in the
update operation of our Static-CLOCK implementation.
We observe that a single atomic CAS operation takes 483
cycles on average on the test platform for a single thread
(see Figure 2), but the likelihood of CAS failing and the
loop repeating grows with the number of threads, resulting in
the observed update-latency increase. NbQ-CLOCK’s non-
blocking update operation, requiring a single increment
operation, scales much better.

The Bag-LRU solution [10] scales well, but its aver-
age update latency is between 1.5x-1.73x that of NbQ-
CLOCK. This is because, besides writing the back pointer,
the update operation must also check if the newest bag
is full and, if so, atomically update the global newest bag
pointer.

The performance dip between 8 and 9 worker threads
occurs in all algorithms and appears to be a memory-system
artifact resulting from the 9th thread running on a second
socket.

5.3 Cache Hit Rate
Another metric fundamental to a web-object cache is hit

rate. Besides having lower-latency update operations, this
experiment shows that NbQ-CLOCK is comparable to and
never worse than the alternative algorithms in terms of hit
rate.

We set a memory limit of 1 GB for slab allocators for
keys, values, item descriptors, and replacement algorithm
overhead. The key space is modeled by a standard normal
distribution of 30 million items and the requests are 70%
GETs and 30% ADDs. KVTG issues 15 million SET requests
during the “warm up” phase, in which no data is collected. In
the subsequent phase, 15 million requests are sent according
to the key and request-type distributions and hit rate data
is collected. We evaluate a range of object sizes (key plus
value) from 64 B to 4 KB.

Table 1 shows that NbQ-CLOCK’s cache hit rates exceed
the next best algorithm by as much as 1.40% (for 4 KB
objects). NbQ-CLOCK’s hit rate improvement over Bag-
LRU’s is more significant in the context of real workloads
of web-object cache systems. For instance, considering the
workload characterization of live Memcached traffic reported
in [4], an additional 1.40% hits of 4.897 billion requests in a
day amounts to an additional 68.6 million cache hits per day.

Object Size NbQ- Static
(bytes) CLOCK Bag-LRU CLOCK LRU

Number of items stored (millions)
64 5.263 5.113 4.503 5.089
128 4.006 3.919 3.336 3.905
256 2.711 2.671 2.198 2.664
512 1.647 1.632 1.306 1.629

1024 0.922 0.918 0.721 0.916
2048 0.491 0.489 0.380 0.489
4096 0.253 0.253 0.196 0.253

Hit rate
64 82.81% 82.34% 81.32% 82.29%
128 80.86% 80.76% 80.34% 80.76%
256 78.23% 78.13% 77.14% 78.13%
512 75.26% 75.26% 74.06% 75.25%

1024 72.20% 72.05% 70.90% 72.07%
2048 68.92% 68.32% 67.29% 68.32%
4096 65.60% 64.20% 63.32% 64.19%

Table 1: Number of stored data items and hit rate for a 1
GB cache, with a standard normal key distribution, across
various object sizes.

Furthermore, this workload characterization was generated
from five server pools within one of many datacenters; the
impact of an improved replacement algorithm compounds in
a global Memcached deployment.

NbQ-CLOCK’s higher hit rates for small objects can
be attributed to its superior space efficiency. Compared
to Bag-LRU, NbQ-CLOCK has six fewer bytes per item
due to its use of one pointer for its singly-, not doubly-,
linked list, plus the single-byte reference counter and single-
byte delete marker. For smaller object sizes, NbQ-CLOCK’s
bookkeeping space advantage is more significant relative to
the object size, allowing it to store more objects than the
alternatives – 150 thousand more than Bag-LRU for 64 B
objects, for instance.

Static CLOCK has poor space efficiency, despite our effort
to improve this aspect in our implementation. The reason is
that it requires a statically allocated reference-bit array and
item pointer array for every possible item in the cache. In
this experiment, 249.67 MB (25% of the memory limit) is
dedicated to Static CLOCK’s arrays, and the hit rate suffers
as a result.

For larger object sizes, the space overhead advantage of
NbQ-CLOCK is insignificant with respect to the object size
– NbQ-CLOCK, Bag-LRU, and LRU can store nearly the
same number of items for 2 KB and higher. In the case
of 4 KB objects, NbQ-CLOCK, Bag-LRU, and LRU can
only store a small fraction (0.84%) of the 30 million items
(due to the 1 GB memory limit), so the eviction algorithm’s
intelligence is the main factor affecting the hit rate.

The reason for NbQ-CLOCK’s hit-rate advantage for 1
KB and larger objects is that NbQ-CLOCK, as a variant of
Generalized CLOCK, considers not only access recency, but
also access frequency. As a result, frequently accessed items

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

Int'l Conf. Internet Computing and Big Data |  ICOMP'14  | 7



0 2 4 6 8 10 12 14 16
Number of worker threads

0.0

0.2

0.4

0.6

0.8

1.0

Re
qu

es
ts

 P
er

 S
ec

on
d

1e8 Replacement Throughput Scaling

NbQ-CLOCK

Bag-LRU

Memcached LRU

Static CLOCK

Fig. 3: Throughput scaling of the replacement algorithms when
the in-memory key-value store imposes no additional bottlenecks.

tend to persist longer in a cache with Generalized CLOCK
than in one with LRU. This is particularly important when
the number of key-value pairs the cache can store is small
compared to the total set of pairs, and key appearance is
governed by a power-law distribution (as in this experiment).
For this distribution, a small fraction of the keys appear much
more frequently than the rest, and NbQ-CLOCK keeps the
key-value pairs in that fraction longer than the LRU variants
do.

5.4 Throughput Scaling
In the following two experiments, we measure the scala-

bility of the replacement algorithms in isolation and as part
of a key-value store. In the first experiment, we evaluate the
performance of NbQ-CLOCK, Memcached LRU, Bag-LRU,
and Static CLOCK in the best case – i.e., when the rest of the
cache imposes no bottlenecks. This allows one to accurately
measure the scalability (or lack thereof) of each replacement
algorithm in the cache. To remove all bottlenecks, we replace
the hash table with a pre-allocated array of keys and item
descriptors and remove any dynamic memory management.
By designing the benchmark in this way, we replicate the
behavior of the hash table without any of its scalability
bottlenecks.

For this experiment, we define throughput as the time
spent in the replacement algorithm operations divided by the
number of requests (10 million). We use 70% GET and 30%
ADD operations. We model the key-appearance frequency
with a power-law distribution for 10 million unique keys,
and use an object size of 128 B. We fill the cache during an
initialization phase before running the experiment.

The results are shown in Figure 3. Each cache stores
between 33% and 40% of the 10 million objects, depending
on the replacement algorithm. By storing at least 1/3 of
the keys whose appearance is modeled by a power-law

distribution, 91% of all GETs are successful. On the other
hand, successful ADDs - wherein the key does not already
exist - occur the other 9% of the time. NbQ-CLOCK, with
its low-latency updates (276 cycles average for 16 threads),
outperforms the other replacement algorithms. The other
algorithms perform as one would expect from Figure 2: Bag-
LRU performs better than Static CLOCK, and Memcached
LRU scales poorly, particularly after crossing the socket
boundary. As with the update latency scaling experiment in
Section 5.2, the performance dip between 8 and 9 worker
threads appears to be a memory system artifact resulting
from the 9th thread running on a second socket.

While hit rate and update latency scalability give impor-
tant insight into the performance of a replacement algorithm,
those pieces in isolation can only tell part of the story.
To capture the effect of a replacement algorithm on the
performance of an in-memory key-value store, one must
measure the entire system’s throughput. Unlike in the pre-
vious benchmark, in the following benchmark the key-value
store prototype is not fully optimized for scalability; there is
lock contention in the hash table and memory management
operations. Thus NbQ-CLOCK’s inherent advantages are
hindered by the rest of the cache.

For the second scaling experiment, we set a memory limit
of 1 GB for slab allocators for keys, values, item descriptors,
and replacement algorithm overhead, and use an object size
of 128 bytes. The key-appearance frequency is modeled by
a power-law distribution of 10 million keys and the requests
are 70% GETs and 30% ADDs. KVTG issues 40 million
SET requests during the “warm up” phase to ensure the
cache is well populated; in this phase no data is collected.
In the subsequent phase, 20 million requests are sent to each
worker thread according to the key-appearance and request-
type distributions. We evaluate each replacement algorithm
for up to 6 worker threads. For up to 4 worker threads the
key-value store prototype uses the same thread configuration
as that in the latency scaling experiment (Section 5.2).
However, for 5 and 6 worker threads, we pair a KVTG’s
transmit thread and a key-value store’s worker thread on
sibling hardware threads.

The results are shown in Figure 4. As expected, there
is much less differentiation in throughput between the four
replacement algorithms with the key-value store prototype.
For one and two worker threads, and again with five and
six worker threads, there is little difference between the
algorithms. As opposed to the previous experiment, the
latency for a single request is a function of the replacement
algorithm and the rest of the cache (i.e., the hash table and
memory management). As the number of worker threads
increases and the performance difference in the replace-
ment algorithm grows, the throughput difference becomes
more pronounced. With four worker threads, NbQ-CLOCK’s
throughput exceeds the next best by 9.20%. Because the rest
of the cache is the limiting factor for five or more worker
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Fig. 4: Throughput scaling of a realistic in-memory key-value store
with different replacement algorithms.

threads, we do not show results beyond six threads.

6. Related Work
Nb-GCLOCK [18] is a non-blocking variant of the Gen-

eralized CLOCK algorithm intended for memory-page re-
placement in operating systems. Nb-GCLOCK assumes a
fixed (typically 4KB) cache-object size, and as such is based
on a statically allocated circular buffer. This assumption
typically does not hold for in-memory key-value stores (e.g.,
Memcached), where keys and values have variable size,
which makes Nb-GCLOCK unsuitable for most web-object
caching scenarios.

MemC3 [11] is a Memcached implementation that uses
CLOCK for its replacement algorithm. However, MemC3
makes the (generally incorrect) assumption that the object
size is fixed. Further, MemC3 does not consider the pos-
sibility of slab class re-balancing, which requires either
pre-allocating a large enough CLOCK buffer for the worst
case (i.e., re-balancing all memory to a given slab) for
every slab, or dynamic CLOCK buffer resizing. However,
maintaining correctness in the presence of dynamic CLOCK
buffer resizing is impossible without introducing locks, and
statically pre-allocating the buffer introduces an unwieldy
space overhead (discussed further in Section 4).

7. Conclusion
This paper presents NbQ-CLOCK, a replacement algo-

rithm for web-object caches. Its performance exceeds state-
of-the-art algorithms like Bag-LRU in terms of overall
system throughput and number of items stored, while of-
fering hit rates at least as good as those of the alternative
algorithms. Furthermore, NbQ-CLOCK’s simplicity is ben-
eficial when developing a multi-threaded key-value store,

as it requires less debugging and testing effort than more
complicated alternatives.

NbQ-CLOCK has been implemented in KV-Cache [3], a
high-performance in-memory key-value cache conforming
to the Memcache protocol. Our preliminary experimental
results show that, when servicing traffic consisting of 70%
GETs and 30% SETs, KV-Cache experiences negligible
degradation in total system throughput, whereas the per-
formance of Intel’s Bag-LRU Memcached [10] is severely
affected by the presence of SET requests. Besides storing
and replacing data items, SET requests trigger KV-Cache’s
eviction logic once the amount of memory used to store key-
value pairs exceeds a predetermined threshold. Thus, these
results are an encouraging indication of NbQ-CLOCK’s
effectiveness as part of this full system.

One future direction for this work is to adapt higher-
performance CLOCK variants (e.g., [7], [8], [9]) to web-
object caching with the ideas presented in this paper.
CLOCK has well-documented deficiencies that these vari-
ants overcome. For instance, they can cope with scans, self-
tune to a given workload, better measure access frequency,
and in general outperform CLOCK. Additionally, we also
believe that NbQ-CLOCK could be used in other domains,
especially when the cache size and object size vary. We plan
to explore these opportunities in the future.
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Abstract - The current generation of commercially
available Web conferencing systems is limited by the
number of simultaneous users that can join a Web
conference. This number is often limited to a few
thousand users at the most. Recently, mconf, a distributed
open source-based web conferencing system developed by
Brazilian NREN team has been deployed primarily for the
educational use. In this paper, we discuss the design of
distributed Web conferencing system like mconf that can
support a very large number of simultaneous users.
Various deployment issues with server load balancing,
bandwidth management and streams management are
discussed.

Keywords: Web conferencing, Webinars, Network traffic

1 Introduction

Web conferencing is an interactive online seminar
held by a presenter and attended by an audience. Web
conferences usually follow an agenda and provide
auditory and visual access to the information being
shared. Typically, the voices of those attending the Web
conferencing are muted during the presentation so that the
presenter's message comes across clearly; however, the
presenter can take polls or interact with the audience, let
people ask questions, and more. Alternatively, the
presenter may invite live questions at the end of the Web
conference. Similarly, a webcast is a presentation without
the interaction.

Web conferences are increasingly being used to
deliver marketing material, training and other
announcements to captive, geographically dispersed
audiences. A number of commercial companies exist that
offer commercial Web conferencing capabilities.
However, most of these systems only scale to a few
thousand users at best. The capacity of GotoWeb
conferencing, run by Citrix Corporation, is 1000 users [1].
The capacity of Webex, owned by Cisco Systems is 3000
users (a maximum of 500 participants only can see live,
shared video of presenters or panelists, in video-enabled
events) [2]. Adobe Connect Server [8] can support up to
1500 users in a meeting, but it is suggested that a Server

cluster be used with one server for every 500 concurrent
users. Most other commercially available systems do not
scale to large number of users.

A typical university may have several thousand
students. Similarly, many corporations have tens of
thousands of employees. Corporations often need to make
policy announcements. To address such a scenario, the
companies are forced to use overhead broadcasting
systems or invite people to conference rooms or
cafeterias. These methods are not desirable since
confidential information is often heard by everyone
present in the building or there is no interactivity that
presenters may like to have. Also, with the cost of
education rising, it will be useful to deliver interactive
lectures to large number of students across multiple
campuses.

Mconf, available from mconf.org, [12] is an open-
source multi-conference system built on top of the
BigBlueButton open source conferencing system [13]. It
is composed of a web portal that provides access to web
conferences, shared documents, spaces etc., and a web
conference system powered by BigBlueButton which
provides the base functionality of the conferencing
system. The contribution of mconf team is to add a layer
of functionality to load-balance the streaming servers and
other load-monitoring communications.

The distributed architecture used in mconf makes it
easy to deploy distributed conferencing system using
autonomous collection of servers. However, there are still
many challenges to deal with if the users are distributed
over large geographical areas or in countries with
different network bandwidths. We discuss some of these
issues later.

In this paper, we discuss a distributed architecture for
scalable Web conferencing systems similar to that
deployed in mconf. It will allow Web conferencing
systems to scale to tens of thousands of users. The rest of
paper is organized as follows. In Section 2, we describe
the features of a typical Web conferencing system. In
Section 3, we discuss the scaling dimensions of web
conferencing systems and some benchmarking of single
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server systems. In Section 4, we present a distributed
scalable architecture for deployment of a scalable Web
conferencing and conferencing system. In Section 5 we
describe bandwidth considerations for scaling Web
conferencing systems. In Section 6 we discuss
intra-operability and operational issues. Finally, we
summarize the paper and discuss future work.

2 Features of a Typical Web
Conferencing System

Modern web conferencing systems are expected to
provide a wide range of features. Web conferences are
just like a conference room-based seminars; however,
participants view the presentation through their Web
browsers and listen to the audio either through their
telephone or via computer speakers. A key feature of a
Web conferencing is its interactive elements: the ability to
give, receive and discuss information in real time. Most
modern Web conferencing systems present a broad range
of features. Some features are easily scalable while others
are not. Therefore, any architecture that is presented must
be able to address most, if not every desirable feature.

All Web conferencing systems provide a similar set
of base media broadcast features enhanced by proprietary
reporting and event management features. Some of the
currently available features are:
• Support for large audiences (100+)
• Registration pages
• Screen and applications sharing
• Document and File sharing
• Chat for asking questions
• Whiteboard
• Collecting attendee feedback
• Polling
• Q&A
• Recordings
• Practice mode
• Voice over the Internet
• Video
• Streaming media
• Reporting (attendance, chat transcript)
• Event management (reminders, planning, invitation)
• Security for User Systems

Therefore, scaling requires the ability to scale the
delivery of all the above features.

3 Scaling Dimensions of Web
Conferencing

The scaling a web conferencing has two distinct
dimensions:

i) Host large number of conferences at the same time:

This goal is easily achieved by many commercial systems
and is only limited by the number of streaming servers in
the network. Each server can only support limited users.
So, once that limit is known then scaling is achieved by
simply replicating the servers. However, using a single
cluster located at one location is not sufficient if the users
are distributed over a large area. One of the key
challenges of web conferencing systems is to minimize
jitter and delays for all receivers to achieve a satisfactory
media stream. Adding a suitable load monitoring layer can
help minimize the cost.

ii) Increase the limit of users in a single web
conference: This is the ability to host a conference and
deliver content to a very large number of simultaneous
users. This is a much harder problem. It implies enabling
a single meeting to be held using more than one streaming
server.

Video streaming is a highly demanding application.
In a Bluebutton benchmark the following results have
been obtained [11] using a server Xeon 3450 quad core
2.66 GHz with hyperthreading:
• 20 voice users and 20 webcams: 30% CPU
• 40 voice users and 20 webcams: 45% CPU
• 60 voice users and 20 webcams: 70% CPU
• 80 voice users and 20 webcams: 90% CPU

It is clear that scaling a web conference for users that
come from a large geographical area scan only be done by
using distributed server systems.

4 Distributed System Architecture
for Scalable Web Conferencing

As mentioned earlier, mconf uses a distributed
deployment of servers with a load balancer. In mconf, the
web conference servers in the network are shared: every
institution that is a member of the network might use any
server in it. The server that will be used is decided in the
moment a web conference is created and this decision is
based in several factors. The server selected might be, for
example, the one that is nearest to the user creating the
conference, or the server that has more resources available
(e.g. CPU and memory) in the moment.

To create a distributed and large-scale conferencing
system, one can use a similar architecture. While this
architecture works, there are some specific challenges in
making a distributed, autonomous systems work. These
issues are discussed later.

To scale a single instance of Web conferencing
system, as in the case of mconf, we need to add three core
components:
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Figure 1 Architecture and Design of Scalable Conferencing System

i) Replicated web servers with the redundant load
balancers: Web servers are used for interaction with the
end users in activities such as Web conferencing
reservations, finding Web conferencing to join and all
other administrative functions like password verification
etc. We call these functions Meeting Management (MM)
functions.

ii) Replicated media streaming servers: A media
server can only serve a limited number of streams.
Therefore, replication of media streaming servers is very
important for scaling and availability. The key aspect of
replicating media servers is to create a chain of media
streaming on demand from one server to another.

iii) A protocol to distribute users to various streaming
servers and do the dynamic real time load balancing:
Since each streaming server has limitations as to the
number of streams it can serve, it is important for the
system to keep track of the load on each server and update
the user clients as to which streaming servers a user client
should connect. The users often join and leave a Web
conferencing at random times. This means that any load
balancing of server and users should be done in real time,
requiring the meeting manager managing the Web
conferencing to be aware of all users that drop out of a
Web conferencing, along with the load on each server so
that optimum load balancing can be achieved.

The load balancing process interacts with the client
to collect the data that it considers in media server

allocation. Two basic steps are followed:
1. Provide a list of possible (and available) media

servers nearest to the client's physical location to the user
client.

2. Get the measurement of end-to-end delay, and the
link bandwidth between client and each media server in
this list.

It is not necessary to rely on one particular load
balancing method. For example, mconf load balancer
implements several algorithms, but only one in use [12].
Some of these algorithms are:
• Select the server with less CPU load;
• Select the server with fewer users;
• Select the server that is geographically nearest to the

client.
Since all servers need to implement a similar criterion, it
is better to implement a single method. For example,
mconf uses the following algorithm [12]: Order the
servers by proximity to the client. If there is more than
one server in a ~300km radius, select the one that has less
CPU load in the moment. It does not consider servers that
are not up or that are not responding properly.

After considering the data supplied by the client, a
media server is assigned to the client for joining a live
stream. Figure 1 shows the architecture and its various
components.

In this architecture, clients (web clients and Web
conferencing clients) connect to a farm of Meeting
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Management System (MMS) servers via a server load
balancer (SLB). The SLB is used to distribute incoming
HTTP requests amongst a pool of MMS Servers. The SLB
can be configured to allocate requests in a round robin
fashion or based on MMS server load.

The SLB monitors the MMS servers, and removes
them from the pool in case of failure. The SLB itself has
a backup in case of failure. The use of the SLB thus
promotes availability, but it also promotes scalability, by
making it easy to add new servers without impacting any
system components beyond the SLB. In addition, all
MMS servers are stateless, meaning that any server can
take over from any other server in case of a failure.

The Media Servers implement the communication for
individual meetings: screen sharing, VoIP, video, file and
chat data. The MMS Server makes the decision as to what
Media server is to be used for a given meeting. MMS
Servers load-balance Media servers, and remove Media
servers from their available pool should Media servers
become unavailable. This provides both scalability in the
number of meetings that can be hosted, and failover
capability should a Media server cease to operate
correctly.

Finally, conference data (such as account
information, schedule information, meeting status and
billing data) is stored on a database server. To provide
failover capability, a backup database server mirrors the
database server in real time.

4.1 Architectural Tradeoffs in Distributed
Media Servers

Any architecture embodies tradeoffs. Distributing
servers at many locations may not be possible because of
cost considerations or lack of availability of high speed
bandwidth. In Web conferencing systems, it is important
to keep the cost down. Therefore, if it is possible to use
servers that can be provisioned on demand then the cost
can be reduced without affecting scalability. However,
centralizing all servers at one physical location may lead
to degrading of the media experience for some users.
Therefore, a server allocation must consider the delay
between the clients and the servers in considerations when
assigning users to a particular media streaming server.

4.2 Integrating Telephony Voice With Media
Servers

While most users join a web conference using a
computer system with attached microphone and speakers,
some users may like to join a phone-only connection.
Sometimes, even users with PCs and desktops may like to
have their audio delivered via a phone connection.

The integration of VOIP conferencing services and
the Media server is done using RTMP. VOIP servers such
as open-source Asterisk or Free Switch are integrated
with media streaming servers. Their phone switch
provides a RTMP channel to the media servers. The
quality of voice using a phone will depend on the general
call quality between the VoIP switch and the phone.

4.3 Dealing with Difference in Bandwidths in
Different Areas

 One of the challenge in delivering a web conference
to a large number of users is to deal with different
bandwidth available to users. For instance, the users in the
US have access to 25 Mps connections at home using
fiber or cable. However, users in developing countries
only have access to a 100 to 500 kbps links in their
homes. This means that a video stream that is easily
received and played by the users in the US cannot be
received by users in other countries due to lack of
bandwidth.

This problem can be addressed to some extent by the
use of scalable video encoding. Scalable Video Coding
(SVC) is the name for the extension of the
H.264/MPEG-4 AVC video compression standard. SVC
standardizes the encoding of a high-quality video
bitstream that also contains one or more subset bitstreams.
A subset video bitstream is derived by dropping packets
from the larger video to reduce the bandwidth required for
the subset bitstream. The subset bitstream can represent a
lower spatial resolution (smaller screen), lower temporal
resolution (lower frame rate), or lower quality video
signal.

This allows users in the low bandwidth areas to
display only one layer (poor quality) and the users in high
bandwidth area to display all the layers (high quality
video).

5 Media Server Bandwidth

A media streaming server is the most important part
of the Web conferencing system. The scalability of a
media server can be computed by estimating the
bandwidth required for Web conferencing.

We describe a method for estimating bandwidth for
an application such as video conferencing or Web
conferencing as described in [6]. A simple formula for
calculating bandwidth is used for both the server
bandwidth (which is required to determine the
approximate number of server instances that the system
needs) and the client bandwidth (which should be
calculated as part of overall bandwidth strategy to insure
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good quality of service to each client).

Clients connect directly to a Web conferencing
Media Server which handles on demand and real time
video, audio, and data delivery. As the number of clients
increases, the resulting high bandwidth requirements may
potentially increase the latency during the Web
conferencing. As discussed earlier, Web conferencing
Media Servers need to be provisioned in the proper
number and at the proper locations to ensure that the
bandwidth requirements are satisfied.

In the case of Web conferencing, the key parameter
is the maximum number of clients attending at each major
location. Since clients usually need to register before the
Web conferencing, the organizer can easily estimate
attendance. The following analysis examines the
bandwidth requirements at a single location relying on
experimental results from [9] and [10].

Bandwidth requirements depend on the type of usage
necessary for the Web conferencing such screen sharing,
audio, webcam video and streaming video. Experimental
results in [9] indicate that typical webcam video
bandwidth per client is 239 Kbps and 501 Kbps
depending on whether the client is using a DSL or LAN
connection respectively. It is assumed that the Web
conferencing Media Server is aware of the type of
connection the client uses and adjusts the webcam video
parameters for each client accordingly. Specifically, the
DSL bandwidth results from webcam video of 640x480 at
15 frames per second (fps) and compression quality of 85;
the LAN bandwidth results from webcam video of
640x480 at 20 fps and compression quality of 90.

Similarly, experimental results in [10] indicate higher
typical webcam video bandwidth per client of about 900
Kbps for LAN connections due to higher-quality
compression despite a lower resolution of 640x360.
Results in [10] also show that webcam video bandwidth
is highly dependent on whether the subject is moving. The
bandwidth of 900 Kbps was observed with a slowly
moving subject while a stationary subject resulted in a
significantly smaller bandwidth. ([10] reports a reduction
of bandwidth from 308 Kbps to 58 Kbps using a lower
video resolution of 320x180).

Depending on quality and frame rate, the bandwidth
needed for screen sharing has been observed to be
between 138 and 164 Kbps for a LAN connection and
slightly less for a DSL connection [9]. VoIP audio
bandwidth was observed at 44 Kbps for a LAN
connection and 22 Kbps for a DSL connection.

Bandwidth for streaming video plus audio was

observed to be approximately 1200 Kbps (with small
variation depending on the file format).

The total bandwidth requirements per client are
approximately 700 Kbps for a LAN and 400 Kbps for a
DSL connection, without the use of streaming video.
Given the experimental results in [10], a more realistic
estimate of the needed bandwidth for a LAN connection
would be 1000 Kbps. Assuming that a Web conferencing
Media Server has a 1 Gbps network connection available,
the total number of clients that could be supported by a
single server would be approximately 1000 clients, all
using LAN connections, to 2000 clients, all using DSL
connections. If streaming video (at 1.2 Mbps) is also used
by the Web conferencing, then these bandwidths are
reduced to approximately 450 clients, all using LAN
connections, and 600 clients, all using DSL connections.
For a mixture of LAN and DSL clients, the required
bandwidth would be between these two endpoints.

Even if the network connection bandwidth available
to a Web conferencing Media Server at a single location
Web conferencing Media Server is 1 Gbps, conservative
estimates suggest that a single server may be able to
support up to 500 clients. When network connection
bandwidth allows more clients to be connected, then two
or more servers would be utilized to support all the
connected clients.

6 Intra-operability and Operation
Issues

Many conferencing systems are available today but
there is no interoperability between them. In order to
accomplish interoperability among different vendors,
common standards must be followed. The two most
prominent standards are H.323 (ITU-T H.323, 2009) and
SIP (Session Initiation Protocol), and both are used
worldwide to allow interoperability among different
systems.

The basic idea of these protocols is to have some
common messages to initiate the session and exchange
capabilities. Using the information exchanged, the
different parties in the conference can agree on the same
group of audio and video codecs, as well as the data
protocol, allowing the interoperability. In other words, if
a distributed system on geographical large scale is to be
deployed all systems must use the same software for
signaling and load balancing.

This leads to another problem common to all
distributed systems. Since systems interoperate and
connect with one another, the software change in one

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

Int'l Conf. Internet Computing and Big Data |  ICOMP'14  | 15



server affects all other. If the network consists of 1000
nodes, changing software on all 1000 nodes at the same
time requires special software tools and logistics.

7 Conclusions

In this paper we presented various aspects of a Web
conferencing and conferencing system. We also proposed
a system architecture that can be used to deploy a highly
scalable Web conferencing delivery architecture. Web
conferencing delivered to large, geographically dispersed
audiences, can benefit by relying on a distributed
architecture of media servers provisioned on demand and
conveniently located so as to reduce cost and maintain
scalability. Our analysis shows that individual media
servers can support between 450 and 2000 clients
depending on video requirements of the Web
conferencing and the network bandwidth available at each
client. Therefore, a small number of media servers
provisioned at the proper locations can readily support
large audiences.

The system described can be built using a Flash
Media Server (Adobe Flash Server, Red5, Wowja Flash
Media Server), and adding client software and load
balancing modules. A simple prototype can be developed
using mostly open source components and integrating
open source VoIP telephone systems such as Asterisk or
FreeSwitch.
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Abstract - This work defines a vision paper that captures 
the intrusion parameters for a cloud network operational 
within the author’s own University environment. As a 
contribution a threat and security model that mitigates these 
concerns are provided within the context of a case scenario.    

   The delivery of data services is becoming more pervasive 
and as such there is concurrent need for ensuring efficiencies 
in delivery and in the security of the process. Security for 
physical network equipment is no longer as worrisome for 
administrators; it’s the protection of the data and exposure to 
sensitive information that is the most important aspect for 
data security. Cloud computing is evolving to solve the 
equipment issue but the data security is yet to be mastered. 
Motivation for this work is the author’s design of a threat 
model that show constructing formal arguments on how these 
threats can be mitigated as the specific paper contribution. 

Keywords: Cloud, security, security threats, threat model 

 

1 Introduction 
Cloud computing is defined in the National Institute of 

Standards and Technology (NIST) document as “an 
ubiquitous, convenient and on-demand computing 
environment that allows for shared, on-demand, and easily 
configurable resources and services that can be readily 
provisioned and released with minimal provider interaction or 
management effort. The cloud-computing model promotes 
availability and is delivered as a software, infrastructure, and 
platform as a service model”[1]. 

 
No longer do network administrators; data owners in 

organizations and network security infrastructure engineers 
have to worry about physical equipment in clouding 
infrastructure [2]. The important consideration is the 
protection of the data. Critical to this is the data lifecycle and 
the probability of exposure of sensitive information.  

 
The cloud in its ubiquitous delivery mode is radically 

changing how information and services are delivered [3].  
This ubiquity of cloud operations presents various challenges 
for security administrators while opening a haven for 
nefarious activities by cyber-criminals.  

 
There are naturally multiple security concerns about data 

protection but there are also concerns about the actual 
vulnerabilities and protection of the virtual machines that 
make up the cloud infrastructure. Penetration testing data 

have shown multiple attack vulnerabilities existing in public 
clouds ranging from obsolete versions of Web services 
software, exploits of HTTP protocols, and virtual machines 
(VM) images [3]. 
 

What does ‘disambiguating cloud security’ mean in security 
for cloud computing? In the context of this presentation, 
disambiguating means the deeper relationship between that 
which is presented on the surface and which actually exists. 
Smith and Martins [4] speak of a level where “dependency” 
that is integral for learning algorithms and parsing are used to 
extract information for predictive behavior.  These activities 
are key components for data forensics, which are usually an 
after-event activity. This principle of disambiguating cloud 
security is expected to allow for a predictive and preemptive 
mode of continuous monitoring and analysis to mitigate and 
correct intrusive behaviors in the cloud. 
 
1.1 Cloud Architecture 

Cloud computing as presented by the National Institute of 
Standards and Technology (NIST) [1] is an ubiquitous, 
convenient and on-demand computing environment that 
allows for shared and easily configurable resources and 
services that are readily provisioned and measured based on 
needs. The characteristics inherent in cloud computing 
provide for economies of scale, flexibility, increasing 
productivity in infrastructure services, a greater ability to 
focus on core competencies and sustainability, and 
transparency in delivery and control of the services that are 
being provided [5]. 

 
The operation models for cloud services delivery are 

distinguished as Infrastructure as a Service (IaaS), Platform 
as a service (PaaS), and Software as a Service (SaaS). These 
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models provide individual benefits based on the services 
required by the consumer and the IT architecture that the 
services reside on. Delivery of the services follows a 
deployment model of a private cloud, a public cloud, a hybrid 
cloud, or a community cloud as depicted in Figure 1. 

 
  Figure 1 - Visual Reference Model of Cloud Deployment 

 
  

2 Problem Formulation 
      The rapid expansion of computer networks mainly due to 
the Internet has created security issues related to data 
confidentiality, integrity, and availability. These issues have 
manifested in numerous attacks and threats that have 
increased significantly with frequency and variety. The 
nature of these attacks have resulted in intrusive behaviors 
that have caused denial of services to users that force the 
performance of networks to carry out the tasks that they were 
intended, thus affecting the overall performance of networks.   
 

2.1 Threat Model 
Security in the cloud forces the user to trust that which he 

has no control over and limits that which he can do, even 
though from the provider’s perspective, there are benefits to 
be derived from this paradigm. Dhage, et al [6] relate this to 
the a transportation system that forces the consumer to be 
dependent on availability of transportation even though he 
has no control over the scheduling and thus little or no 
alternative other than to trust that the scheduling will 
adequately meet his needs.  It is a touch and go situation.  
 

2.2 The Model 
 Security threats can take many forms. The assumption 
presented here is that the attacker will either be an insider or 
and outsider, and that the main goal is to exploit any 
weaknesses or vulnerabilities that may exist in the virtual 
networking system [7]. Varying threat models have been 
promulgated as cited in [8], but the emphasis here will be 
focused on data and virtualization threats. 
2.2.1 Data Threats 

Concerns over privacy and security of information systems 
and more so securing data in the cloud is an ongoing problem 
that has prevented many businesses from fully accepting 
cloud platforms. On-going research to develop and 
implement secured solutions has become of paramount 
importance for business sustainability, upholding user 
privacy, preserving data integrity, and instilling trust.    
 

The integrity of data can be easily compromised and is 
worsened with theft or loss. This problem does exist in a 
physical environment but can become more acute in the cloud 
environment. This is due in part to the extensive amount of 
data that a service provider is managing; as the amount of 
data increases, the propensity for exploits is likely to increase 
significantly. The fact that communication in the cloud is 
primarily via an Internet connection, there will always be the 
probability for data leakages [8], and this therefore means 
that enhanced methods of authentication and encryption 
should be built in in order to minimize the prospects of 
leaked data being accessible to the perpetrators who may be 
outside attacks or insider threats. Attacks on data systems are 
inviting to intruders and as more personal and business 
financial and other proprietary data are stored online, the 
vulnerabilities are more prevalent. 

 
Threats to the data in the cloud may comprise of run-time 

execution, malicious threats such as denial of service / 
distributed denial of service (DoS/DDoS), natural system 
threats such as accidents and the adversarial types that 
include insiders. Natural system type threats like accidents 
can be predicted through estimation and probability theories, 
and with redundancies put in place for failover, an acceptable 
threshold can be developed. However in the case of the 
adversarial threats and attacks such as DDoS/DoS, it becomes 
highly unlikely that a predictably point of acceptance can be 
determined. The client organization (who uses a cloud 
provider) has no knowledge of, or interference with the 
personnel who interacts with or manages their data. 
Malicious attacks on the data can result in devastating 
impacts. What, therefore are the solutions? These rests in part 
on trust; trust that the provider will apply appropriate legal 
and operational measures to assure that vulnerabilities are 
minimized and when present, they are easily and quickly 
contained [9]. 

 
 There are other broad categories of threats to data that 
impact the network along with the cloud environment. Bishop 
[10] lists four such threats that affect information systems: 
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disclosure, deception, disruption, and usurpation.  Following 
along the same vein, Amoroso [11] identified three categories 
that impact security, namely disclosure, integrity, and denial-
of-service. Each threat impacts the information system 
differently and as such demand a different approach to 
mitigate.  
 
 A disruption threat in this context refers to any event that 
prevents or impairs the normal use and function of a 
computer system. This could be physical, meaning any action 
or threat resulting from the attack to the physical objects 
required for operation of the system, such as power failure, 
dislodging or cutting of cables, whether intentional or 
unintentional, fire or flooding in a computer room. To help 
mitigate against these threats organizations must restrict 
physical access to the system, to cabling and networking 
closets, electrical supply, use cameras, guards and locked 
doors.  
 
 A disclosure threat involves unauthorized access to 
information, which can take the form of either technical or 
non-technical, and targeted at personal information for 
identity theft, as well as extortion. 
 
 A deception threat takes the form of gaining access to a 
system in order to disclose, alter or disrupt services by 
impersonating a legitimate user. This misrepresentation could 
be social engineering, spoofing or falsifying messages or data 
packets. 
 
 Integrity threats are often represented through modification 
or altering of data to obtain a different result than that which 
would normally be if unaltered. Actions of deleting records in 
a database, altering academic grades, deleting criminal 
records, altering payroll records to reflect significantly 
different amounts that could affect tax computation, are only 
some of the impacts that present in integrity threats. 
 
 Usurpation threats refer to the acquisition of privileges that 
should not be available to an unauthorized user. These acts of 
threats against the security of the data are all intended to 
violate all aspects of access control mechanisms that an 
organization may have in place, and with all measures that 
may be instituted, there is still the element of trust. One must 
be able to trust those that are given authority to access a data 
system. 
 

Trust models in the cloud are arguably absent and this is 
undeniably an issue that will grow as cloud architecture and 
scalability grows. As interactions with cloud providers, 
providers’ reputations, user knowledge, and experiences 
grow; trust elements will conceivably grow [12]. 
 

Another security threat that exists within the cloud for data 
surrounds the inevitability of the data owner moving from 
one cloud provider to another. What guarantees exist that all 
data will be transferred to a new provider, and what 
assurances are there that any remnants will be erased from the 

initial provider’s servers, thus eliminating any adverse effect 
after the fact?  

 
2.2.2 Virtualization Threats 
 The cloud-computing paradigm provides high scalability 
and flexibility with service on demand. As such it is highly 
dependent on a dynamically virtualized environment that uses 
hypervisors in order to satisfy the infrastructure; 
Infrastructure as a Service (IaaS).  
 

The hypervisors are running from physical servers and 
these servers are part of the network. These threats are all part 
of network security threats that will impact the infrastructure 
as they do to the data. Therefore threats such as DoS, DDoS, 
IP spoofing, ARP spoofing, and multiple other threats that 
affect physical servers are also threats to the hypervisors [6].  

 
Virtualization does not ensure isolation; the cloud 

architecture offers multi-tenants on its infrastructure, so it is 
evident that a compromise of the hypervisor will likely affect 
multiple tenants. In addition, the hypervisors can allow 
attackers the privilege of gaining access and control of the 
shared platform as indicated in [8]. The fact that the 
hypervisor acts as the emulator of the underlying server 
hardware and provides an interacting environment for the 
virtual machine (VM), a malicious VM can be used to attack 
the hypervisor or any other VM that may be running from 
that infrastructure. This promulgation is reinforced in [13]. 

 
The vulnerabilities of the hypervisor is an attackers 

paradise; the main operational reason for compromising the 
hypervisor is to gain access and control of the underlying 
layers that are needed to provide functionality to the VMs 
installed on the physical server [14]. An attacker gaining 
access and compromising the hypervisor could effectively 
use the VMs on that infrastructure to launch a DDoS attack 
on neighboring servers and VMs. 

 
The VMs themselves are also vulnerable. Since the 

architecture of the cloud infrastructure contain many and 
varied VMs all with different images and applications, and 
because the cloud is effectively multi-tenancy, an attack or 
compromise of one VM whether it’s active online or not, 
could effectively compromise the others, on the same 
physical server.  

 
The extent of the security threat [14] is to a large degree 

based on, and due to the complexity of the infrastructure and 
the dynamics of the use of the cloud. The cloud IaaS layer 
facilitates multiple users from various geographical locations 
who all participate in a sharing domain that could foster data 
leakages that are at risk for VM attacks [15]. At the same 
time users have very little control over, or awareness of the 
location of the physical server(s) that their data is stored on. 
The cloud service providers themselves are not aware of the 
contents of the VMs or the applications that they are hosting. 
This therefore is an opening for multiple security threats. 
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There are other threats that arise as a direct result of the 

virtualization for the IaaS and they include:  
• Complexity in the workload: the voluminous nature 

of network traffic that runs on the cloud servers are 
increasing as the adoption rate increases. This 
therefore could result in complexity in managing the 
workload of each server / cloud provider. 

• Loss of Control: users are not aware of the location 
of their data and service neither the whereabouts of 
the physical servers. Likewise, the service providers 
are not aware of the contents on the VMs. 

• Network topology: the architecture of the cloud is 
very dynamic. Due to this, providers will have to 
continually create and remove VMs in order to 
accommodate the workload and traffic.  When VMs 
migrate from one server to another without a pre-
defined network topology, there is a likelihood of 
creating security vulnerability. 

• Single Point of Access: the cloud functions in a 
virtualized environment and the virtualized servers 
have limited physical access via network cards 
(NICs) to the VMs. Consequently; this is a critical 
point and vulnerability where a compromise could 
be launched on the hypervisor.  

  
The threats enunciated above are only some of 

vulnerabilities that pose serious disambiguation in 
understanding security in cloud computing, which all pose 
challenges for protecting confidentiality and integrity. The 
main purpose and goal of an attack in the cloud, is to disrupt 
or deny full functionality and availability of cloud services.  
This in effect would be a DoS attack on the environment of 
which significant impact would be felt. The extent of this is 
directly proportional on the business operations and criticality 
of the organizations that use cloud services. To mitigate 
against these eventualities, strict access methodologies and 
monitoring must be implemented. 
 

2.3 Proposed Countermeasures 
     Threats and attacks to the computing infrastructure such 
as DoS and DDoS are designed to exhaust and tie up network 
resources to the point of crippling productivity. This 
eventuality can however be mitigated if proactive and 
detective measures are in place. In addition, safeguarding 
data in the cloud is important, and some of the measures are: 

• Encryption: data stored in the cloud should be 
encrypted. The trust level of the implemented cloud 
security [16] may require limiting the risk of storing 
data in an unencrypted form. 

• Trust: use a dynamic approach to granting access to 
users based on their organization’s role. Some 
parameters to consider may be location based, 

devices, and resources needed and requested and 
configured within existing policies framework. 

• Install intrusion detection systems [14] to perform 
pre-emptive detection through detective monitoring 
of all incoming and outgoing traffic for abnormal 
activities and analysis, prevention, and effective 
incident reporting. 

• Determine sensitivity of data in line with 
organizational roles based and trust levels. 

• Protect the virtualized infrastructure by applying 
operating system (OS) hardening principles, 
establishing trust zones, and isolate VMs so that 
they don’t interfere or conflict. Provide isolated 
unprotected VMs to display ‘bot net’ decoy 
behavior and strategies. 

• Perform risk assessments of applications to be 
deployed in the cloud before making them available 
for user access.  

• Evaluate and apply network architecture for 
configurations that assure withstanding against 
attacks, apply defense-in-depth approaches and 
mechanisms, evaluate authentication and access 
control methodologies and policies and eliminate 
any overlaps that could render the system 
vulnerable.  

• Install active monitoring sensors to monitor 
performance that work in concert with IDS to relay 
information for detection of zero-day threats [15]. 

3  Future Works 
 There are many other areas of security vulnerabilities that 
confront the cloud arena in particular, insider attacks that are 
very important to assuring cloud security. Driven by the 
limitations of existing security measures as a paradigm for 
the cloud, and as a continuation to this position paper, the 
author intends to pursue development of a security model for 
cloud computing. This model would present the need for a 
Security as a Service (SECaaS), and would be promulgated 
by the requirements and principles that underlie the 
infrastructure as a service, and the need for a secured 
environment. 
   
4 Conclusions 
 This paper sought to introduce a discussion on the 
disambiguation surrounding cloud security. Cloud security is 
an important topic that creates ongoing dialogue and research 
to find the best combination for security; confidentiality, 
integrity, availability, access, and trust, with proper defense 
strategies. As cloud computing systems continue to grow 
perversely, secure preservation and safe access to information 
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through hardware and software solutions such as detection 
and prevention systems, encryption, and strong authentication 
mechanisms are needed [17]. Securing the systems and data 
are ongoing activities that require tools to perform early 
detection, identification, and mitigation of malicious 
activities.  
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Abstract – Recent advances in web technologies have 

brought a boom in online social services. Online social 

services encompass a broad spectrum of how to cater to 

varying web users’ interests, social content sharing being one 

of them. Studies show that users of social content sharing 

services tend to focus on the items themselves, rather than 

communicating with others at all. Unlike social networking 

services, which generally exhibit a healthy degree of user 

interaction, user interaction within social content sharing 

services shows much variation, from nonexistent to very active. 

Consumption time of target content has also shown to be an 

important factor in determining the various features of content 

sharing services. In this paper, we analyze social cataloging 

services and compare them to the YouTube network in [1], to 

figure out the characteristics of networks which contain 

content that requires a considerable amount of time to fully 

digest, such as films or books. We find that our dataset shows 

a higher level of homophily, reciprocity, and a lower level of 

assortativity than those of the YouTube network. Furthermore, 

we study features that affect users’ selection of new items. Our 

results show that interest similarity matter, the genre of books 

in particular. 

Keywords: social content sharing service, content 

consumption time, social cataloging service, influential 

features 

 

1 Introduction 

  Over the past several years, online social services have 

grown at an unprecedented rate, and have served as a catalyst 

in the explosion of online media content. Unlike the past when 

only a small number of people were capable of creating media 

for the public to consume, we are already in an era of a user 

created content deluge. Online social services have played an 

important role in allowing creative users to share their content 

and find an audience. By supporting user activities, they 

contribute to enhancing interconnectivity, self-expression and 

information sharing [2]. Online social services can be 

classified by their differing aims, system components, and the 

behavioral patterns of users. Among them, social content 

sharing services deal with target content such as videos for 

YouTube, books for LibraryThing, and images for Flickr. The 

main purpose of social content service users is to share their 

items and to find other items that match their interests, rather 

than to make a relationship or communicate with others. 

 Social content sharing services look very similar to each 

other, but each of them has different characteristics depending 

on its target content. Music, video clips, or photos have short 

consumption times and users can usually access them within 

the service; however, movies or books, which we will refer to 

as long content, require relatively longer consumption times, 

spanning from a few hours to several days, and services 

dealing with long content usually provide users with only the 

meta-data and perhaps a fraction of actual content, such as a 

sample teaser or chapter. Because of the fundamental 

difference in how short and long content are provided in 

social content sharing services, content consumption time can 

affect user’s content selection and communication. For long 

content, users will select items carefully based on personal 

preference; they also tend to express their opinions through 

reviews or scores rather than casually conversing with others. 

That is, long content users maintain their relationships by 

reading news feeds about their friends, without any 

interactions.  

 Although communication in social content sharing 

services is less active compared to that in more general social 

services, a user’s item selection is not independent of others’ 

behaviors and must be influenced by exposure to social 

opinion and sentiment, even by a miniscule amount, because 

of the various social features typical of such services. Social 

Influence is defined as change in an individual’s thoughts, 

feelings, attitudes, or behaviors that results from interaction 

with another individual or a group [3]. In an online social 

service, users influence is based on the trust in users or 

contents, either through relationships or sharing items. 

Understanding the features that propagates influence is 

important in analyzing, recommending, or advertising items 

and users.  

 In this paper, we analyze long content services 

LibraryThing, a social book cataloging service, and Userstory 

Book, a similar service primarily used in Korea. As the names 

suggest, the target items are books. We compare said services’ 

data to a YouTube analysis [1] in regard to assortative linking, 

reciprocity, and homophily, with varying content consumption 

times. We find that the assortativity of social content sharing 

services with long content is low, but the level of reciprocity 
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and homophily is high. We also analyze social features such 

as interest similarity and user behavior in order to figure out 

which ones affect users’ item selection. The most influential 

feature is the interest similarity among users; in our dataset 

the genre of a book plays an important role in making 

relationships and selecting new items. We believe that our 

work is the first study to analyze social content sharing 

services in terms of varying content consumption times.  

 The remainder of this paper is structured as follows: We 

briefly introduce some related work in section 2. Our data set 

and experiment results to compare with [1] are presented in 

Sections 3 and 4. Section 5 shows which features play an 

important role in users’ item selection, followed by the 

conclusion and future work in Section 6.  

2 Related Work 

 As online social services become more popular, 

researchers try to analyze them to understand their key 

characteristics. Some researches try to categorize the services; 

its result differs based on various perspectives. Kaplan et al. 

[4] sort social media services into six categories by intimacy 

and immediacy. In this research, social content sharing 

services are classified as “Content Community”, with medium 

social presence and low self-presentation. In [5], online social 

services are categorized into four groups by formality and 

interaction. They put social content sharing services in the 

“Cooperation” group, which has low formality and high 

interaction.  

 Much effort has been made for analyzing the static and 

dynamic features of social content sharing such as network 

structure and user behavior. User behavior is an especially 

important feature in understanding phenomena present in 

social networks, such as social influence and user similarity. 

Mislove et al. [6] analyze the structural characteristics of four 

popular sites: LiveJournal, YouTube, Flickr, and Orkut. 

Wattenhofer et al. [1] study the social network in YouTube. 

They show the differences between the YouTube network and 

traditional online social networks using three features: 

assortative linking, reciprocity, and user homophily. They also 

show the dichotomy of ‘social’ and ‘content’ activities and 

examine said activities’ popularity in YouTube. The analysis 

of social cataloging services performed by [7], [8] both use an 

aNobii network. In [7], they investigate structural and 

evolutionary features and mine geographical information. 

Tang et al. [8] study the reading diversity of users using five 

similarity measures. Calculation of the interest similarity of 

users by using relationships is performed in [9]. They show 

that the similarity decreases with the weakening of connection 

strength between users. Crandall et al. [10] study the role of 

user interactions between similarity and social influence. They 

find that social interaction is both a cause and effect of 

similarity and social influence. According to their research, 

users show a sharp increase in similarity immediately before 

their first interaction; after the interaction, their similarity is 

increases slowly.  

 There has also been much effort to model social network 

phenomena. In [5]–[8], the researchers try to model social 

influence using user behavior. Yeung et al. [11] propose a 

probabilistic model for user adoption behavior to capture 

implicit influence in social content sharing services. In [12], 

[13], they research topic-based social influence. 

 

3 Dataset 

 Social cataloging services are suitable for figuring out 

the characteristics of long content services because it naturally 

takes longer to read a book than to view a photo or watch a 

short video clip.  

 Users make their own reading lists, rate the books, and 

write reviews. Naturally, they also make relationships, 

comment on other’s pages, and join communities much like 

when using online social network services. In this paper, we 

use LibraryThing and Userstory Book for the dataset. Table 1 

shows the summary of our dataset.  

 

Table 1. Data Summary 

 
Library 

Thing 

Userstory 

Book 

The number of users 108,221 12,933 

The number of relationships 

(unilateral) 
302,728 13,591 

The number of relationships 

(reciprocal) 
225,783 7,582 

The number of books 13,285,867 100,168 

The number of comments 161,340 2,181 

 

3.1 LibraryThing 

 LibraryThing is one of the most famous social 

cataloging services launched in 2005. It has almost 1.8 million 

users and over 80 million book information so far. The user 

relationship is unilateral; they do not need to get consent to be 

connected. In addition to the functions described above, it is 

possible to tag the book in the list of their own.  

 In a social cataloging service, user behavior related to 

books is more important than user relationships; therefore, it 

is difficult to crawl data using some users as a seed like in 

social network services. We choose users who have one of 

three books as a seed, the books being “The Casual Vacancy” 

and “The Hunger Games”, which are the most popular books 

in our crawling period and “Wuthering Heights”, which has 

been loved for a long time. The reason we select “Wuthering 

Heights” is to avoid collecting users in a limited age group. 

We collected the data from January 23rd, 2013 to January 30th, 

2013 using breadth first search. The dataset contains 108,221 
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users, 302,728 unilateral relationships, 13,285,867 book 

entries, and 161,340 comments. 

3.2 Userstory Book 

 Userstory Book is a social cataloging service in Korea 

launched in 2009. It has almost 20,000 users and over 

180,000 book entries so far. The relationship is unilateral like 

that of LibraryThing. The users cannot tag their books on their 

own lists, but they can sort the status of the books into three 

groups: “plans to read”, “currently reading”, and “already 

read.” We collected the entire data until May 8th, 2012. The 

dataset contains 12,933 users, 13,591 unilateral relationships, 

100,168 books, and 2,181 comments. The size of the dataset 

is remarkably small compared to the LibraryThing dataset; 

however, it is important to understand what the characteristics 

of the entire network of the social cataloging service imply. 

We will also show that the Userstory Book is suitable for 

analyzing because it has a similar structural tendency to the 

LibraryThing dataset despite the smaller size. 

3.3 Analysis of network structure 

 In both services, user interactions occur if a user leaves 

messages on others’ pages (or wall in Userstory Book) or 

replies to reviews. In fact, most users rarely comment on 

others’ reviews; hence, we make an interaction graph based 

on the comments on personal pages. If there is an edge from 

user u to user v, it means u leaves a message on v’s page. We 

ignore the replies of the messages and the messages written to 

oneself. The interaction graph of LibraryThing consists of 

29,989 users and 94,209 interaction edges, and 11,524 users 

have one or more reciprocal edges. In the case of Userstory 

Book, the interaction graph consists of 827 users and 1,287 

interaction edges and 321 users have one or more reciprocal 

edges. It shows that 23% and 6.7% of the total users have 

interactions with others. Of these, only 16,534 and 420 users, 

about 50% of users from both interaction graphs, interact with 

their friends. These results mean that, like other social sharing 

services, most users usually use the service not for 

communicating with others, but for making their reading lists 

and leaving their own impressions. Figure 1 represents the 

degree distribution of the entire graph and the interaction 

graph. We omit the extremely large value, which represents 

the user who is an author and has over 5,000 degrees, in the 

entire graph of LibraryThing (the graph on left top). In the 

entire graph, there are extremely popular users who have lots 

of friends, but most of the users, about 90% have one or zero 

friends; in the interaction graph, there are also extremely 

popular users, but the difference from the entire graph is that 

most users have more than one friend. 

 The number of users who have one or more friends is 

60,317 at LibraryThing and 2,699 at Userstory Book; about 

56% and 21% of users make a friend. However, 25,972 users 

and 1,258 users have only one friend. It implies that the 

number of users who actively make social relationships is 

very low, and most users are indifferent to social behavior. 

  Figure 2 shows the distribution of the number of books 

each user has. There are also extremely active users who have 

many books in their list, but, in the case of Userstory book, 

most of the books’ status is set to “plans to read” and genre 

distribution is not skewed. It means the extremely active users 

are better than the rest in expressing their interest in all genres. 

According to our estimation, on average, each user has 5.31 

friends and 388.25 books at LibraryThing and 1.05 friends 

and 31.65 books at Userstory Book, including books planned 

to be read. We also examine the relationships between the 

number of books and user popularity; the result is in Figure 3. 

Figure 3 shows that the most active users who have many 

books are not more popular than general users. The Pearson’s 

 

Figure 1. The degree distribution of the entire graph and  

the interaction graph for LibraryThing (top) and Userstory 

Book (bottom) 

 

 

Figure 2. A cumulative distribution of books by how many  

a user has, for LibraryThing (left) and Userstory Book (right) 
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correlation coefficient is 0.154 and 0.276 for LibraryThing 

and Userstory Book, respectively. Active behaviors like 

reading many books and expressing one’s interest does not 

affect making relationships and vice versa. This indicates that 

users present their impressions not for giving information to 

others, but for their own needs and self-satisfaction. Also, it 

shows that a social cataloging service is different from a 

social networking service in that active users have lots of 

friends. 

4 Characteristics of Long Content 

Service  

 Wattenhofer et al. [1] find the differences between a 

YouTube network and a traditional online social network in 

terms of assortativity, reciprocity, and homophily. We analyze 

these features using our dataset and compare them to the 

result of [1] in order to figure out whether distinctions exist 

depending on content consumption time.  

4.1 Assortativity 

 Assortativity is the tendency of nodes to connect with 

other nodes with similar degrees of a certain unit. We 

examine assortative links based on user popularity. The 

results are shown in figure 4. The x-axis represents the in-

degree of the users, and the y-axis represents the average in-

degree of their friends. Figure 4(a) is the result of the 

LibraryThing dataset and figure 4(b) is the result of the 

Userstory Book dataset. The plot shows that users from social 

relationships with others who have a certain amount of in-

degrees regardless of the number of in-degrees of themselves, 

in both datasets. This tendency has nothing to do with the type 

of the links. The assortativity measurement of the subscription 

network in YouTube [1] shows that most users in a 

subscription graph subscribe to a publisher whose popularity 

is above a certain threshold, and significant differences 

depend on the type of links; reciprocal users are more 

assortative than the entire userbase. 

4.2 Reciprocity 

 In our dataset, most links are reciprocal; 95.93% of links 

in the LibraryThing dataset and 73.32% of the Userstory 

Book dataset are bidirectional. That is, the number of the 

users who join in interacting with each other is less, but the 

level of reciprocity is very high. This implies that the 

 

 

(a) 

(b) 

Figure 4. Similarities between users and their friends’ 

popularities using (a) the entire users and the reciprocal users 

in the LibraryThing dataset and (b) the entire users of the and 

the reciprocal users in the Userstory Book dataset. There is no 

difference in assorativity between the entire users and the 

reciprocal users in both datasets. 

 

 

Figure 3. The relation between a user’s popularity and the 

number of books he or she has, for LibraryThing (left) and 

Userstory Book (right) 
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relationships are usually superficial and tend to be passive 

engagements [14]. Most of the users keep up with friends by 

reading news, reviews, ratings, and such without actual 

communications. They do not try to develop deeper 

connections. 

 Our results are quite large compared to the reciprocities 

of other directed social networks such as YouTube at 25.42% 

[1], Filckr at 68% [15], and the sampling data of CiteULike 

which have only 93 reciprocal links out of 11,295 unilateral 

links [9]. The details of the results are in Table 2. 

 

Table 2. The proportion of reciprocity 

 
Library 

Thing 

Userstory 

Book 

The number of links 60,317 2,699 

Reciprocal links 57,864 1,979 

 95.93% 73.32% 

 

4.3 Homophily 

 We use genres of the books a user has to measure 

homophily among users. For this analysis, we only use the 

Userstory Book dataset because LibraryThing does not 

provide any information on genres. The books in a user’s list 

cover a wide range of genres. Because there is more than one 

genre, we assume that the most read genre in the user list 

represents the user’s primary interest. Prior to the analysis, we 

classified 29 different genres based on how online bookstores 

generally categorize their genres, because the genre 

classification in Userstory Book is too specific.  

 We measure the level of homophily in two graphs; the 

entire graph and the interaction graph. Regardless of the type 

of graph, about 50% of users are interested in the same genre 

as their friends: 49.24% from the entire graph and 52.25% 

from the interaction graph. This indicates that the social 

cataloging services are more homophilous than the YouTube 

network, which is on average 26.58% and 27.46% 

respectively [1]. We expect to get better results if the books 

are classified into fewer genres. 

5 Influential Features in Long Content 

Services 

 Although the social content sharing services that provide 

longer content have low communication ratios, a user’s 

content selection is not independent from that of others; users 

cannot be completely isolated from social influence because 

of the various social features provided by the services. We 

measure features that affect users’ item selection. 

 We begin by examining the relational features such as 

friend and interaction networks. We assume that a user’s 

friend influences the user the most because of the high 

reciprocity ratio. However, table 3 shows that 48,674 users 

and 1,759 users of both services share the same books with 

their friends, and about 20% of the books in a user’s reading 

list show up in the user’s friends’ reading lists. In the case of 

interactional relationships, the percentage of user-friend 

reading list overlap is less than the results found in friend 

relationships. This is because half of the users who leave 

messages on others’ pages have no relationships with the 

recipient, and the messages have little to do with books in 

particularly. The diversity of the books also affects this results. 

 

Table 3. The result of social influence from friends: each 

column denotes (a) how many books a user has in common 

with his or her friends, (b) how many friends have one or more 

common books with each user, (c) the percentage of overlap 

between a user’s book list and that of his or her friends, and 

(d) the number of users who have the same books with the list 

of their friends. 

 (a) (b) (c) (d) 

Library 

Thing 

AVG 127.36 4.94 24.33% 
48,674 

SD 377.82 17.91 22.70% 

Userstory 

Book 

AVG 17.31 4.44 22.80% 
1,759 

SD 49.05 9.55 22.33% 

 

 

Table 4. Social influence of users who leave messages in 

others’ pages: columns are the same as in table 3. 

 (a) (b) (c) (d) 

Library 

Thing 

AVG 108.07 2.96 16.60% 
24,506 

SD 321.55 7.64 18.46% 

Userstory 

Book 

AVG 10.05 1.86 13.83% 
453 

SD 20.75 2.46 16.74% 

 

 Next, we measure how similar a user is to his or her 

friends in terms of the genre composition of their reading lists. 

For this analysis, we only use the Userstory Book dataset and 

the 29 genres we classified in the homophily experiment 

because of the absence of genre information in LibraryThing. 

We consider that each user has an n-dimensional vector )(
i

uv


, 

      )()(
n21i

g,,g,guv 


         (1) 

where n is the number of genres and gk is the number of books 

belonging to the kth genre the user ui has. We set n = 29. For 

more meaningful results, we only focus on users who have ten 

or more books. The genre similarity between users are 

measured using cosine similarity [16], 
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 Figure 5 shows the genre similarity. We observe that the 

genre similarity among users with social relationships is 

higher than that of all possible pairs of users. Among social 

relationships, the similarity of those with reciprocal 

relationships is a little higher. That is, users may consider 

common interests when choosing friends, and these 

relationships in turn can influence their item selection. As in 

the homophily experiment, we expect to get better results if 

we deal with fewer genres.  

 Shared recent activities of others’ are helpful for users in 

choosing new books. Books can be registered in the reading 

list either before or after the reading. In the latter case, there is 

a time difference between beginning the book and registering 

the books after having completely read it. We assume that the 

average period of reading a book is within three days1, and 

examine whether there are other users who have already 

registered the book before within the three days of another 

user’s registration of the same book. If such cases happen 

quite often, we can consider that a user may be influenced by 

others’ recent activities; we guess that there is a high 

possibility the user looks at the other’s recently registered 

book in the news feed. Figure 6 shows results from the entire 

Userstory Book dataset. We also only use the Userstory Book 

dataset because they provide all users’ activities. We find that 

about 80% of the books are not overlapped, a user’s 

registration of a certain book does not happen during the three 

days after that same book is registered by any other user. This 

means people may see a book in other users’ recent activities, 

but they do not select that book as their next item. We 

conclude that recent activity is not an influential feature in 

passive engagement. 

6 Conclusion 

 In this paper, we classified social content sharing 

services based on the consumption time of the target content. 

To figure out the characteristics of networks that have long 

content, we used two social cataloging services, LibraryThing 

and Userstory Book. The dataset of Userstory Book is quite 

smaller than the dataset of LibraryThing, but it also meant we 

were able to work on a comprehensive dataset of a social 

cataloging service. This is good for figuring out the general 

characteristics of long content services. We analyzed and 

compared the datasets to the YouTube network [1], a 

representative short content service, in terms of assortativity, 

reciprocity, and homophily. According to results, our datasets 

have low assortativity, but the level of reciprocity and 

                                                           
1 We searched polls about the average time it takes to read a book. In these 

polls, more than half of people answered that they usually take 1 to 3 days to 

read a book. The sources are as follows: 

http://www.goodreads.com/poll/show/45995-how-long -does-it-take-you-to-

finish-an-average-size-book-approx and http://dearauthor.com/features/poll-

misc/poll-how-long-does-it-take-to-read-a-book/#ViewPollResults 

homophily is higher than those of the YouTube network. We 

also study the social features in both datasets that affect users’ 

item selection. From our results, we find that interest 

similarity is an important factor in determining users’ item 

selection. We found that the genre of books also plays an 

important role in forming user relationships and selecting new 

items. For future work, we hope to focus deeper into social 

features of networks with long content such as the effect of 

communities and more detailed statistical information. 
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Figure 5. The distribution of genre similarity 

 

Figure 6. The proportion of the book overlapping between  

a user’s reading list and others’ recent activities 
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Abstract In this research work, the usability of the web 
pages is assessed using correlation and regression models. 
Researchers argue that many usability results and 
recommendations lack empirical and experimental data. 
Universities web pages are chosen as subjects for this work. 
Series of experiments have been conducted to investigate 
into the usability and design of the universities web pages. 
Prototype web pages have been developed according to the 
structured methodologies of web pages design and 
development. Four universities web pages were evaluated 
together with the prototype web pages using a 
questionnaire which was designed according to the Human 
Computer Interactions (HCI) concepts. The data collected 
is analysed using correlations and regression models. The 
correlation analysis showed that there are significant 
positive and negative correlations between many items. The 
regression analysis revealed that the most significant 
factors (items) that contributed to the best model of the 
universities web pages design and usability were: 
multimedia in the web pages, the web pages icons (alone) 
organisation and design, and graphics attractiveness. The 
results showed some of the limitations of some heuristics 
used in conventional interface systems design and proposed 
some additional heuristics in web pages design and 
usability.  
 
Keywords: Web Pages Usability, Human Computer 
Interaction (HCI), Correlation Model, Regression Model.  

1. Introduction 
User interface is a system layer through which the 

computer and users communicate [1, 2]. It is an essential 
part of Human Computer Interaction (HCI). Dealing with or 
achieving goals using the interface is known as the usability 
of the interface. Usability of a system is how easy the 
system to use and how easy and efficient to perform tasks 
[3, 4].  In a survey conducted in the last few years, software 
development devoted almost half (48 %) of the code to the 
user interface [5, 6]. It is important to devote considerable 
time, effort, and cost for user interface design and its 
usability. Usability of the interface is an important issue. 
Nielsen [4, 7] conducted a usability test for software used 
by a company.  The result concluded that there was a list of 
130 usability problem.  He concluded that the software 
design was sound and most of the usability problems 

were simple enough to fix.  As far as usability benefits are 
concerned, cost saving is considered one of the most 
important benefits of usability.   Many researchers [8, 9, 10, 
11, 12, 13] presented several examples of significant cost 
saving due to usability studies. Usable system lead to lower 
training costs, decreased requirement for field support, and 
increased user satisfaction [14, 15]. The interfaces used in 
the web pages are graphical user interfaces that utilize 
graphics, colours, and icons. Researches showed that there 
is still a big gap between the researches of the HCI and 
hypertext systems, essentially the web [16]. Shneiderman 
[17] argued that many researchers’ experience lack of 
empirical data to validate or solidify their conclusions.  
Shneiderman [17] reported that web sites can be well 
categorized by the originator’s identity such as individual 
group, university, corporation; non-profit organization. He 
concluded that information about users can guide web 
designers to a better design. However, the problems that 
motivated this research are: 

I. There were no empirical studies that categorized 
the users of the universities web pages; study their 
preference, and the problems they are facing when 
using these web pages. 

II. To specify the relative importance of some items 
or parameters of interface design and usability.  
 

The main objective of this study is to investigate into 
the relations between the items of web pages design and 
their usability and to point out which items or variables 
contribute significantly to web pages design of the 
universities. Questionnaires were used to evaluate the 
usability of interfaces. However, researchers found 
problems and weaknesses in the questionnaires developed 
in the past [18, 19]. The problems varied from non-
represented population sample, to lack of validation and 
low reliabilities of the questionnaires. User acceptance or 
subjective satisfaction of a system is a critical measure of 
the system success. Chin et al [20] developed a 
measurement instrument which measures the user’s 
subjective rating of the human computer interface called the 
Questionnaire for User Interface Satisfaction (QUIS). 
Improvements to the questionnaires for evaluating 
computer systems and interfaces were suggested and 
introduced by several researchers [21, 22].  
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2. Methodology 
In this study, the problems and the objectives of 

this work which are stated earlier were attempted to be 
solved through: 
1- Designing and developing a prototype user interface 

for university web pages using recent web pages 
development methodologies. 

2- Evaluating the prototype and other universities web 
pages usability in a comparative approach through a 
questionnaire. 

3- Using correlation analysis to investigate the 
relationship and association between items or variables 
of universities web pages design.  

4- Using regression analysis to investigate the causality 
relationships to find out the most significant 
independent variables (items) that form the best model 
or models for the universities web pages design. 

 
The experiment conducted was a comparative 

evaluation of the usability variables of these web pages. A 
sample of 60 students was given a questionnaire to respond 
to. Data of the questionnaire were collected, organized, and 
saved in a flat file format to be ready to be transferred and 
manipulated by other packages and programs. SAS and 
SPSS statistical packages were used to statistically analyze 
the data.  The questionnaire was designed using a rating 
scale ascending from 1 to 5 which was designed to be 
administered at controlled experimental conditions. The 
questions were designed such that each question represents 
an item of design or heuristic of the interface for the 
universities web pages. Each item was considered as a 
variable contributing to the web pages design. In the big 
experiment of this research, originally several items or 
variables of web pages design and usability were designed 
as questions in the questionnaire. In this study only 14 
items were considered for the correlation and regression 
models. They are: 

 
1- Color amount 
2- Contrast against the background 
3- Graphics information provision  
4- Color and Graphics feel of Consistency  
5- Navigation 
6- Location tracking inside the web pages 
7- Hyperlinks (hotspot) semantics 
8- Forms organization and helpfulness 
9- Animated pictures effect on web pages look 
10- Text (alone) organization and design  
11- Icons (alone) organization and design 
12- Icons and text organization and design  
13- Multimedia preference  
14- Universities web pages ranking 

 
 
 
 

2.1 Correlation Analysis 

Simple correlation between the 14 items of 
universities web pages design were calculated from the 
original data. The correlation coefficient  between two 

characters (X and Y) is usually expressed as follows: 

 

 
Where    

   = x - X    and  

  = y - Y      and  

x = Independent variable (item)  
X  is the mean of character x. 
y = Independent variable (item)  
Y  is the mean of character y. 
 

2.2 Regression Analysis 

Simple and multiple linear regressions of some 
items (independent variables) of the ranking of the 
university web pages item (dependent variable) were 
estimated. The formula for multiple linear regression is 
given as follows: 
 

 

 
Where: 

 = dependent variable 

= independent variables 

= intercept of the regression line on the Y axis 

= linear regression coefficients 

 = Number of independent variables 

 
Backward, forward, and stepwise selection 

regression analysis had also been attempted. In stepwise 
selection variables are added (or removed) one by one into 
(from) the model. The F-statistic is calculated after a 
variable is added into (or removed from) the model. A 
variable that did not produce significant F-value at a 
predefined probability level is then deleted from (or added 
to) the model. In forward selection, variables already in the 
model do not necessary stay there and the process ends 
when none of the variables outside the model is 
significantly contributing to the model at the specified 
probability level [23]. 
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3. Results and Discussion 
The descriptive statistics of the items (variables) 

designed to investigate the user interface design and 
usability in this study is calculated. Low variances in the 
results show continuous data and hence suggest normal 
distribution of the data. In this paper we will discuss the 
correlation and regression analysis only.  

 

3.1 Correlation Analysis 

 
The correlation analysis study is used to explain 

the relationship between the variables of the web pages 
design and usability. The objective of this model is 
investigate whatever two variables (items) are related 
positively or negatively to each other. Table 1 shows the 
correlation coefficients between the 14 variables studied. 
The web pages color amount has no significant correlation 
with any of the variables of the web pages studied. The web 
pages contrast against the background showed significant 
positive correlation with the web pages icons and text 
organization, color and graphics consistency, navigation, 
location tracking, and forms organization and helpfulness.  
However, the contrast against the background showed no 
significant correlation with the web pages animated pictures 
effect and icons (alone) organization. The web pages 
graphics information provision has significant positive 
correlation with all the other variables studied. Specifically, 
it showed high positive correlation with the web pages 
hyperlinks semantics (Table 1). Table 1 shows that web 
pages color and graphics feel of consistency has positive 
significant correlation with most of the variables studied. 
However, it has no significant correlation with the text 
(alone) and icons (alone) organization but has high positive 
significant correlation with the icons and text together 
organization and helpfulness. Navigation of the web pages 
has significant positive correlation with all the variables 
studied except the web pages icons (alone) organization and 
the multimedia preferences in the universities web pages. 
Location tracking and hyperlinks semantics showed 
significant positive correlation (separately) with almost all 
the other variables studied except the ranking of the 
universities web pages.  This result indicated that the 
ranking of the web pages of the universities did not rely 
much on these two variables. The web pages forms 
organization has significant positive correlation with the 
rest of the variables studied. Forms organization associated 
significantly with the ranking of the universities web pages. 
The animated pictures effect on the web pages showed 
significant positive correlation with the web pages text 
(alone), icons (alone), and icons and text (together) 
organization and helpfulness.  

 
 
 
 

However, animated pictures had no significant 
correlation with the ranking of the web pages. Text (alone) 
organization has significant positive correlation with the 
icons alone organization and multimedia preferences in the 
web pages of the universities. Text (alone) has no 
significant correlation with the ranking of the universities 
web pages. Icons (alone) organization has significant 
positive correlation with the icons and text (together) 
organization, multimedia preference, and the web pages 
ranking. Icons and text (together) organization and 
multimedia preference had significant positive correlation 
(separately) with the ranking of the universities pages. 

 

3.2 Regression Analysis 

As mentioned earlier, regression analysis is used to 
understand how the value of the dependent variable changes 
when any one of the independent variables is varied. That 
means regression analysis estimates the conditional 
anticipation of the dependent variable given the 
independent variables. Regression analysis is also used to 
understand which among the independent variables are 
related to the dependent variable; and to explore the types 
of these relationships. In some cases, regression analysis 
can be used to deduce causal relationships between the 
independent and dependent variables. Here we use the 
regression model to deduce which independent variable or 
variables contribute significantly to the dependent variable 
web pages ranking. The multiple linear regression results 
are shown in Table 2. The ANOVA (analysis of variance) 
table for regression shows that the model was significant at 
the 0.01 probability level, indicating that the contribution of 
independent variables coefficients were not equal to zero 
(alternate hypothesis). Simply, it says that there is a 
contribution from some variables to the model at a certain 
level of probability (Table 2). The table clearly shows that 
multimedia preference in the universities web pages 
contributed highly and significantly to the model. However, 
some regression analysis procedures were used, including, 
forward selection, backward elimination, and stepwise 
selection. Maximum coefficient of determination (R2) was 
achieved by including specific number of independent 
variables. The forward selection and backward elimination 
adds and eliminates (respectively) independent variables to 
(from) the model regardless of what variables are already 
outside or existing in the model (tables not shown). 
Stepwise selection re-examines at every stage the 
regression of the variables incorporated into the model in 
previous stages. A variable which might have been the best 
single variable to enter the model at an early stage, might at 
later stage, be superfluous because of the relationships 
between it and other variables now in the regression model 
[23]. 
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Table 1: Correlation coefficients of the 14 items (variables) of the universities web pages design and usability 

 
 Colour 

amount 
Contrast 
against the 
back-
ground 

Graphics 
information 
provision 

Colour 
and 
graphics 
feel of 
consistenc
y  

Navigatio
n 

Location 
Tracking  

Hyperlink 
Semantics 

Forms 
organizat
ion 

Animated 
pictures 
effect 

Text (alone) 
organization 

Icons (alone) 
organization 

Icons and 
text 
organizatio
n 

Multimedia 
preference 

 
Contrast against the 
background 
 

 
0.05 

            

Graphics information 
provision  
 

0.11 0.28**            

Colour and graphics feel 
of consistency 

0.01 0.33** 0.27**           

Navigation 
 

0.09 0.28** - 0.14*          

Location Tracking  
 

0.05 0.28** 0.25** 0.26** 0.41**         

Hypelinks Semantics  
 

0.03 0.21** 0.34** 0.21** 0.33** 0.40**        

Forms organization   
 

-0.04 0.27** 0.23** 0.30** 0.33** 0.41** 0.37**       

Animated pictures effect 
 

0.00 0.13 - 0.20** 0.10 0.31** 0.22** 0.31**      

Text (alone) organization 
 

0.01 0.20** 0.16** 0.11 0.22** 0.29** 0.26** 0.41** 0.18**     

Icons (alone) organization 
 

0.07 0.09 0.21** 0.11 0.11 - 0.27** 0.21** 0.24** 0.17*    

Icons and text 
organization 
 

0.06 0.35** 0.28** 0.33** 0.32** 0.44** 0.26** 0.26** 0.35** - 0.27**   

Multimedia preference 
 

0.13 0.21** 0.20** 0.20** 0.11 0.18** 0.20** 0.29** - 0.35** 0.24** -  

Universities web pages 
ranking 

0.11 0.15* 0.15* 0.19** - 0.03 0.10 0.17* 0.13 0.09 0.18* 0.18** 0.27** 

** : Significant at 0.05 level of probability. 
* : Significant at 0.10 level of probability. 
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Table 2: Linear regression analysis of items (variables) of web pages design and usability (web pages ranking 
 is the dependent variable) 
 
Source Degrees of 

Freedom 
Sum of Square        Mean Square                      F                           p > F 

Regression 13 70.00086 5.384682 7.26 0.0001
Error 243 180.1159 0.741218  
Total 256 250.1167  

 
Variable   Parameter    

Estimate
Standard 
Error

  Sum of   
Squares

             F                 p >F 

Intercept 1.061532 0.440591 4.302695 5.80 0.0167
Color amount 0.027230 0.075147 0.097328 0.13 0.7174
Contrast against the background -0.030090 0.059111 0.192028 0.26 0.6112
Graphics information provision 0.068228 0.074656 0.619078 0.84 0.3617
Color and graphics feel of consistency -0.030560 0.071732 0.134551 0.18 0.6704
General navigation 0.069340 0.068237 0.765360 1.03 0.3106
Location Tracking -0.064310 0.069323 0.637798 0.86 0.3545
Hyperlinks (hotspots) semantics 0.121541 0.073557 2.023700 2.73 0.0998
Forms organization and helpfulness 0.026652 0.070631 0.105537 0.14 0.7063
Animated pictures  -0.055670 0.089501 0.286755 0.39 0.5345
Text (alone) organization and design -0.109380 0.064121 2.157001 2.91 0.0893
Icons (alone) organization and design 0.200612 0.057933 8.888093 11.99 0.0006
Icons and text organization and design -0.018650 0.060757 0.069868 0.09 0.7591
Multimedia preference 0.416697 0.073722 23.68064 31.95 0.0001

 
 
Table 3 further shows a summary of stepwise 

selection regression procedure model which included only 
four variables that were significantly contributed to the 
model at the 0.15 probability level. That is to say, 
universities web pages multimedia preference, icons (alone) 
organization, text (alone) organization, and hyperlinks 
(hotspots) semantics were the four most independent 
variables contributing to the model significantly. 

 
 

 
 
Coefficient of determination (R2) measures the 

proportion of total sum of squares of the variables that is 
explained by the regression line (table not shown). It is a 
measure of how closely the points (observation) fit the least 
square line. Consequently, the line that has maximum R2 
represents the best fitting line [24]. This might indicate the 
ranking importance of an independent variable as a single 
or in combination with other independent variables to 
universities web pages ranking. 

 
Table 3: Summary of stepwise procedure for dependent variable universities web pages ranking a 
 
Step Variable Entered / Removed Number in     Partial  R2             Model R2           P > F 

 
1 Multimedia preference 1 0.2132 0.2132 0.0001
2 Icons (alone) organization and design 2 0.0401 0.2534 0.0003
3 Text (alone) organization and design 3 0.0073 0.2607 0.1151
4 Hyperlinks semantic 4 0.0094 0.2700 0.0736

a : All variables in the model are significant at 0.15 probability level. 

 
However, the results showed that the universities web 

pages location tracking, hyperlinks semantics, text (alone) 
organization, icons (alone) organization, and design, and 
multimedia preferences were among the first five variables 
(items) that contributed significantly to the universities web 
pages ranking model.  The limitation to R2 is that the 
addition of an irrelevant independent variable to the 
regression model will increase R2 even though the 
irrelevant variable is not related to the other variables in the 

model [24]. The assumption of this model is that all the 
variables (items) have been estimated precisely. This might 
not always be true. Overall, the results suggest that, some 
independent variables significantly contributed to the 
regression model and others did not. For a single 
independent variable, multimedia preference of the 
universities web pages gave the most significant 
contribution to the dependent variable universities web 
pages ranking. For two independent variables, icons (alone) 
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organization and design and multimedia preference of the 
universities web pages gave the most significant 
contribution to the dependent variable universities web 
pages ranking. For three independent variables, the 
universities web pages text (alone) organization and design, 
icons (alone) organization and design, and multimedia 
preference gave the most significant contribution to the 
dependent variable universities web pages ranking. 

 

4. Conclusions 
Unveiled were important conclusions and findings 

concerning some items (variables) of the web pages design 
and usability. These conclusions and findings showed the 
power of the correlation and regression models to figure out 
the importance and ranking of the variables that contribute 
significantly to the usability of the web pages. These 
models can be applied and extended to any other variables 
or (items) of web pages design to assess their usability 
importance. 
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Abstract 

Monitoring and evaluation (M&E) is an extremely complex, 

multidisciplinary and skill intensive endeavor. Government-

wide M&E is even more so because it requires detailed 

knowledge across and within sectors. New technologies are 

changing the nature of monitoring and evaluation in the 

world today. Information and communication technology 

(ICT) tools such as computers, mobile phones and tablets, 

together with applications/software systems which allow 

users to upload data to storage facilities in real-time are 

being utilized. The use of mobile computing tools and the 

Internet in this research provides an efficient and effective 

way of performing Government-wide M&E functions. The 

system provides functionality for data capture and analyses in 

an M&E environment. It utilizes the internet to reach out to 

all stakeholders in the M&E processes. Furthermore it uses 

the Short Message Service (SMS) for its real-time impact 

assessment functions. The system was developed using open 

source development tools and languages. A working 

prototype version of the system, has been deployed 

successfully on an experimental basis. 

Keywords: SMS/ICT, Monitoring, Evaluation 

1 Introduction and Background 

One major challenge faced by African governments is to be 

more effective. Monitoring and Evaluation (M&E) processes 

or procedures can assist the public sector in evaluating its 

performance and identifying the factors which contribute to 

its service delivery outcomes.  

M&E is uniquely oriented towards providing its users with 

the ability to draw causal connections between the choice of 

policy priorities, the resourcing of those policy objectives, 

the programs designed to implement them, the projects or 

services actually delivered and their ultimate impact on 

communities. In this context, a government-wide M&E 

policy helps to provide an evidential basis for public  

 

 

resource allocation decisions and helps identify how 

challenges should be addressed and successes replicated. 

In most cases, African governments are at varying points of 

establishing government-wide M&E systems. Countries such 

as Ghana, South Africa, Uganda and Kenya are using M&E 

to assess its progress against national development plans. 

1.1 The Problem 

In Ghana, the Policy Unit at the Presidency has the mandate 

to effectively manage government policies, programs and 

projects towards the achievement of the government’s vision. 

One way of carrying out this mandate is through the 

monitoring and evaluation of all government policies, 

programs and projects. It has the mandate to monitor and 

evaluate the performance of 23 ministries, 10 regional 

coordinating councils, 275 metropolitan, municipal and 

district assemblies and over 290 departments and agencies. 

This means that on a daily basis, the policy unit at the 

presidency needs to monitor over 598 government agencies 

which are dispersed throughout the country. 

However currently, feedback from the various government 

agencies are sent to the policy unit on a monthly basis, the 

feedback is paper-based making them prone to error, difficult 

to conduct on a large scale and high in transaction cost. 

Furthermore, there is no correspondence with the direct 

beneficiaries of these policies, programs and projects in 

order to access the impact of those activities. There are also 

delays in responses from the various respondents, due to 

transportation issues. Sometimes posted responses fail to 

arrive on time or they never even arrive at all. All the issues 

discussed above represent challenges faced by the policy unit 

in the execution of their M&E functions. 

This research seeks to leverage the use of ICT to solve M&E 

challenges as outlined above, and as a case study, to deal 

with issues faced by the Policy Unit at the Presidency in 

Ghana. An ICT platform has been designed and implemented 

for M&E data collection and monitoring by the Policy Unit 

to track the implementation of government policies, 

programs, and projects by all government agencies. This 
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prototype is web-based, with mobility and database 

technologies for data collection and storage as well as 

provisioning of real-time information about the status of 

policies, programs, and projects to all stakeholders (i.e. the 

Presidency, beneficiaries, donors, NGO’s and partners). 

This system also incorporates the use of SMS technology to 

enhance the project impact assessment functions of the policy 

unit. It is expected that this system would provide the policy 

unit with real-time data collection and data analysis 

functionalities. The M&E system includes various reporting 

functionalities as well as a simple Executive Information 

System (EIS) that provides the policy unit with the real-time 

status of project implementations. 

2 Innovation in M&E data collection 

2.1 Monitoring and Evaluation 

Although the two key functions in the term “monitoring and 

evaluation” are often convoluted, monitoring and evaluation 

are, in fact, two distinct sets of organizational activities, 

related but not identical.  

Monitoring and Evaluation (M&E) of development activities 

provide government officials, development managers, and 

civil society with better means for learning from past 

experience, improving service delivery, planning and 

allocating resources, and demonstrating results as part of 

accountability to key stakeholders (World Bank, 2004). 

Monitoring is the systematic collection and analysis of 

information as a project progresses. It is aimed at improving 

the efficiency and effectiveness of a project or organization. 

Evaluation is the comparison of actual project impacts 

against the agreed strategic plans. It looks at what tasks are to 

be completed, and how the tasks were accomplished. 

2.2 Innovation in Monitoring and Evaluation 

According to Raftree (2013b), what ICT is doing for M&E is 

really broadening it out and allowing more people to 

participate in it. It also allows project managers to analyze 

data better and to make decisions more quickly. New ICT 

tools can make monitoring faster and more accurate. Using 

mobile phones can also help in reaching out to a wider group, 

and get feedback from the communities. Some of the new 

ICT-enabled visualizations tools, including maps, graphs and 

charts, make it easier to analyze collected data with feedback 

and sharing of outcomes with the communities.  

It is evident that ICT is an important innovative tool to aid in 

an efficient and effective M&E processes. Its implementation 

can be seen in diverse sectors to provide solution to budding 

problems. According to Zanamwe and Okunoye (2013), 

Information and Communication Technologies play an 

important role in significantly mitigating climate change and 

these technologies can be used in both developed and 

developing countries even though developing nations lack 

the much needed information and communication technology 

infrastructure when it comes to mitigating climate change. 

The UNDP (2013) report on innovations in monitoring and 

evaluating results provide many good examples of ICT 

technologies that are providing innovative ways of 

performing monitoring and evaluation in various fields of 

endeavors. Despite all this, it is important to note that ICT 

for M&E is still emerging and there are several challenges in 

the out-years. 

2.3 ICT as a tool for data collection 

Data collection has always been an integral part of 

monitoring and evaluation (M&E). Collecting data on 

policies, programmes and projects by government, helps the 

government to efficiently monitor and evaluate the impact of 

these activities on its populace. One way to facilitate as well 

as reduce the cost of data collection, is the use of ICT tools. 

Examples of ICT-based technologies which aid in data 

collection include: Mobile phones (Short Messaging 

Service), Personal Digital Assistants (PDA’s), Web 

Technologies, Audio Computer-assisted Self-Interviewing, 

Mapping & Geographic Information Systems, Photo/Video 

Monitoring, and Social Media Channels. For the purpose of 

this research, two of these ICT tools (i.e. Web and SMS) are 

discussed in the following. 

2.3.1 Web as a tool for data collection 

Although the World-Wide Web was initially conceived as a 

vehicle for delivering and viewing documents, its focus has 

gradually shifted from documents to applications. Facilities 

such as Javascript, the Document Object Model (DOM), and 

Ajax have made it possible to offer sophisticated interactive 

applications over the Web. 

Web-based applications run on a web application server and 

access data on an enterprise information system, such as a 

MYSQL database server. The components of web-based 

applications are spread across multiple tiers, or layers. In 

general, the user interface is on the first or top tier, the 

application programs are on the middle tier, and the data 

sources that are available to the application programs are on 

the enterprise information system tier. Developing web-based 

applications across a multi-tiered architecture is referred to 

as server-side programming. Writing server-side programs is 

complicated and requires a detailed understanding of web 

server interfaces. Fortunately, application servers, such as 

Apache Geronimo Server, are available to simplify this task. 

Each of these application servers defines a development 

environment for web applications and provides a runtime 

environment in which the web applications can execute. The 

application server code, which provides the runtime 
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environment, supports the appropriate interface for 

interacting with the web server. 

A survey of all the web applications that are available today, 

shows many variations. For example, the database servers 

can run on various platforms, as can the clients. Designers of 

web applications use various tools, which affect how the 

applications work and how they look.  

In many cases, the client and server for a web application are 

on different operating systems. The client, for example, can 

be on a workstation-based operating system, such as 

Windows XP or Linux Ubuntu. The server for the application 

can also be on a workstation-based server, or it can be on an 

enterprise server, such as windows server. The browser uses 

Hypertext Transfer Protocol (HTTP) to forward user requests 

to a second-tier server machine. (HTTP is a communication 

protocol that the web uses.) The web server on the second 

tier invokes the local database server to satisfy the data 

requirements of the application. 

2.3.2 Mobile phone as a tool for data collection 

In the past decade, mobile phones have become an 

ubiquitous feature of life in developing countries. According 

to (World Bank, 2013), between 2005 and 2011 mobile 

cellular subscriptions nearly tripled in the developing world, 

increasing from 1.2 to 4.5 billion. In Africa, the region with 

the fastest mobile subscription growth rate, mobile cellular 

subscriptions increased from 87 million in 2005 to 433 

million in 2011. The rapid growth  of mobile phones  can be 

attributed to enhanced features  and  user  interfaces,  

increasing  penetration  of  faster  wireless  broadband 

networks,  increased  screen  size,  and  more  attractive  

pricing.  Mobile phones leverage the latest cellular 

technology and wireless Internet capabilities, providing a 

wide range of features such as texting messages, connecting 

to the Internet, use of third-party applications, e-commerce, 

and GPS. 

One other very important feature of mobile phones which is 

aiding data collection is the Short Messaging Service (SMS). 

This basic service allows the exchange of short text messages 

between phones and also between phones and other 

applications like a web application.  

Although the popularity of text messaging is well established 

in many countries, in Ghana, interest in the thumb-driven 

phenomenon has only recently skyrocketed. Though text 

messaging is currently limited to 160 characters, it is not 

dependent on making direct two-way contact with the 

respondent as in the case of the smartphone GPS.  Thus, it 

can  serve as a powerful  survey  tool for short, frequent  data  

collection  or  for  inviting  respondents  to  complete  

surveys  at  their convenience  (Callegaro,  2002). 

FIGURE 1: SMS SYSTEM ARCHITECTURE.  

The SMS system architecture depicted in Figure 1 shows that 

content providers go through a message aggregator rather 

than communicating directly with the various Short Message 

Service Centers (SMSCs). The message aggregator uses the 

Short Message Peer-to-Peer (SMPP) to maintain connections 

with carrier networks. An aggregator is a business entity that 

negotiates agreements with network providers to act as a 

middleman providing access to a cellular network for 

messaging services to third parties who have no direct 

relationship with the cellular network. 

The message aggregator uses the SMPP to maintain 

connections with carrier networks. Aggregators typically 

provide access to their servers either through SMPP or using 

customized APIs written in Java, PHP, Perl, and so on. Most 

aggregators will also manage the rental of the common short 

code for clients who do not want to deal directly with the 

telecom company.  Another important function of the 

aggregator is to assist with provisioning of the short code on 

the various carriers. 

3 Methodology – System Specification and Design 
The challenge in selecting and following methodology is  to  

provide  the  right  processes  and guidance  to  deliver  the  

system.  In this research, the “waterfall cycle” method of the 

traditional system development life cycle was used. 

 

3.1 Functional Requirements of Web and Mobile-Based 

Data Capture System 

Requirements  are  defined  in  terms  of  specific  behaviors 

or  functions  which  require  a  set  of  inputs  for  required 

outputs  or  outcomes.  The functional components in this 

system includes: 

 The Web Module: This module  handles  the storage and  

processing  of  uploaded  data  and  facilitates the  

viewing  and  analysis  of  the  data  on the web using a 

web browser. 

 The SMS Module: This module is used to send and 

receive messages between the web module and the 

various stakeholders. The module  needs  a GSM 

handset to  be  able  to  receive  and  send the SMS 

messages. 
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These are the two most important components of the IT-

Based M&E system. 

 

3.2 Workflow Diagram 

Figure 2 shows the communication flow between the web 

application and the project beneficiaries using SMS. In this 

workflow diagram, when the status of a project changes to 

“completed”, the web application sends an SMS message to 

beneficiaries of the completed project using the Twilio SMS 

gateway. The project beneficiaries reply to the message. The 

replies are stored in the Twilio database. The web application 

picks up these replies and updates the system database. 

 

FIGURE 2 : WORKFLOW OF SEND/RECEIVE SMS BETWEEN WEB 

APPLICATION AND PROJECT  BENEFICIARY 

 

3.3 System Design 

During the design phase, a system is designed to satisfy the 

requirements identified in the previous phases. The 

requirements identified in the requirements analysis phase 

are transformed into a system design document that 

accurately describes the design of the system and that can be 

used as an input to system 

development in the next phase. Figure 3 shows the system 

architecture that has been developed for this system. 

 

 

 

 

FIGURE 3: OVERVIEW OF THE TECHNICAL ARCHITECTURE 

 

3.4 Security 

Nowadays, security on the web is very essential in order to 

ensure data is secure and safe from intrusion during 

transmission and for maintaining the integrity and reliability 

of the data. Encryption was implemented as the key security 

feature.  The PHP MD5 algorithm was used to encrypt data. 

This algorithm was mainly used during the storage and 

retrieval of passwords and also in providing a secure channel 

for updating the database.  Additionally, only the 

administrator is able to implement changes to the system 

while it is offline in order for security to be effective. 

 

 

4 System Development and Piloting 

In this section, the various implementation techniques used 

are identified and discussed. The process of building and 

testing the various components are also described. 

4.1 System Implementation 

The completed system is made up of a web application which 

provides users with the interface to upload project data and 

view various project status and analysis. The system relies on 

the Twilio SMS gateway to provide the SMS services 

required by the web application to successfully communicate 

with the various beneficiary. There is a backend database 

system for permanent retrieval and storage of information. 

There is a real-time communication between the frontend and 

backend systems. 

 

4.1.1 Development Tools 

PHP:  Hypertext pre-processor  is  a  server-side scripting  

language  that  handles  data  submitted from  the  web 

application and SMS messages from beneficiaries.  This  was 

chosen  as  the  server-side  scripting  language because  of  

its  compatibility  with  the  Database Management  System  

(DBMS)  and  interfaces with  HTML to display dynamic 

objects.  
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MySQL:  The DBMS used because of its low storage needs 

and its open source nature. 

JavaScript:  The  primary  client-side  scripting language  

for  the  application,  it  was  used  for data manipulation on 

the client-side of the web application. 

HTML  and  CSS:  This  integrated  environment was  used  

for  structuring  and  styling  the appearance of the web 

application. 

XML:  Representational  language  for  transporting and  

storing  data  between  the  backend  and  the mapping to the 

frontend.  It was used for transporting data between the web 

application and the SMS   gateway. 

Internet Explorer, Mozilla Firefox, and Google Chrome: 

These are web browsers used to test the web application. 

Eclipse Integrated Development Environment (IDE):  

This IDE provides the tools for PHP developers creating web 

application. It was used in developing the web application 

module of the system. 

Twilio REST API: This API is provided by Twilio 

messaging. It provided the platform for sending messages to 

phone numbers. 

Twilio TwiML: This is an XML platform, provided by 

Twilio(tm). It helps in controlling messages. It is integrated 

into the system to provide responses to messages. It also 

helped to control message flow as well as trigger other 

application logics. 

4.1.2 Web Application Login Screen 

Figure 4 shows the login screen of the web application. It is 

the first screen displayed when the application is launched. 

Users are required to input their username and password to 

access the system. 

 

 

FIGURE 4 : SNAPSHOT OF LOGIN SCREEN OF WEB 

APPLICATION 

 

There are four levels of users in the pilot system, and each 

user is assigned to a security clearance level upon creation. 

These four levels are explained below: 

 

Administrator – This user has the clearance to 

view/edit/delete data from all Municipal and District 

Assemblies (MDAs) who are registered in the system. They 

can add users and delete users. An administrator virtually 

manages the frontend of the web application. 

Desk Officer – Desk Officers are research officers at the 

Policy Unit who have the responsibility of overseeing the 

various categories of MDAs. They have the privilege to 

view/edit data from all MDAs, but are unable to perform any 

deletion function. 

Viewer – The VIEWER is only able to view data from all 

MDAs. They are unable to either edit/delete records. 

 

Respondent – Users in this category are usually stationed at 

the various MDAs. They are limited to the view of only the 

MDA they represent. They can add/edit/view records that 

belongs to their MDA.    They are unable to view records 

from other MDA. 
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FIGURE 5 : DASHBOARD VIEW OF WEB APPLICATION 

Figure 5 shows the dashboard that is seen by the user after 

login. It provides easy access to important functionalities 

such as policy, programme and project details, EIS 

(Executive Information System), Image Upload etc. 

The EIS shows the status of a project in real-time. It depicts 

the status using a color code as displayed in Figure 6 below 

 

 

 

 

 

 

 

FIGURE 6 :  EIS PROJECT STATUS INDICATORS 

 

 

4.1.3 Twilio for Sending and Receiving SMS 

 

Twilio SMS enables sending and receiving  SMS messages 

programmatically between the web application and project 

beneficiaries through a Twilio phone number. The web 

application triggers an event which sends a request to the 

Twilio SMS gateway server when the status of a project 

changes to ‘Completed’. The Twilio server, sends a  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

preconfigured message to the beneficiaries of that particular 

project. The Twilio server receives an SMS reply from the 

beneficiaries and stores them in a database table. The web 

application then picks up the data from the Twilio database 

and then replicates it on the application/database server.  

 

For this to work, Twilio exposes outbound SMS messaging 

functionality through its Twilio REST API as shown in 

Figure 7.  When the web application makes a POST request, 

the Twilio SMS Messages resource sends an SMS message 

to the phone numbers specified. 

 

 FIGURE 7 : SEND AND RECEIVE SMS IMPLEMENTATION 

(http://www.twilio.com/docs/howto/sms-     notifications-and-alerts ) 

 

4.2 Piloting 

The pilot was conducted with about 300 participants from 

the various government ministries, departments and agencies 

in Ghana (as a case study). The pilot test was considered to 

be a success by both the project team and the policy unit. It 

was observed that the set of deployed technologies as well as 

those that were developed enabled the collection of 

meaningful and accurate data on the policies, programmes, 

projects, staff details, travels, loans, grants, and even 

contracts of the various MDAs at all times. 

 

One of the main goals for this pilot was to find out whether 

or not the resultant data could be effectively and reliably 

collected using this web-based application and SMS 

COLOR STATUS  

 blue 
Completed 

 red 

Overdue 

green 

On-going 

 yellow 

At Risk 

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

Int'l Conf. Internet Computing and Big Data |  ICOMP'14  | 41

http://www.twilio.com/docs/howto/sms-%20%20%20%20%20notifications-and-alerts


technology. It was concluded that the system proved to be a 

better option in providing the Policy Unit with an improved 

way of performing their M&E functions 

  

5 Conclusion and Recommendation 

 

In conclusion, the research explored the use of ICT in a 

monitoring and evaluation environment. It showed through a 

pilot implementation that the use of ICT in M&E data 

collection is realistic. However implementing a web-based 

tracking system as well as an SMS feedback system even on 

a pilot scale is not an easy task, a lot more research will be 

required for a nation-wide implementation. 

Due to the fact that the usage of the web has recently gained 

momentum, many of the technologies standards in this field 

are still in a state of change. It is therefore advisable to use 

open standards, or source, solution for robustness and also 

provide more tested technologies. It is also very important 

that special consideration is given to the information system 

design to prevent a “data avalanche” situation. Providing 

meaningful views to a database containing thousands of data 

is a challenge to the application designers not only on the 

performance of the application, especially in real-time mode, 

but also on the application logic side. 

Overall, the outcomes of the project are very encouraging, 

but more research is required before a nationwide 

implementation of this kind of data collection system. This 

research provides a good foundation upon which to base 

future work. 
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Abstract – In recent years, many SNS exist. Especially 
Facebook is very popular. However, the number of friends 
increases too much and the time line is disorderly. 
Therefore, the friend who has not taken communication at 
all exists.         Moreover, time to use SNS is increasing. 
Therefore, We construction and verification new SNS. This 
system restricts a friend's number and makes the time line 
smart. The purpose of this system is to shorten utility time 
on SNS. Information is summarized for time reduce. This 
system does not increase a friend. 

Keywords: SNS, Information, Gathering, Web service, 
Communication; 

1   INTRODUCTION 
A. Outline 
      In recent years, many SNS exist. The mainstream is 
Facebook and a Twitter. A social network can be made now 
on the Internet by SNS. However, the number of friends 
increases too much and the time line is disorderly. 
Therefore, there are the friends who has not taken 
communication at all. Moreover, time to use SNS is 
increasing and what was called "SNS tiredness" is problem. 
Therefore, we proposed new SNS. This system restricts a 
friend's number and makes the time line smartly.    

 The purpose of this system is to shorten utility time on 
SNS. Information is summarized for time reduce. This 
system does not increase friends. We researched the 
appropriate number which restricts a friend and a group. As 
a result, it turned out that it is about 150 people that we could 
take communication to some extent. This number is related 
to the size of man's cerebral neocortex. This number is called 
the Dunbar's Number. Furthermore, We referred to the 
traditional five-man-groups system of Japan. Hideyoshi 
Toyotomi made this system in Kyoto in 1597. He unified the 
political factions of Japan. From these research, we decided 
to make ten five-man groups. This number of friends let’s 
you have deep communication. This paper is about the 
development of gathering friends.  

B. Purpose 
     The purpose of this paper is a reduction in utility time of 
SNS. This paper proposed new SNS. It differs from the 

existing SNS. Number of friends are restricted and grouped. 
Moreover, this system summarizes information by the friend. 
This SNS supports communication in everyday life. It does 
not make a new friend. We perform construction and 
verification of this system. 

2   BACKGROUND 
C. Social Networking Service (SNS) 
     A social networking service called SNS is an online 
service. The purpose is promotion of communication. SNS 
simplifies communication steps with people who have 
common hobby. Moreover, it supports to have 
communication with a friend. In recent years, the user can 
participate freely. SNS are: Message trading, photograph 
contribution, and a profile. Many SNS are for free. A 
business model is advertising revenue. SNS was born in the 
United States of America in around 2003. Facebook and 
Twitter are the most popular. 

 
a. Facebook 
      Facebook is the world's largest SNS. Users are about 
800 million people. Facebook was developed for students 
in the United States of America. The difference from 
other SNS is real name registration system. A user 
generally exhibits a mug shot. Facebook supports 
communication with friends. Facebook has a “Like 
Button”. Which button simplifies communication 
between users. 
 
b. Twitter 
      Twitter is micro blogging service. The users send the           
messages up to 140 words. As for Twitter, English   
version was started in 2006. Twitter showed up Japan in  

      2008. This service can make friends anyone. Moreover,   
this service can acquire new information. Users are 500   
million or more today. 

 
c. LINE 

      LINE is a proprietary instant messaging application    
 for smartphones. As of 2012, LINE has more than 49   
 million users in over 230 countries. LINE can     
 communicate for free.  

Moreover, Have a chat function. A chat function has a   
 sticker, which shows you a feeling. LINE import the  
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 address. It is supports communication in everyday life. In   
 recent years, LINE spread quickly. The purpose    
 resembles this paper. 

D. Research 
a. Japanese traditional five-man groups system 

     GONIN-GUMI is Japanese traditional five-man 
groups system. It is Command and Control system of 
Japan. Hideyoshi Toyotomi made this system in Kyoto 
in 1597. He unified the political factions of Japan. This 
system enabled private sector control. The 
representative was called GONIN-GUMI-GASHIRA. 
This is a famous historical system of Japan. 
 

b. Dunbar's Number 
   Dunbar is the British anthropologist who proposed 
Dunbar's Number. It is a suggested cognitive limit to the 
number of people with whom one can maintain stable 
social relationships. The number is 150 people. It is 
related to the size of a cerebrum.  
 Moreover, the degree of intimacy can be expressed with 
a concentric circle. 5best friends go in to the circle 
nearest to the center. They are un removable following 
10 people, next to the best friend group go into the 
outside of center group. Following 30 people and 100 
people group, which separated by how close to you go 
out circle of circle in order. As group go to outside of 
the center, this system will arrange us how often it try to 
contact with our friends, once a week, once a month, 
once a year and so on. 
Namely, these are reflecting the degree of intimacy. 
When the newest person in a central circle enters, 
exchange is performed. 
 

 
Figure 1. The concentric circle of the degree of 

intimacy 
 
 

c. Group of everyday life research 
   There are many groups in everyday life and it is 
thought that the number with man could take 
communication at once has a limitation. For example, a 
family restaurant has a box seat for 4~6 people. This 
number is good for taking. Around people circle is 
suitable for Buffet-style party. The conversation became 
difficult, when there are so many people in a group. 
   Moreover, 5~9 people are suitable for Agile 
development. This number can be developed as 
functionally as a sport team. To others, business 
organizational theory must not exceed 150 people. This 
is because sick leave increases in case of a lot of people. 
In the case of 150 or more people, a grading system is 
required.  
 At the last, in the case of an army, number of the 
minimum units are 5 people. 

3   MECHANISM OF A GATHERING SNS 
SYSTEM 

E. Abstract of a system 
This system can register up to total of 50 friends. 

(5 people * 10 groups = 50 people)  
A user takes communication by substitute timeline of a 

group. The member registered into the group can use 
substitute timeline. Others cannot use, so can keep the 
privacy. This system has gathering button. It can be 
displayed on main timeline of registration member. Namely, 
the information selected carefully is displayed on a user's 
timeline. Moreover, this system has a profile and a direct 
message function. 

 
Figure 2.  Image of gathering 

 

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

44 Int'l Conf. Internet Computing and Big Data |  ICOMP'14  |



 
Figure 3.  Structure of updating 

 
 

 
Figure 4.  Step of operation 

 

F. Difference from the existing SNS 
A big difference is the gathering button. This  paper 

supports communication with a friend, and restricts the 
registration number. Gathering of the information is carried 
out. The existing SNS enabled borderless communication. 
This system makes a new friend. However, the user could 
not process information. 
 
 

TABLE 1.  Function, Usefulness, Comparison list 
	 Facebook Twitter LINE This paper 

Name Real 
Name 

Anonymity Real 
Name 

Real 
Name 

Friend Check No 
Check 

No 
Check 

Check 

Privacy Setup is 
possible 

Setup is 
possible 

○	 ○	 

Response ○	 ◎	 ○	 ○	 
Quality of 

information 
△	 ×	 ○	 ◎	 

Utility time △	 ×	 ○	 ◎	 

 

G. Validity of 5-man-groups mechanism 
     Gathering SNS system proposed by this paper has 
validity. It was researched and proved. Information 
gathering is easy for 5-man-groups. This system supports 
communicating with a friend. Moreover, it can keep the 
privacy. People have about five communities. Namely, the 
number 5 is the optimal. 
 

 
Figure 5.  People's community 

 

H. Details of a mechanism 
a. Various screens 

     First,	 this system was developed using HTML, 
PHP, and MySQL. SNS today enabled to borderless 
communication.  
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Figure 6. Screen of the member registration 

 

 
Figure 7. Screen of the login 

 
Main timeline is home screen. Important information 
will display on here. Information is acquired even if 
a user does not go into the room of a group. 
Gathering SNS system can be used in short time. 
The image figure was attached downward. 
“GONIN-GUMI-GASHIRA (main timeline)” is 
displayed on the upper part of a screen. The central 
part is main timeline. If the report is clicked, it will 
move to substitute timeline of the group to which a 
contributor belongs. A contributor's icon is displayed 
on left side. “GONIN-GUMI-GASHIRA” is home 
button. If button is clicked a screen will change. 
    

 
Figure 8. Screen of the main timeline 

 
 

     The figure attached downward is a group 
selection screen. It has 10 groups (Group 1 ~ Group 
10). A user chooses the room of a group here. A 
group is named and it is made intelligible. 
“ GONIN-GUMI-Group” which shows group 
selection screen is displayed on the upper part of a 
screen. The central part is the group selection 
column. This will move to the room of a group, if a 
group name is clicked.  
     

 
Figure 9.  Screen of Group selection screen 

 
 

Finally, the figure attached downward is substitute 
timeline. This is a room of the group and only for the 
member. Here, it communicates by 5 people. A group 
name is displayed on the upper part of a screen. The 
central part is the substitute timeline. gathering button is 
on the right-hand side of delete button. It is very important.  
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Figure 10. Screen of the substitute timeline 

 
 

 
b. Gathering method 

    The method of the gathering is user dependence 
model. Gathering button is pushed to important 
information. This is displayed on a member's main 
timeline. 

 
 
Validation methodology 

Scale: 5 people 
Subject: Please decide on the place and day of the 
week of a meal meeting using this system. 
 
Questionnaire 
① Has it determined early? 
② Is there little amount of information of the 
main time line? 
③ Is the quality of the information displayed on 
the main timeline good? 
④ How many times did you use the gathering 
button? 

   ⑤ Did you feel "SNS tiredness"? 
 

 
The result of an easy subject experiment 
 
TABLE 2.  ①Has it determined early? 
very 
late 

late Usually early very 
early 

0  0 1 
people 

4 
people 

0 
people 

 
TABLE 3.  ② Is there little amount of information 
of the main time line? 
very 
large 

large Usually small very 
small 

0 0 1 people 2 people 2 people 
 

TABLE 4.  ③ Is the quality of the information 
displayed on the main timeline good? 
very 
bad 

bad Usually good very 
good 

0 0 0 2 people 3 people 
 
TABLE 5.  ④ How many times did you use the 
gathering button? 
not used 1 time 2 times 3 times more 
3 people 1 people 1 people 0 0 
 
TABLE 6.  ⑤ Did you feel "SNS tiredness"? 
felt 
very 
much 

felt 
much 

Usually did not 
feel 

did not 
feel at 
all 

0 0 0 4 
people 

1 
people 

 
Verification result 
    It judges from TABLE 2., 
It can be said that this system can determine a schedule 
early in general compared with the existing SNS. 
    It judges from TABLE 3., 
It can be said that there is in general little amount of 
information of the main timeline. 
    It judges from TABLE 4., 
It can be said that the quality of the information on the main 
timeline is in general good. 
    It judges from TABLE 5., 
It can be said that the use frequency of the conclusion button 
was comparatively small, and it was appropriately used so 
that we might recommend. It was used only for 
determination matters, such as a place and time. 
    It judges from TABLE 6., 
It can be said that this system does not feel SNS tiredness. 
 

4    RESULTS 
This paper restricted and grouped the registration number 

of SNS. Namely, Gathering SNS system has smart timeline. 
We developed new SNS which can be used in short time. 
This research is useful as Table 1 showed. 5-man groups 
have validity as the number of Dunbar showed them. Since 
this SNS has gathering button, it is new. We performed 
construction and verification of this system. It is thought 
from a verification result that this system can achieve the 
purpose. 

5    CONCLUSION 
This paper’s theme is [Gathering SNS system by 

Japanese traditional 5-man-groups “GONIN-GUMI”]. This 
is because we thought that the increasing friends are the 
problem. However, having communication with friends in 
actual world is difficult. We thought that the improvement of 
SNS was required.  
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Keywords: Our big data technologies based analytic 

framework blend rapid data processing capabilities of 

computers with intuitive decision making skills of humans. 

Current Information Technologies (IT) and computing 

clusters make pertinent or contravening information elusive 

to almost all decision makers. Our scalable machine 

learning algorithms are capable of performing autonomous 

data discovery and analysis operations across various data 

sources of structured and unstructured data types. 

Specifically, based on this framework, human decision 

making workload would be significantly reduced. Our 

philosophy is that human-machine interactions are to be 

optimized by autonomously gathering relevant information 

for decision-makers and drawing meaningful real time 

conclusions from the structured and unstructured big data. 

The experimental results demonstrate that our Big Data 

analytics framework based Intelligent Agents are more 

competitive with the baseline algorithms and produce 

better rule induction algorithms with higher predictive 

accuracy. 

 

Keywords: Intuitive Decision Engine, Big Data Analytics, 

Cloud Computing, Intelligent Agents, Machine Learning. 

 

1. INTRODUCTION 
A Computer can process vast amounts of data in a short 

time but programming them to detect patterns is extremely 

difficult. Humans, on the other hand, are adept at extracting 

patterns from large amounts of data, yet are limited by the 

rate at which they can apply these cognitive abilities to 

large amounts of quickly changing information [15]. 

Consequently, computers have low success rates when 

tasked with detecting relevant and important information 

embedded in complex data streams, while humans are 

unable to effectively process large amounts of data that are 

fast becoming a hallmark of today‟s decision-making 

environments. Compounding the problem, traditional 

support technologies, like decision aids and visualization 

tools, create an artificial barrier which plays to either the 

strengths of computers or the strengths of their human 

operators, but not both.  This problem could be addressed 

by imparting human intuitive skills through intelligent 

agents to the computers. Intuition is the process through 

which humans quickly make sense of partial, incomplete, or 

rapidly presented information. Intuitive decision-making 

processes are associated with rapid recognition of patterns 

among incoming streams of information followed by 

retrieval of associated knowledge without conscious 

attention [17].  The neural processes underlying intuition 

occur on a very rapid timescale and can be simulated 

through intelligent agent technologies. 

 

In this paper we present the big data analytics framework 

for improved decision making to augment the current data 

processing techniques. This will enable humans to rapidly 

analyze large amounts of information in complex 

information environments. This framework is based on the 

principle that higher the amount of information processed 

per unit time, lesser is the overall decision-making time.   

 

In Section 2, we have discussed the related work that is 

ongoing in this area. In Section 3, we have explained our 

Big Data Analytics Framework and Technologies.  Section 

4 discusses our prototype implementation and preliminary 

experimental results. In Section 5, we present our 

conclusion and future direction. 

  

2. RELATED WORK 
In recent years, a number of data mining algorithms and 

knowledge discovery technologies have been developed and 

applied for finding information from the ever-growing 

various data sources such as structured, unstructured, 

relational, temporal-geospatial datasets, etc., Hadoop [1] 

and Cloud Map Reduce [2, 8, 16] have been the leading 

parallel and distributed computing technologies that are 

used in wide variety of applications and domains. However, 

these existing technologies lack with respect to autonomic 

intelligent information processing operations across 

multiple modalities of the data [13, 14]. 
 

State-of-the-art MapReduce computing algorithm is 

implemented on parallel and distributed real time Hadoop 

or Storm [12] computing platform, which is used to support 

search engines, recommendation engines and big data 

analytics in wide variety of applications. However, Hadoop-

MapReduce technologies alone are inadequate to perform 

autonomous data discovery and analysis operations across 

various data sources (For example, Department of Defense 

Global Information Grid, Human Intelligence Collection, 

Open Source Intelligence Collection etc.) and data types 
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(e.g. text, video, audio, images, etc.). This is due to the 

reason that they are incapable of seeking, understanding and 

presenting information and moreover both Map and Reduce 

functions are implemented on fixed nodes. 
 

Cloud Hadoop is a framework built for capturing, 

organizing, storing, and analyzing data from multiple 

sources. A growing number of commercial and military 

organizations using Cloud Hadoop have found it to be an 

indispensable tool to improve decision-making in real time 

and gain a competitive edge in decision making.  But many 

users have encountered its serious limitations to process 

data in real time. Classic Hadoop also needs novel machine 

learning algorithms to meet the needs [15, 17]. 

 

To address these limitations, our objective is to create a real 

time Big Data Analytics framework by synergistically 

integrating our innovative Intelligent Agents with real time 

Hadoop framework, streaming data processing tools, and 

proven Machine Learning (ML) algorithms. We have 

utilized the open source Mahout, Rapid Miner, and Weka 

for the machine learning algorithms, and leveraged our 

intelligent agents and Blackboard pattern enabled agents [7, 

9]. The proposed framework has the following benefits: 
 

1. Automated and scalable real time data-to-decisions 

capability by developing and integrating the networked 

and distributed mobile Agents, scalable cloud 

technologies, Cloud MapReduce, machine learning 

algorithms and Storm (real time data 

stream processing). 

2. Autonomous decisions and analysis of large data sets 

by using cloud parallel computing and novel machine 

learning technologies such as  Naive Bayes, Support  

 

 

 
 

Figure 1.   HD-MaLA Big Data Analytics Framework 
 

3. Vector Machines (SVM), and Principal Component 

Analysis (PCA). 

4. Scalable computing algorithms using intelligent mobile 

agents with machine learning algorithms to needs for 

autonomous system operations, make smarter decisions 

and draw keener insight and meaningful conclusions 

from massive and heterogeneous datasets. 

5. Automated data mining and knowledge discovery 

performed by intelligent mobile Agents that are closest 

to the task related data sources, in order to provide 

distributed data mining and autonomous Data-to-

Decisions with minimal computing and networking 

resources (without moving huge data to analytic codes). 

 

3. BIG DATA ANALYTICS 

FRAMEWORK   
To address the existing limitations discussed in section 2, 

we have designed and integrated real time Hadoop-

MapReduce frameworks with distributed machine Learning 

enabled intelligent Agents (HD-MaLA). The proposed big 
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data analytics framework integrates next-gen Hadoop with 

our intelligent mobile agents and machine learning 

algorithms on top of the upper layers of the big data stack: 

Hadoop Distributed File System (HDFS), HBase, Apache 

Solr and ZooKeeper. Since cloud computing technologies 

have been successfully demonstrated for real time 

applications, they will be leveraged to develop our 

framework. Specifically, various problems are easily 

expressible as MapReduce computations. In fact, 

MapReduce has been successfully used for the generation 

of big data in NoSQL databases such as HBase, MongoDB 

etc., for web search services applied in sorting, data mining, 

machine learning, and social networks. The addition of 

MapReduce to the regular SQL interface enables fast, large-

scale analytics over Big Tables such as Greenplum, HBase, 

etc., to reduce query times by several orders of magnitude.

 

As shown in Figure 1, the novel HD-MaLA architecture is 

designed by creating and integrating cloud computing 

technologies, intelligent mobile agents, machine learning 

algorithms, and algorithm selection optimizer. HD-MaLA 

solutions have key benefits over current approaches due to 

the following reasons: (1) It deploys novel Intelligent 

Mobile Agents powered by machine learning algorithms 

and technologies; (2) Integrates and leverages existing off 

the shelf tools and products via Application Programming 

Interfaces (APIs), and (3) Implements parallel and 

distributed complex analyses using cloud MapReduce 

paradigm. As shown in Figure 1, major HD-MaLA 

components and technologies are integrated to significantly 

increase synergistic capabilities for real time big data 

analytics. Technical details of major HD-MaLA 

components are briefly described in the following. 
 

Real time Hadoop (Storm): Hadoop is an open source, 

flexible Java framework for large-scale data processing on 

commodity hardware networks and it has become the 

industry de facto framework for large data processing. To 

make full use of computer resources, it is important to 

optimize performance, including CPU, memory, and I/O 

(both disk and network). For real time applications, Real 

time Hadoop implemented by Apache Storm will be used to 

develop HD-MaLA architecture. Cloud MapReduce, 

machine-learning algorithms, and HD-MaLA Intelligent 

Mobile Agents are supported by Real time Hadoop and 

Storm clusters. 
 

HDFS and HBase: HDFS is designed for storing and 

sharing files across wide area networks. It runs on 

commodity hardware and provides fault tolerance, resource 

management, and most importantly, high throughput access 

to application data. HBase provides large quantities of data 

in the order of billions of rows and millions of columns. 

HBase is essentially a key-value store with efficient 

indexing on key access, a semi-structured data model for 

value representation, and range-search capabilities 

supported by key ordering. HBase on top of HDFS helps 

the HD-MaLA to manage big data (volume, velocity, and 

variety data). The HD-MaLA system will be developed on 

top of HDFS and HBase to store and manage the data in our 

Hadoop cluster. Using HDFS, over 10, 30 and 100 percent 

performance improvement are expected for the sort, random 

write and sequential write benchmarks respectively on 

commodity computers in our Hadoop clusters [1, 5]. 
 

Cloud MapReduce: A large variety of problems are easily 

expressible as MapReduce computations. Specifically, 

Cloud MapReduce has been successfully used for the 

generation of data for production Web search services [2]. 

Cloud MapReduce will be integrated into HD-MaLA 

architecture to significantly accelerate machine learning and 

information seeking and enable fast large-scale analytics, 

autonomous data-to-decisions, and distributed data-mining. 
 

Machine Learning Algorithms: Currently, non-cloud 

machine learning libraries lack scalability, are not well 

tested and not built with production-quality, and they also 

lack open source community support. Therefore, Mahout 

has been created with scalable machine-learning algorithms 

all written using Map-Reduce paradigm, including (a) 

supervised learning algorithms such as neural networks, 

support vector machines, Naive Bayesian classifiers, 

decision trees, random forests, and logistic regression; (b) 

unsupervised learning algorithms including k-means, 

hierarchical clustering, self-organizing maps, fuzzy k-

means, Dirichlet distribution, PCA, Independent 

Component Analysis (ICA), Expectation-Maximization, and 

Mean-Shift. All these ML algorithms will be integrated in 

our HD-MaLA tools and used by Info-Seeking and 

understanding Agents to mine data and discover actionable 

information. Hundreds of ML algorithms have been tested 

by Mahout libraries, Weka, and Rapid Miner. Best ML 

algorithms are automatically selected by our Algorithm 

Selection Optimizer to address specific needs of the HD-

MaLA users. The selected machine learning algorithms are 

executed by Intelligent Mobile Agents in Map-Reduce 

paradigm to enable computational intelligence, real time big 

data analytics, and scalable computing algorithms. 
 

HD-MaLA Algorithm Selection Optimizer: The HD-

MaLA Optimizer consists of Genetic Programming 

(reproduction, crossover and mutation.), Grammar, the 

individual representation, the population initialization 

process, and the individual evaluation procedure. The 

effectiveness of the HD-MaLA Optimizer has been 

successfully evaluated in automatically designing rule 

induction algorithms, when the Optimizer is fed with data 

across different application domains. Proper machine 

learning algorithms are selected by the Algorithm Selection 
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Optimizer to solve specific data mining problems such as, 

classification, clustering and regression. 
 

ZooKeeper and HD-MaLA Classification Server: To 

support Mahout-based services in big data analytics, 

ZooKeeper is used in HD-MaLA tools. ZooKeeper allows 

us to connect to a small cluster of servers that provide an 

API to access what looks a lot like an ordinary file system. 

In addition to very simple create, replace, and delete 

functions, ZooKeeper provides change notifications and a 

variety of consistency guarantees, that simplify building 

reliable distributed systems even in the presence of server 

failures, maintenance periods, and network partitions [12]. 

ZooKeeper and Mahout are used for classification in HD-

MaLA as shown in Figure 2. 

  
 

Figure 2. Mahout Classification Supported by ZooKeeper 

in HD-MaLA. 
 

The arrangement shown in Figure 2 informs the ML 

classification server of where to find the classification 

model definition and allows the client (human and software 

agent) to find all active servers. A server queries 

ZooKeeper to find out what model to load. After loading 

that model, the server is ready for traffic by writing a file 

into ZooKeeper. Whenever the file indicating which file to 

load is changed, Zoo-Keeper alerts all servers of the 

change. On the other hand, when a client queries a server, it 

can look into ZooKeeper to find out which servers are 

currently providing service and pick one server at random. 

The overall savings due to these changes are about 3 to 4 

orders of magnitude and  they provide a powerful extension 

of the way Mahout can be used for classification [12]. More 

specifically, when serializing stochastic gradient descent 

ML models for deployment as classifiers, it is advisable to 

only serialize the best performing submodel from an 

Adaptive Logistic Regression. The resulting serialized file 

will be 100 times smaller than would result from serializing 

the entire ensemble of models contained in the Adaptive 

Logistic Regression object. 

Intelligent Mobile Agents: The Intelligent Mobile Agents 

in our HD-MaLA framework perform specific tasks in the 

following ways: 

(1)   Info-Seeking Agents proactively move to data sources 

cross networks (of computer clusters, clouds, etc.) 

based on the paths selected and optimized by our 

Algorithm Selection Optimizer in the Mahout libraries. 

Info-Seeking Agents has the following features. a) 

They are designed and developed by leveraging source 

codes (in Java) of our real-time intelligent agents and 

our Blackboard pattern enabled agents [6, 7]; b) They 

move to task-related data sources (e.g., datasets from 

sensors and platforms, etc.) and work as mobile Map 

functions; and c) They send the processed data to the 

Info-Understanding Agents that use the reduce 

functions to generate the discovered information for the 

warfighters. 

(2) Info-Understanding Agents automatically mine and 

discover actionable information from various data 

sources by using our parallel and distributed machine 

learning algorithms that are optimally selected by HD-

MaLA Algorithm Selection Optimizer from open 

source ML libraries such as Mahout, Rapid Miner, 

SAS, R ,Weka etc., and emerging algorithms created 

for specific applications. Info-Understanding Agents 

are developed based on C++ source codes of our 

integrated Link Analyzers and Associative Search 

Engines [11]. 

(3)  Info-Presenting Agents intuitively present the sought 

information to specific users based on their 

experiences, skills, specific tasks, and adaptively 

display the results according to the users‟ devices (e.g., 

tablet computers, mobile phones, etc.).   
 

For predictive analysis, these HD-MaLA Agents conduct 

real time Map-Reduce jobs, look and discover information 

and understand information. Technically, Map and Reduce 

functions are dynamically created and implemented by 

MaLA Info-Seeking Agents and Info-understanding Agents 

across networks (computer clusters, clouds, etc.), based on 

users‟ specific missions or tasks. HD-MaLA mobile Agents 

mine data and discover information with no or little data 

movement, minimized time for disk seeking and I/O 

accessing, by minimizing data movement while supporting 

both batch and online real time applications. 
 

HD-MaLA Agents understand the information by 

leveraging our proven Link Analyzers and Associative 

Search Engines. As known, operational adaptability is 

required at the operational level of real time decision 

making scenario, which requires cognitive dominance and 

decentralized decision making. HD-MaLA agents provide 

such decentralized decision making capabilities and enable 

real time operational adaptability. 
 

In general, HD-MaLA Intelligent Mobile Agents 

a) Distribute mobile Map and Reduce jobs using Hadoop 

configuration interface 
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b) Dynamically adjust the MaLA mobile Agent based 

Map Reduce analytics and functions using the real time 

Hadoop / Storm configuration interface based on new 

hints and updated system cost and loads 

c) Retrieve intermediate MapReduce execution results 

and summarized execution status  

d) Perform lifecycle management of MapReduce Agent 

assignment 

 

As shown in Figure 1, HD-MaLA tools seek, understand 

and present information from both archives databases 

(HBase, SQL, MySQL, etc.) and real time data streams 

such as military sensors and platforms for the following 

functions: 

(1) To process streaming data, input data streams are 

continuously mapped on arrival and the reduce step 

operates on moving time windows of data. Streaming 

data processing by S4 in HD-MaLA supports the 

complex event processing functions typically found in 

data processing platforms for data-to-decision, 

including filter, sort, correlation, aggregation, pattern 

matching, projection and user-defined functions. 

 

(2) To process archived data, Info-Understanding agents 

move across data clusters and clouds to the data source 

to execute the Reduce functions for summarizing the 

Map function outputs from Info-Seeking Agents. These 

HD-MaLA Agents use the least computing resource 

consumptions (CPU, memory, bandwidth, etc.). For 

instance, HD-MaLA Agents (about 1 KB – 2 KB per 

agent) move to the big data sources (e.g., 100 

Terabytes per source), process the data locally and send 

back the Map function outputs (e.g., 0.2 – 0.5 KB) 

individually to the Reduce functions. 

 

Info-Understanding Agents perform advanced analytics by 

using machine learning algorithms selected by the 

Algorithm Selection Optimizer as mobile Reducers for 

fusing information from Info-Seeking Agents as mobile 

Mappers. Both the Map-Reduce functions of the HD-MaLA 

Agents are implemented in Hadoop paradigm. Our mobile 

parallel analytics is implemented by HD-MaLA MapReduce 

Agents that can be applied to various data sources across 

networks  and clouds  in order to enable real time big data 

analytics. Key advantages of the Agents include least 

computing resource usage, improved productivity and 

quality, reduced costs, and increased profits.  

 

Two key innovations of our mobile MapReduce parallel 

analytics capabilities are based on mobile HD-MaLA 

Agents to (a) move advanced analytics to the related data 

stores rather than moving the huge data to the central 

computing center; (b) process and analyze streaming 

datasets, sourced from sensors and platforms in real time 

based on open source tools. 
 

Our HD-MaLA Agents have basic autonomous capabilities 

to (1) function with little or no user intervention; (2) 

communicate among themselves and their users, and other 

agents; (3) find and move to various data sources across a 

cloud or a computer network; and (4) react to their 

environments or events without instructions from their 

users. They also have key advanced capabilities to (5) seek 

information by finding (where and what) data sources 

directly related to the tasks of the agent users; (6) 

understand information by mining data, discovering 

relationships among concepts, recognizing patterns, 

analyzing and understanding topics (from mission tasks); 

and (7) presenting information in an intuitive way based on 

users background (e.g., experiences, skills, specific tasks, 

etc.), by using new coding techniques such as AJAX, 

HTML 5 etc., and by displaying the results adapted to the 

users‟ devices such as tablet computers, mobile phones, and 

other devices.  

 

HD-MaLA Agents is developed using the source code from 

our intelligent agents and Blackboard pattern enabled 

agents [6, 7] to automate tasks of seeking, understanding 

and presenting information. Their machine learning 

capabilities is enabled by using open source Rapid Miner 

and R for desktop applications and by using open source 

Mahout and Weka for scalable and cloud computing 

environment. Mobility of HD-MaLA Agents can be 

implemented as mobile Mappers and Reducers by using 

unanchored and/or mobile objects in C++, C# or Java 

socket programming and object serialization. Thus, machine 

learning algorithms empowered by mobile MapReduce 

functions are implemented in Hadoop clusters to enable 

advanced computational intelligence and scalable 

computing algorithms. 
 

4. EXPERIMENTATION AND 

RESULTS 
4.1 Prototype of HD-MaLA Big Data Analytics 

Framework 
In our HD-MaLA big data analytics framework prototype, 

we applied cloud Hadoop framework for capturing, 

organizing, storing, and analyzing data from multiple 

sources. To effectively process real time streaming data 

sets, Storm is integrated in the HD-MaLA system as 

illustrated in Figure 1. Storm is an open source distributed 

real-time computation system [4]. Storm makes it easy to 

reliably process unbounded streams of real time data 

processing, similar to what Hadoop does for batch data 

processing [3]. Storm has many use cases for testing in the 

following: real-time analytics, online machine learning, 

continuous computation, distributed remote procedure calls 
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and Extraction Transformation Loading (ETL) etc., Storm 

is extremely fast with over a million Tuples processed per 

second per node in a huge Hadoop cluster. It is scalable, 

fault-tolerant, guarantees that input data can be processed, 

and it is easy to set up and operate. In both military and 

commercial applications, many data sources including Open 

Source Intelligence (OSINT) and Human Intelligence 

(HUMINT) data archives are used that includes stream 

datasets. Using the HD-MaLA Storm as shown in Figure 1, 

data streams consist of many Tuples (e.g., “search123”, 

“target1@fields3.com”); and Spouts read from Kestrel 

queue and streaming APIs, Web Logs, API calls, Event 

data; Bolts process input streams and create new streams, 

they provide functions, filters, aggregation, joins and 

database access; Topologies are networks or directed 

graphs of Spouts and Bolts.  

 

For deployment of the HD-MaLA tools in huge systems, the 

following four steps are needed: (1) Scope out the problem, 

(2) Optimize feature extraction as needed; (3) Optimize 

vector extraction as needed; and (4) Deploy the scalable 

classifier service.  For tens of millions of datasets, it 

becomes more and more important to use scalable 

MapReduce based HD-MaLA technologies in order to 

effectively use Mahout ML algorithms (e.g., feature 

extraction, classifications, etc.). 
 

Based on our prototype, Storm cluster can be developed in 

the HD-MaLA system, which is composed of a master node 

and worker nodes. The master node runs a daemon Nimbus 

which is responsible for distributing code, assigning tasks, 

and checking for failures. Each worker node runs a daemon 

Supervisor which listens for work and starts/stops worker 

processes. Nimbus and Supervisor daemons are fail-fast and 

stateless, which makes them robust, and coordination 

between them is handled by Apache ZooKeeper in the HD-

MaLA cloud.  
 

We have developed a novel cloud infrastructure for big data 

analytics. To ensure successful development of the 

proposed HD-MaLA approach, C++ source code of our 

Associative Search engines is reused to develop HD-MaLA 

Info-Seeking Agents, while Java source code of our Link 

Analyzers is reused to develop HD-MaLA Info-

Understanding Agent, respectively [10, 11]. We will 

leverage and improve this cloud using Mahout ML libraries 

and HBase to make the cloud based HD-MaLA Agents 

smarter and faster. The reason why the HD-MaLA will use 

the HBase is that it is a scalable, distributed database and 

supports real-time access large relational data repositories.  

Our framework will need random, real-time read and write 

access to huge data  HBase tables can work with relational 

databases and achieve the highest speed in processing and 

analyzing the big data. HBase will be built in the HD-

MaLA with the following technical components:  

 

1. Convenient base classes for backing Cloud Hadoop 

MapReduce jobs and functions  with HBase tables  

2. Query predicate pushed down via server side that scan 

and get filters that will select related data for track 

management systems  

The following is an example of the code in Listing 3.4 for 

our HBase to get data from our SQL Server. 

 

Listing 1. A Code Segment for HBase to get data from SQL 

Server.  

… HADOOP_CLASSPATH=`/opt/hbase-0.92.1-

security/bin/hbase classpath` 

${HADOOP_HOME}/bin/hadoop jar 

/opt/hbase-0.92.1-security/hbase-0.92.1-

security.jar importtsv -

Dimporttsv.columns=HBASE_ROW_KEY, 

asset:model, asset:serialnumber, test:device, 

test:type, test:objective, test:operator,  …, 

event:time, algorithm:name, algorithm:date 

„Device_test‟ 

hdfs://RTanalytic…/hadoop/scrap/DeviceSQL4H

Base.Tag.txt … 

   

4.2 Experimental Results: 
In our experiments, the predictive accuracies obtained by 

the Rule Induction in our HD-MaLA Intelligent Agent have 

been compared to the predictive accuracies of four well-

known, human-designed rule induction algorithms: namely 

ordered CN2, unordered CN2, Ripper, and C4.5Rules. The 

experimental results demonstrate that the HD-MaLA Agents 

are more competitive with these baseline algorithms and 

produce better rule induction algorithms (with higher 

predictive accuracy) than a grammar-based hill-climbing 

system.   
 

 
 

Figure 3. Predictive accuracies (%) between  

the HD-MaLA Intelligent Agent Rule Induction and GHC 

Rule Induction 
 

We conducted experiments to evaluate the effectiveness of 

our framework in automatically designing rule induction 
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algorithms, its sensitivity to parameters, and the 

effectiveness of our search method compared to other rule 

induction algorithms. As shown in Figure 3, one of our 

experiments illustrates that genetic programming based 

Information Understanding Agents predict accurately 

compared to the generalized hill climbing (GHC) algorithm 

using 10 benchmark datasets, D1 through D10. 
 

5. FUTURE WORK 
While the preliminary experiments are succesful, we further 

plan to conduct further performance evaluation experiments 

with respect to scalability and performance metrics related 

to decision speed, data to decision rate and optimized usage 

of resources compared to the related methods utlizing real 

time data. 
 

6. CONCLUSION 
Our HD-MaLA big data analytics framework will benefit 

government, military, industrial, and business applications, 

where high quality decision making capabilities are 

required. The experimental results demonstrate that our Big 

Data analytics framework based Intelligent Agents are more 

competitive with the baseline algorithms and produce better 

rule induction algorithms specifically higher predictive 

accuracy. In summary, HD-MaLA framework have the 

following advantages over classic and current data mining 

tools and products for big data analytics:  
 

(a)  Faster data-to-decision processing speed for real time 

military and business applications because our real time 

parallel and distributed computing algorithms are 

developed by using the Storm that do not require 

queries and data movement;  

(b)  Results in efficient computing because there is minimal 

data movement and communication traffic across 

networks (including virtual machines), and no raw data 

is moved for data mining around networks to 

significantly enhance computing efficiency and system 

security;  

(c)  Optimized usage of computing resources such as 

computing memories, bandwidth, and CPUs, since tiny 

codes of HD-MaLA Agents consume little computing 

resources; and  

(d)  Automated data seeking, processing, information 

understanding and presenting to significantly reduce 

decision maker‟s work load and dramatically increase 

data-to-decision rate, since HD-MaLA intelligent 

Agents automate most tasks or jobs that are completed 

by using Storm based scalable computing framework. 
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Abstract - PageRank, a representative link-based algorithm, 

evaluates the importance of Web pages based on the number of in-

links each has. However, this feature may cause a problem in that 

pages with many in-links can be highly ranked regardless of their 

importance to the given query. Many methods have attempted to 

solve this problem by evaluating the weight of the links to stratify 

their importance. However, these methods have a limitation in that 

the weight of the links cannot be evaluated by their meaning 

directly owing to the hyperlink-based Web structure. We therefore 

propose a new approach to utilize the meaning of links directly by 

changing from a hyperlink-based Web structure to a semantic-link-

based Web structure. In addition, we implemented the ranking 

method using the MapReduce framework to improve performance 

of semantic Big Data processing. The results of our experiment 

show that our approach outperforms the existing PageRank 

algorithm. 

Keywords: Big Data, MapReduce, Semantic Web, PageRank, 

RDF 

 

 

1 Introduction 

As the World Wide Web produces a greater amount of 

information over time, such information needs to be processed 

more effectively and efficiently to provide more accurate 

information to users. This issue has become a key challenge for 

Web-based information retrieval [8, 12, 19]. Since the 1990s, 

various methods dealing with the explosion of information on the 

Web have been studied in the field of Web information retrieval, 

including indexing, clustering, user interface methods, and ranking. 

A page-ranking algorithm is an essential Web information 

retrieval method as the volume of results matched with a given 

query during a retrieval step is hard to be managed by users. Such 

an algorithm answers a given user query with a page list ranked by 

importance. The early page-ranking algorithm was a term-based 

ranking algorithm, whose criterion for evaluating the importance 

of pages is how many matched terms [3, 4] are contained on the 

page. After 1998, alternative ranking algorithms based on a linked 

relationship of pages [5, 11] were provided, and proved that link-

based ranking algorithms perform better than term-based 

algorithms. 

PageRank [5] is a representative link-based ranking algorithm. 

The authors of this algorithm assume that important pages are 

referred to by many other pages. Through this method, each page 

distributes its rank score to other pages they link to. Therefore, the 

more in-links a page has, the more important the page is. 

PageRank, however, which does not consider the semantics of 

links when computing their importance, may highly rank pages 

that only contain meaningless in-links. 

Many algorithms have been suggested to tackle the above 

problem [18, 20, 26], and some have considered evaluating the 

weight of the links to adjust the propagation of their rank scores. In 

this way, if a page has many in-links with a small weight value, the 

page will have a lower value of importance. However, for a 

hyperlink-based Web structure, there are two significant 

limitations in evaluating the weight of a link. First, the hyperlink 

does not explain why pages are linked to other pages. Therefore, 

existing algorithms evaluate the weight of the links indirectly, such 

as by counting the number of links or analyzing other features out 

of links. Second, a page used as a unit of ranking is actually an 

object containing information rather than information itself. In 

other words, highly ranked pages that have high importance values 

owing to the presence of many in-links do not always contain 

important information, and may even contain meaningless 

information. 

Moreover, the other problem of ranking is that ranking 

algorithms require a large space to store Web link structure and 

ranking values for every page. It is not easy for a single machine to 

compute large-scale data and to produce ranking results in a 

reasonable time. Hence searching an appropriate Big Data 

processing method for ranking is essential to deal with computing 

time and space problem. 

In this paper, we propose the Weighted Semantic PageRank 

(WSPR) algorithm, which uses semantic links directly for a more 

accurate page ranking. We utilize RDF [15] metadata to create a 

semantic-link-based Web structure from a hyperlink-based Web 

structure, and utilize this semantic information as inputs for WSPR. 

Using semantic links in a semantic-link-based Web structure helps 

resolve the problem in determining the meaning of the links 

provided by a hyperlink-based Web structure. We can compute the 

rank scores in a semantic-link-based Web structure by evaluating 

the meaning of links directly. Furthermore, WSPR is able to 

reduce the possibility of ranking less important pages with high 

scores, as it uses RDF resources on the pages to compute their 

ranks, thus giving pages with less important resources a smaller 

ranking score. In addition, we implemented WSPR algorithm using 

the MapReduce framework [1], which is a more effective parallel 

distributed processing method for analyzing a large volume of 

Web data. 

The contributions of this paper can be summarized as follows:  

- We propose a ranking algorithm that computes the importance 

of pages more accurately. When the algorithm evaluates the weight 

of links, it considers the semantics of the link directly, and does 
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not simply consider the number of links or use additional factors to 

estimate the meaning of links. 

- The proposed algorithm prevents meaningless pages with 

many in-links to be mistaken for important pages. Resources, the 

semantic units of RDF instances, are used for computing the 

importance value instead of pages. Therefore, once a page receives 

a high importance value, the proposed algorithm guarantees that 

the page contains meaningful resources indicating important 

information. 

- We developed WSPR system using MapReduce on Hadoop. 

This system has more computation capability for processing Big 

Data resources, enabling the proposed ranking algorithm to be 

utilized on the Web. 

The remainder of this paper is organized as follows. In Section 

2, we provide an overview of PageRank and Extended PageRank 

algorithms, focusing on the evaluation of the link weights. In 

Section 3, we introduce a semantic-link-based Web structure. In 

Section 4, we present our WSPR algorithm using the MapReduce 

framework in detail. Section 5 reports the results of our 

experiments used to evaluate the validity of our proposal. Finally, 

in Section 6, we offer some concluding remarks regarding the 

proposed research as well as some directions for future work. 

 

2 Related Work 

A page-ranking algorithm is an essential Web information 

retrieval method as the volume of results matched with a given 

query during a retrieval step is hard to be managed by users. Such 

an algorithm answers a given user query with a page list ranked by 

importance. The early page-ranking algorithm was a term-based 

ranking algorithm, whose criterion for evaluating the importance 

of pages is how many matched terms [3, 4] are contained on the 

page. After 1998, alternative ranking algorithms based on a linked 

relationship of pages [5, 11] were provided, and proved that link-

based ranking algorithms perform better than term-based 

algorithms. 

 

                                 (  )   ∑
 

  
   (  )

   

 (      )                          ( ) 

 

where d is a damping factor, which can be set between 0 and 1. 

This damping factor is used to resolve the rank sink problem 

caused by a cyclic linked or non-linked Web structure. The 

damping factor is usually set to 0.85. In PageRank, the PageRank 

value of a page is the sum of the PageRank values of pages that 

refer to this page. Each page equally distributes its PageRank value 

to pages it links to. 

 

 

 

 

 

 

Fig. 1. A PageRank example. 

 

In Figure 1, for example, page A, whose PageRank value is 30, 

assigns a PageRank of 15 to each of B and C. Similarly, page D 

assigns a PageRank of 20 to each of B and C. However, owing to 

its counting method, meaningless pages may be ranked highly by 

PageRank, which does not consider the meaning of links but only 

their number. 

Weighted PageRank [26] is an alternative approach for 

avoiding a uniform distribution of rank values without proper 

consideration of the meaning of each linked relationship. Weighted 

PageRank evaluates the weight of the links to stratify the 

distribution of rank values (Figure 2). It computes the link weights 

using the proportions of in-links and out-links (Equation 2). 

However, this method is also based on the numbers of links, not 

their meaning. Furthermore, because a unit of ranking is page, it 

still exists for meaningless pages to be provided as important pages. 

Furthermore, because the method just estimates the importance of 

pages by their links, it does not always guarantee that a page 

actually contains important information. 
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Fig. 2. A Weighted PageRank example. 

 

Weighted Page Content Rank [18] improves Weighted 

PageRank by adopting Web content mining, through which it not 

only computes the link weights, but also observes the correlation 

between a given query and the resulting pages. However, this 

method still computes the weight of the links based on their 

number, and requires an extra cost involved with the mining 

process. Other methods such as Topic-Sensitive PageRank [27] 

and personalized PageRank [28] compute page importance using 

query-biased and user-biased metric. But our purpose is to 

generate an integrated page ranking algorithm as well as analyze 

semantic Big Data. Thus we set the scope of our research focused 

on unbiased page importance evaluation algorithm. 

 

3 Semantic-link-based Web Structure 

Semantic markup languages have been developed for better 

processing of Web information. Three representative semantic 

markup languages are RDFa [16], Microformats [14], and 

Microdata [13]. In this paper, we mainly focus on RDFa when 

building a semantic-link-based Web structure. RDFa was 

published in 2004 and received W3C recommendation in 2008. 

RDFa is a method used to describe RDF notations in XHTML 

(Figure 3). Web documents with RDFa can be read by Web 

browsers and extracted to obtain semantic information through 

RDFa parsers. The extracted information is a form of RDF [15] 
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metadata. RDF, which is a data model used to describe a set of 

knowledge, uses “triples” to express semantic relations among the 

knowledge set. A triple is composed of a subject, a predicate, and 

an object. This triple structure can be regarded as the unit of a 

graph dataset (Figure 4). Similar to RDF, RDFa is also a graph 

data model, and is more manageable for ranking algorithms than 

other semantic markup languages. Furthermore, this graph data 

model has an RDF predicate as a semantically labeled link, thus 

allowing the ranking algorithm to evaluate the weight of the links 

directly through their meaning. 

 

 

 

 

 

Fig. 3. An example RDFa annotation. 

 

 

 

 

Fig. 4. An example RDF triple. 

 

Several major sites have adopted RDFa which may help drive 

us toward the realization of the Semantic Web; Yahoo! and Google 

use RDFa for customizing their search results [21]; Facebook uses 

it for handling social data [22]; and Content Management Systems 

like Drupal and Wordpress, for semantic tagging [6]. Utilization 

methods of RDFa have also been provided; W3C has provided an 

RDFa distiller and a parser. In addition, RDFauthor [24] has 

provided an integrative approach for the management of RDFa 

data, and annotation systems [25, 7, 17, 10] have also been 

provided for various research fields. 

Accordingly, it is clear that each of these methods is driving us 

closer to the existence of the Semantic Web. Thus, we consider the 

situation that pages contain semantic metadata using RDFa. If 

pages do not use RDFa notation for semantic metadata definition, 

we assume that these pages use other annotation method and use 

Information Extraction method to extract RDF format data. 

 

4 Weighted Semantic PageRank 

4.1 Proposed Architecture 

Weighted Semantic PageRank (WSPR) system provides a new 

evaluation method that uses a semantic-link-based Web structure. 

It computes the weight of the links by evaluating their meaning 

directly. Four steps are used in this system (Figure 5). The first two 

steps change the environment from a hyperlink-based Web 

structure to a semantic-link-based Web structure. The other steps 

compute ranking values based on the structure constructed in the 

first two steps. 

4.1.1 Semantic Information Extraction 

As the first step of the WSPR algorithm, the system collects 

semantic information from the pages. Extracting semantic 

information is now much easier than before owing to our 

construction of a semantic-labeled Web structure described in the 

previous section. The system begins crawling through the Web 

using a parsing RDFa syntax. Figure 6 shows an example of RDF 

data extraction from a Web page containing an RDFa annotation. 

The WSPR algorithm uses a resource such as an object or a subject 

in an RDF triple as the unit of ranking. In other words, resources 

themselves are ranked, and the predicates are labeled links 

between resources. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Overview of the steps followed in the WSPR system. 

 

 

 

 

 

 

 

Fig. 6. RDF parsing of a Web page with an RDFa annotation. 

 

 

 

 

 

 

 

 

 

Fig. 7. Merging RDF triples with resources having the same URI. 
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4.1.2 Construction of RDF Graph 

After the first step, the system then obtains a set of RDF data 

from the pages. A single series of RDF triples is insufficient for 

determining the rank value efficiently, and therefore multiple 

series must be interconnected together. Hence, this step uses a 

Uniform Resource Identifier (URI) as a key to find matched 

resources. For instance, supposing there are two triples to merge, 

as shown in Figure 7, the system checks the URI of their resources. 

When the system identifies that both triples have a resource with 

the same URI (the black nodes in Figure 7), the system merges the 

two triples into a single directed graph. In this way, this system 

creates a combined graph by merging all of the triples. 

4.1.3 ResourceRank 

In the third step, our system begins a ranking process called 

ResourceRank, which computes the ranking scores of the resources 

on the RDF graph built in the second step. ResourceRank can 

evaluate the weight of the links based on their own meaning since 

predicates labeled to contain semantic information are used to link 

the resources. This stratifies the distribution of rank values 

between linked resources based on the degree of their semantic 

relationships. 

There are two types of methods, manual and automatic, used to 

evaluate the weight of the links [23]. We adopted the TF-IDF 

method to compute the weight of the links automatically. More 

specifically, the WSPR algorithm evaluates predicates instead of 

terms since it runs on an RDF graph. Therefore, it computes the 

Predicate Frequency (PF) as a Term Frequency. PF uses a function 

f which returns raw frequency of a predicate, and for normalization, 

the frequency divided by the maximum raw frequency of any 

predicate of the resource. IDF is also computed using predicates. 

The equations are as follows: 
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where p is a target predicate to compute the weight, r is a 

resource, and R is a set of resources. 

Using PF-IDF, the value of a link weight is defined by using 

Equation 5. 
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Finally, ResourceRank equation takes on the form, 
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where RR(  ) is the ResourRank value of a resource linked to 

resource ri, and is stratified based on its importance (weight) 

before being added to RR(  ). 

 

 

4.1.4 Weighted Semantic PageRank 

The final step of this system is computing the PageRank value. 

In this step, the rank values of the pages are evaluated using the 

resource rank values calculated in the previous step. All resources 

originally contained on each page are in RDFa syntax forms. This 

means that the importance of a resource can be used to project the 

importance of the pages that contain this resource. That is, page 

importance is based on how many important resources, not how 

many in-links, a page has, unlike in previous ranking algorithms, 

which define page importance based on the latter criterion. This 

feature requires an important page with a greater PageRank value 

to contain important resources with meaningful information, and 

thus the probability that meaningless pages will be highly ranked is 

lower than in previous ranking algorithms. 

Equation 7 shows the PageRank value using the ResourceRank 

values calculated in the previous step. 

 

                                               (  )  ∑   ( )

      

                                  ( ) 

 

where RR(r) is the ResourceRank value of resource r, which is 

contained in page   . Thus, the PageRank value of page    is the 

summation of all ResourceRank values of the page pi resources. 

 

4.2 MapReduce Algorithm 

MapReduce methodology makes development of distributed 

and parallel processing more efficient. Google generated 

MapReduce framework, and Apache released Hadoop [2] - an 

open source implementation of Google’s MapReduce framework. 

Hadoop has been extensively used on Big Data processing. On the 

MapReduce framework, researchers are able to concentrate on 

solving their own problems without having to manage distributed 

and parallel system directly.  

A MapReduce job consists of map and reduce phases (Figure 8). 

In the map phase, input data is converted into key-value pairs. The 

key-value pairs are sent to the reduce phase by keys. In the reduce 

phase, data sets combined by key are processed for a specific 

purpose. 

 

 

 

 

 

 

 

 

Fig 8. Overview of Hadoop MapReduce. 

 

We implemented MapReduce version of WSPR in order to 

analyze large-scale semantic metadata. The WSPR MapReduce 

algorithm processes three jobs (Figure 9). The first job receives 

page information and their RDF metadata. The first job computes 

ResourceRank for each RDF resource until convergence, and the 

results of the first job are passed to the next job (Figure 10). 
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Fig. 9. WSPR MapReduce job framework. 

 

class MAPPER 

   method MAP(pageid i, page P) 

      EMIT(pageid i, page P)   // Emit adjacency list 

      for all pageid j ∈ P.AdjacencyList do 

         r ← j.ResourceRank × j.LinkWeight 

         EMIT(pageid j, r)         // Emit value for ResourceRank 

      end 

 

class REDUCER 

   method REDUCE(pageid i, values [v1, v2, …]) 

      R ← ∅ 

      sum ← 0 

      for all v ∈ values [v1, v2, …] do 

         if IsResourceRankScore(v) then 

            sum ← sum + v        // Sum of values for ResourceRank 

         else 

            R.AdjacencyList ← v   // Get adjacency list information 

         end 

      end 

      R.ResourceRank ← sum × 0.85 + 0.15  // Compute rank 

      EMIT(pageid i, page R) 
 

Fig. 10. MapReduce Job 1: ResourceRank. 

 

class MAPPER 

   method MAP(pageid i, page P) 

      EMIT(pageid i, P.resourceRank) 

 

class REDUCER 

   method REDUCE(pageid i, resourceRanks [r1, r2, …]) 

      R ← ∅ 

      sum ← 0 

      for all r ∈ resourceRanks [r1, r2, …] do 

         sum ← sum + r         // ResourceRank value summation 

      end 

      R.PageRank ← sum 

      EMIT(pageid i, page R) 

 

Fig. 11. MapReduce Job 2: WSPR. 

 

 

class MAPPER 

   method MAP(pageid i, page P) 

      EMIT(P.PageRank, pageid i)  // Sort using Reduce function 

 

Fig. 12. MapReduce Job 3: Ordering page by rank score. 

 

In the second job, RDF resource information with 

ResourceRank score is used for computing WSPR score. RDF 

resource and RDF ResourceRank score pairs are grouped into 

pages each resource belongs to. WSPR score of each page is 

computed by summing up the group of ResourceRank scores 

assigned to each page (Figure 11). 

The third job takes intermediate ranking information from the 

previous job as input data. Finally, the third job sorts pages by 

WSPR score and outputs the ranking result (Figure 12). 

 

 

5 Experimental Evaluation 

5.1 The Setup 

The physical Hadoop cluster for the experiments comprises one 

master node and eleven slave nodes. Each node has 3.1 GHz quad-

core CPU, 4GB memory, and 2TB hard disk. The operating system 

is 32-bit Ubuntu 12.04.2, the java version is 1.6.0_26, and the 

Hadoop version is 1.2.1.  

As a source of Web data, we used 80,000 WikiPedia [9] web 

pages and extracted 500,000 RDF metadata from infobox tables in 

the WikiPedia pages. 

 

5.2 Results 

We evaluate WSPR and other systems according to precision, 

recall and f-measure. In Figure 13, the solid line indicates the 

results of WSPR, the dashed line with filled triangle is those of 

Weighted PageRank (WPR), and dashed line with cross is 

PageRank (PR) result. The result shows that WSPR has higher 

evaluation values than the others. This means WSPR provides less 

false positive and false negative ranking results. Similar conclusion 

can be drawn from Table 1, which shows the comparison among 

NDCG [29] of PR, WPR, and WSPR. We see that the results of 

WSPR attain higher values than those of the others. 

 

Table 1. NDCG@k results for the test query 

 NDCG@k PR WPR WSPR 

 NDCG@5 0.8765 0.9838 0.9931 

 NDCG@8 0.8824 0.9469 0.9748 

 NDCG@10 0.8866 0.9389 0.9732 
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Fig. 13. Precision, Recall, and F-measure of PR, WPR, and WSPR for varying number of pages. 

 

Table 2 shows a more detailed view of query results on 

literatures. In the ResourceRank stage, the third step of WSPR, the 

page on Macmillan has two resources: “Macmillan” and 

“Publishing company”. The ResourceRank scores of these two 

resources are 1.118 and 0.429, respectively. On the other hand, the 

page on the United States has one resource, “United State,” the 

ResourceRank score of which is 1.272. Although “United State” 

has the highest ResourceRank value among the three resources, the 

page on Macmillan has a higher WSPR score than the page of the 

United States (Table 3). 

It is natural for human to choose the page on Macmillan as the 

most related page to the given query, since Macmillan is a 

publishing company, while the page on the United States appears 

irrelevant to be chosen as a related page. This shows that the result 

of WSPR takes semantic meanings of the pages into account. 

 

Table 2. ResourceRank related within pages 

RDF Resource ResourceRank Score 

“United State” 1.272 

“Macmillan” 1.118 

“Publishing company” 0.429 

 

 

Table 3. Summary of ResourceRank used to compute WSPR 

Page 
RDF Resource 

(ResourceRank Score) 

WSPR 

Score 

Macmillan 

“Publishing company” (0.429) 
1.547 

“Macmillan” (1.118) 

United 

States 
“United State” (1.272) 1.272 

 

Next we measured the processing time of semantic Big Data 

analysis. Figure 14 shows the execution time for the experiments. 

Each result with different data size supports linear growth in 

processing time rather than exponential growth. Thus, the results 

indicate that WSPR implemented using the MapReduce framework 

has two benefits in processing Big Data. First, it enables 

computation of large-scale semantic data. Second, the computation 

of the data takes relatively small amount of time compare to the 

other algorithms. 

 

          

Fig. 14. MapReduce execution time 

 

6 Conclusions 

An RDF model can define concepts through the use of triples, 

which have a semantic link structure. In this paper, we utilized this 

feature to resolve a problem with PageRank in which the meaning 

of links used to compute importance cannot be properly evaluated. 

Using a new ranking method that can be used to evaluate 

importance based on how many important resources Web pages 

have, WSPR provides more semantically relevant ranking results 

than other ranking methods. Therefore, once a page is ranked 

highly by WSPR, the page is guaranteed to contain important 

information related to the given query as WSPR ranks pages based 

on how many important resources, not how many in-links, the 

pages have, avoiding meaningless pages to be scored highly, which 

is a problem with other ranking methods. 

Furthermore, we have adopted MapReduce framework to 

compute WSPR. Performance evaluations show that parallel and 

distributed processing on Hadoop is an effective way for semantic 

Big Data analysis. 
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Further research will be conducted using an automatic RDFa 

annotator. This will enable the WSPR algorithm to use both Web 

pages without semantic metadata and semantically annotated Web 

pages for computing a semantic rank score. We expect this to 

improve the adoptability of WSPR across the World Wide Web. 
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Abstract— Data containing sensitive and personal 

information is critical to the functioning of institutions in 

numerous fields, such as medical, transportation, and 

government. Moreover, these types of data are gaining value for 

secondary uses, such as market research, estimation of a route of 

infection, and traffic pattern analyses. From a privacy 

preservation viewpoint, publishing the raw data may raise 

significant issues because of the sensitive nature of the relevant 

data. Therefore, an infrastructure for publishing sensitive data 

while protecting privacy is required, to enable secondary use of 

the data. In this paper, we propose an infrastructure that 

supports secondary use of sensitive data in a secure manner. The 

proposed infrastructure preserves privacy by utilizing 

anonymization to publish the data; furthermore, the 

anonymizing process employs both a publishing rule and a 

request rule, thereby enhancing security. Additionally, a format 

for publishing datasets and their privacy-preserving rules is 

proposed, and is termed the XML-based Anonymize Sheets 

(XAS). The publishing organization and the secondary consumer 

of the data can designate publishing permissions and requests by 

utilizing XAS. The proposed infrastructure prevents additional 

leaks of sensitive information by utilizing the previously 

anonymized data as a publishing history. 

Keywords— secondary use of data, anonymization 

infrastructure, XAS 

I.  INTRODUCTION 

Various institutions such as medical facilities, 
transportation facilities, and government agencies must manage 
large amounts of data, which may include customer 
information, medical records, and transaction information. This 
data, commonly stored in electronic form, often contains 
sensitive personal information. These types of data are useful, 
and frequently necessary, to facilitate the provision of 
advanced services. However, stored data may contain a 
considerable amount of information about individuals. This 
may include basic information such as age, address as well as 
more sensitive items such as financial data, medical records, 
personal preferences and history of behavior. The data contain 
sensitive information that organizations must protect from 
unauthorized use. 

Recently, a movement known as Linked Open Data (LOD) 
has attempted to facilitate sharing of these type of data, with a 
goal of increasing its value. As an outgrowth of LOD, another 
movement known as Open Government encourages citizens to 
monitor government activities by publishing certain 
government information. For example, the United States 

government publishes information including economic 
conditions and citizens’ activities on Data.gov [1]. 

Secondary uses of data, including location information 
recorded by mobile phones and data from electricity smart 
meters, are under consideration in Japan. The location data of 
mobile phones will reveal the daily travels of their users. For 
example, some car navigation systems utilize mobile phones to 
connect to datacenters, and therefore, it can obtain the car’s 
location and other relevant data. The primary purposes of these 
data are to track the requirements of car’s maintenance and to 
facilitate road services for drivers. By analyzing the data, it is 
possible to obtain the driving speed and location of the car. In 
addition, analysis of this data can identify intersections where 
drivers frequently brake in a sudden manner. Utilizing this 
information, a road maintenance squad can check the 
intersection, where they may identify problems such as hidden 
or missing signs. Data from a smart meter can provide 
information about the daily activities of a household. Remote 
observation services that monitor elderly parents attract 
significant attention in an aging society. These examples 
demonstrate that the secondary use of data can potentially 
create new services while enhancing the data’s value. From 
numerous viewpoints, the secondary use of data is under 
consideration, and its demand is increasing. 

In equal measure, this secondary use of data can result in 
privacy problems. In the previous examples, the location data 
produced by a smartphone reveals the user’s location at a given 
time. The amount of electricity usage recorded by smart meters 
may reveal excessive power consumption by a household, 
potentially revealing their high-income status. Moreover, it is 
simple to publish sensitive data utilizing the Internet without 
proper regard to privacy. If access to this information is not 
adequately restricted, it may promptly result in its unauthorized 
use. Aside from its usefulness, publishing the data may result 
in the infringement of privacy rights. Therefore, techniques for 
publishing the data while simultaneously protecting privacy are 
required for the safe secondary use of the data. 

To address this problem, Privacy-Preserving Data Mining 
(PPDM) [2, 3] and Privacy-Preserving Data Publishing (PPDP) 
[4, 5] are proposed. These techniques have the ability to mine 
or publish the data without personally identifiable information, 
thereby protecting privacy. Anonymization is a practical 
technology that supports privacy protection[5]. Anonymization 
technology can adjust to different privacy protection levels, 
thus providing flexible privacy protection. A considerable 
variety of studies on this technique have been performed owing 
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to its high versatility. It is one of the most preeminent privacy 
protection technologies in current use. Generalization and 
deletion of the data are necessary to prevent privacy 
infringements. However, they reduce the value of the data. As 
a result, there is a trade-off relationship between privacy 
protection and the utilization of the data. 

Although techniques such as PPDM and PPDP have been 
investigated in numerous studies, a method of securely 
publishing the data to enable secondary use has not been 
definitively established. Furthermore, after calculating and 
publishing anonymized data from a data source, another 
anonymized data set, calculated and published from the same 
source may cause a privacy information leak if an unauthorized 
person can access both sets of anonymized data. When 
calculating and publishing anonymized data, it is necessary to 
consider all of the previously published data from the same 
source. 

Considering these issues, it is crucial to establish a clear 
suggestion of technological guidance, an infrastructure, and a 
technical standard of protocols for the secondary use of data. 
The development of the protocol and infrastructure is 
especially important to its development. It will facilitate 
collaboration between organizations that produce the data and 
the companies that require the data for secondary use, and thus 

increase their data publishing activity. It will develop the 
market for secondary uses of data in conjunction with 
advanced services such as market research, estimation of a 
route of infection, and traffic pattern analysis. Moreover, it will 
reduce the utilization costs for both providers and consumers of 
secondary use data, owing to the unification of data processing 
procedures. 

In this study, we propose a data-publishing infrastructure 
for secondary data use in conjunction with privacy protection 
by utilizing anonymization. In addition, we propose a protocol 
and XML-based data format for the proposed infrastructure. 
The infrastructure prevents further leaks of private information 
by employing the previously anonymized data as a publishing 
history. 

This paper is arranged as follows. Features of 
anonymization and the associated privacy protection levels are 
described in Section 2. The design of the data format, protocol, 
and infrastructure for secondary data use is proposed in Section 
3. The implemented mechanism is explained in Section 4. The 
evaluations of the proposed infrastructure are described in 
Section 5. Finally, we conclude the paper in Section 6. 

II. ANONYMIZATION 

Anonymization is one of the methods included in PPDM 
and PPDP. This method protects sensitive information by 
masking or generalizing the sensitive data. In addition,, it 
allows the adjustment of the privacy protection level. There are 
several generalization methods available for anonymization. In 
the following paragraphs, two relatively basic and frequently 
referenced generalization methods, 𝑘 -anonymity and 𝑙 -
diversity are explained. 

A. 𝑘-anonymity 

𝐾 -anonymity is one of the methods utilized for 
generalization,[6] and it is the base of 𝑙 -diversity. Further 
explanation of this method will incorporate the various 
definitions listed below. 

(i) Data table 

In this paper, a data list similar to a database table is termed 
a “data table.” Its column is termed an “attribute.” Address, 
birth, and gender are examples of attributes. One group of data 
corresponding to person or group of people is termed a “data 
set” and one data set is termed a “tuple.” 

(ii) Attribute 

An attribute among a group of related attributes that can 
identify a corresponding person by itself, such as name or 
unique ID, is termed an “identifier,” and others that cannot 
identify a group on their own, however, it can provide 
identification when combined with other attributes, such as 
illness, birth, gender, is termed a “quasi-identifier.” 

(iii) Sensitive attribute: 

A significant attribute for secondary use is termed a 
“sensitive attribute,” which can be selected from attributes that 
are not identifiers. The method will exclude this attribute from 
masking or generalization by anonymization. Furthermore, 

TABLE 1 MEDICAL RECORD (𝒌 = 𝟐) 

 Birth Gender ID Problem 

𝑡1 1970 male 121 cold 

𝑡2 1970 male 121 obesity 

𝑡3 1970 male 121 diabetes 

𝑡4 1980 female 121 diabetes 

𝑡5 1980 female 121 obesity 

𝑡6 1981 male 125 diabetes 

𝑡7 1981 male 125 cold 

 
TABLE 2 ANONYMIZED MEDICAL RECORD (𝒌 = 𝟑) 

 Birth Gender ID Problem 

𝑡1 1970 male 121 cold 

𝑡2 1970 male 121 obesity 

𝑡3 1970 male 121 diabetes 

𝑡4 198* human 12* diabetes 

𝑡5 198* human 12* obesity 

𝑡6 198* human 12* diabetes 

𝑡7 198* human 12* cold 

 
TABLE 3 ANONYMIZED MEDICAL RECORD (𝒌 = 𝟑) 

 Birth Gender ID Problem  

𝑡1 1970 female 121 cold Alice 

𝑡2 1970 female 121 cold  

𝑡3 1970 female 121 cold  

𝑡4 198* human 12* poor circulation  

𝑡5 198* human 12* poor circulation  

t6 198* human 12* headache Bob 

t7 198* human 12* headache  
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TABLE 4 MEDICAL RECORD (𝒌 = 𝟏) 

 Birth Gender Problem 

𝑡1 1970 male cold 

𝑡2 1970 male obesity 

𝑡3 1970 male diabetes 

𝑡4 1981 male diabetes 

𝑡5 1981 female obesity 

𝑡6 1982 female diabetes 

𝑡7 1982 female cold 

 
TABLE 5 ANONYMIZED MEDICAL RECORD (𝒌 = 𝟐) 

 Birth Gender Problem 

𝑡1 1970 male cold 

𝑡2 1970 male obesity 

𝑡3 1970 male diabetes 

𝑡4 1981 human diabetes 

𝑡5 1981 human obesity 

𝑡6 1982 female diabetes 

𝑡7 1982 female cold 

 
TABLE 6 ANONYMIZED MEDICAL RECORD (1) (𝒌 = 𝟑) 

 Birth Gender Problem 

𝑡1 19* male cold 

𝑡2 19* male obesity 

𝑡3 19* male diabetes 

𝑡4 19* male diabetes 

𝑡5 198* female obesity 

𝑡6 198* female diabetes 

𝑡7 198* female cold 

 
TABLE 7 ANONYMIZED MEDICAL RECORD (2) (𝒌 = 𝟑) 

 Birth Gender Problem 

𝑡1 1970 male cold 

𝑡2 1970 male obesity 

𝑡3 1970 male diabetes 

𝑡4 198* human diabetes 

𝑡5 198* human obesity 

𝑡6 198* human diabetes 

𝑡7 198* human cold 

 

tuple groups that have the same quasi-identifier values are 
termed “q*-block.” 

The definition of 𝑘-anonymity is as follows: “In each q*-
block in the data table, at least 𝑘 tuples are included.” 

TABLE 1 represents an example of a medical records data 
table. In this table, the sensitive attribute is “Problem” and the 
quasi-identifiers are “Birth,” “Gender,” and “ID.” The data 
consists of a 𝑡1~𝑡3 q*-block, a 𝑡4, 𝑡5 q*-block, and a 𝑡6, 𝑡7 
q*-block. It represents 𝑘 = 2. Even if an attacker attempts to 
ascertain a specific individual’s problem and has already 
obtained the individual’s quasi-identifier, the attacker can 

narrow the results down to only two tuples. TABLE 2 indicates 
that the anonymization results from TABLE 1 are 𝑘 = 3. The 
results displayed in this table demonstrate that anonymization 
methods provide the required privacy protection level, utilizing 
masking or generalization. 

As displayed in these tables, the masking or generalization 
processes prevent an attacker from identifying a specific person. 
There are several algorithms for calculating masking or 
generalization. The most popular algorithm is the heuristic 
searching method, utilizing double-nested loops. 

B. 𝑙-diversity 

𝑙-diversity is a method designed to protect the privacy of 
data [7]. This method considers the diversity of sensitive 
attributes, and it is therefore different from 𝑘-anonymity. 

The definition of 𝑙-diversity is as follows: “In all q*-blocks 
in a data table, there are at least l different sensitive attributes.” 

Researchers designed this method to provide protection from 
the following attacks. 

(i) Homogeneity attack: 

TABLE 3 is additional example of a medical record data 
table. In this case, if an attacker has acquired Alice’s quasi-
identifier, the attacker can read Alice’s problem from this table, 
because no diversity exists for the sensitive attributes in the q*-
block. 

(ii) Background knowledge attack: 

Although the 𝑡4~𝑡7 q*-block in TABLE 3 has a diversity of 
sensitive attributes, if the probability of poor circulation is very 
low for males and an attacker is aware of that, the attacker can 
read Bob’s problem from TABLE 3. 

𝑙 -diversity provides more security than 𝑘 -anonymity for 
preserving privacy. However, the calculation cost of 𝑙-diversity 
is higher than 𝑘-anonymity. 

III. SECONDARY USE INFRASTRUCTURE 

The demand for the secondary use of the data such as 
medical records is increasing, because it may enable the 
estimation of infection routes. However, medical data 
frequently includes sensitive and private information. The 
medical data providers should define the anonymization 
methods and the related privacy protection levels when 
publishing the data. In addition, when the data provider permits 
several methods of anonymization, the consumers of the data 
must select a method that matches their requirements. 
Moreover, consumers of the anonymized data should avoid 
obtaining private data that exceeds their requirements, 
including situations where the data provider permits the lower 
protection level and thus provides the private data. Therefore, 
the anonymization data infrastructure should provide a method 
to define anonymization methods and protection levels that 
fulfill the requirements for both data providers and data 
consumers.  

To meet these requirements, data publishing with 
anonymization is required. However, PPDP utilizing 
anonymization has numerous problems. One of the problems is 
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Fig. 1 Overview of proposed infrastructure 
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Fig. 2 Flowchart of the Implemented Mechanism 
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that no protocols and formats currently exist to enable secure 
data publishing, as described in the introduction. The other is 
loss of anonymity by publishing the same data multiple times. 
TABLE 4 is an example of a medical record data table. TABLE 5 
is an anonymized 𝑘 = 2 data table with data from TABLE 4, and 
TABLE 6 is another anonymized 𝑘 = 3  data table with data 
from TABLE 4. In this case, those who can obtain both the 
anonymized data of 𝑘 = 2 and 𝑘 = 3 can obtain the 𝑘 = 1 data, 
including situations where the data provider did not permit the 
publishing of k = 1  data. This results in leak of privacy 
information. One cause of this problem is that previously 
published data is not referenced in the anonymization process; 

as a result the coherence between the 𝑘 = 2 and 𝑘 = 3 data 
was severed. TABLE 7 is another example of a 𝑘 = 3 data table. 
Utilizing TABLE 7 instead of TABLE 6 avoids the problem 
described above. TABLE 7 was generated by anonymizing 
TABLE 5 instead of anonymizing TABLE 4, to maintain 
coherency in masking and generalization. The proposed 
anonymizing process can prevent further leaks of privacy 
information. 

To address these problems, we proposed a data-publishing 
infrastructure. It manages the previously published data for the 
anonymization without the loss of anonymity, and provides 
safe secondary use and anonymization. For encryption 
technology, it utilizes Public Key Infrastructure (PKI). 
Certificate Authority serves a function as an authorized 
organization for certifying the public key of servers on the 
Internet. For this discussion, the anonymization technology and 
proposed infrastructure can be associated with the encryption 
technology and PKI, respectively. 

A. Design of secondary use infrastructure 

The proposed infrastructure can be divided into four 
organizations as follows. 

(i) Original data storeroom organization (ODS) 

This organization manages data provided by the data folder. 
The data folder is considered the data provider when the data is 
managed by ODS. When providing data to ODS, the data 
folder prepares data for publishing and provides an allowance 
rule by utilizing a specially designed format. This format is 
termed XML-based Anonymization Sheets (XAS). The details 
of XAS are described in the following section. Publishing rule 
descriptions utilize a subset of XAS, termed XML-based 
Anonymization Rules (XAR). The data folder generates data as 
D-XAS and the publishing rules (P-XAR) correspond to the D-
XAS. D-XAS should include the link to the P-XAR. ODS 
should be responsible for maintaining the original data written 
as D-XAS in a secure manner. This data registration process is 
based on the PUT method. 

(ii) Anonymizing rules storeroom organization (ARS) 

This organization manages P-XAR. P-XAR will be openly 
published for users who need to access anonymized data based 
on the original data. P-XARs stored in the ARS can exhibit 
data when it is available for its secondary use. A P-XAR is 
stored by utilizing a PUT method issued by ODS. 

(iii) Data anonymizing and publishing organization (DAP) 

This organization anonymizes the original data (D-XAS) 
based on a publishing rule (P-XAR) and a request rule (R-
XAR). A secondary use data consumer generates an R-XAR 
and provides it to the DAP. An R-XAR contains relevant 
information for D-XASs such as a URL, the requested 
anonymization method, its privacy level and anonymization 
range required to obtain the data for secondary use. The DAP 
receives the header of the requested D-XAS to access the link 
of the R-XAR. This header information does not include data. 
This header information is also described by using an XAR 
termed H-XAR; the DAP verifies its compliance by checking 
with the R-XAR and P-XAR requested from the ARS, 
according to the H-XAR. In this process, a user utilizes a GET 
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method in conjunction with the R-XAR option. If it returns a 
compliance error, the user receives an appropriate error 
message. This message utilizes the HTTP error message 
protocol. If no error occurs, DAP issues a GET message to 
obtain the D-XAS from the ODS, and issues a subsequent GET 
message to receive the published XAS (P-XAS) from the PDS. 
The PDS is described in the following paragraph (iv). The 
DAP generates P-XASs as anonymized data, and the response 
from the R-XAR of the user. The user receives the anonymized 
data resulting from the GET method. Finally, the DAP stores 
the generated P-XAS issues by utilizing the PUSH method. 
This P-XAS is utilized to prevent further privacy leaks. 

 (iv) Published data storeroom organization (PDS) 

This organization manages data previously published by the 
DAP as P-XASs. It may store all anonymized data generated 
by the DAP. However, to optimize data storage capacity, it is 
sufficient for the PDS to store only one P-XAS as anonymized 
data for each D-XAS, according to the one-direction 
anonymization policy. When generating P-XASs from D-XASs 
according to the requested R-XAR, it is sufficient to generate 
P-XASs according to the R-XAR, and store the P-XAS to the 
PDS. However, when generating another P-XAS from the 
same D-XAS according to another R-XAR, the DAP should 
obtain all P-XASs related to the D-XAS from the PDS. The 
DAP should consider all of these P-XASs when generating 
new P-XASs to observe P-XARs. Therefore, we propose one-
directional anonymization to avoid this process. The process is 
as follows. 

(i) The DAP generates P-XASs according to P-XARs, 
instead of R-XARs, and stores it in the PDS. Therefore, the 
PDS stores the anonymized data, and it is anonymized 
according to the declared level in P-XAR. This P-XAS is not 
sent to the users if the requested level in the R-XAR is higher 
than the level in the P-XAR; this indicates the 𝑘value is larger 
than that of the P-XAR in 𝑘-anonymity. 

(ii) DAP generates P-XASs according to the R-XARs. In 
this generation, the DAP only uses the first P-XAS generated 
from the P-XAR. DAP generalizes new P-XASs by adding 
“wild cards” as masking from the initial P-XAS. The DAP 
does not remove any of the “wild cards” provided as masking 
in the first P-XAS. Therefore, a one-directional anonymizing 
process should be considered. 

(iii) The DAP can generate any type of P-XAS that satisfies 
both the R-XAR and the P-XAR by following the process 
described in (i) and (ii). In a scenario where 𝑘-anonymity and 
𝑙-diversity are mixed, it is sufficient to generate a P-XAS that 
has a lower anonymization level than 𝑘 -anonymity and 𝑙 -
diversity. For example, assume that 3-anonymity and 3-
diversity are permitted in P-XARs, and 4-diversity is requested 
by R-XAR. In this case, DAP generates the initial P-XAR by 
utilizing 3-anonymity. The DAP can generate any type of P-
XAR by utilizing the initial P-XAR, according to the one-
directional anonymizing process. 

To enable the data transfer between these organizations, 
data providers and data consumers will utilize SSL and PKI if 
they transfer the data over the Internet. In the following 
discussions, four organizations are exhibited in order to clarify 
each role. It is possible to merge some of them into a single 
organization. 

Fig. 1 represents proposed organizational structure and data 
connections between the organizations. 

IV. XML-BASED ANONYMIZE SHEETS (XAS) 

We propose XML-based Anonymization Sheets (XAS) as a 
format to define the rules and data descriptions. To distinguish 
the rules from the data, XML-based Anonymization Rules 
(XAR) are also proposed as a subset of XAS. XAS and XAR 
differ because XAR does not contain data as contents. All 
transactions in the proposed infrastructure utilize the XAS and 
its subset, XAR. XAS is designed according to Extensible 
Markup Language (XML). Fig. 3 lists an example of D-XAS. It 
includes the information to enable anonymization, including 
combinations of the sensitive attribute names and quasi-
identifiers, permitted anonymization methods and levels, and 
data attributes such as created date, updated date and history, 
ownership, copyrights, comments, and others. Fig. 4 lists an 
example of a P-XAR. It does not contain raw data; it only 
declares the required anonymization methods and levels. To 
enable masking or generalization processes, it can define the 
delimiter for distinguishing data sections. In this example, 
“BirthDay” is split utilizing the ‘-‘ character. During the 
anonymizing process, the character is used to define the 
generalization boundary. If the data employs a general and 
standardized format, for example, BirthDay should be 
separated by ‘-,‘ it can generalize the data entry by referring to 
the default rule. As an additional feature, the data provider may 

  1 <?xml version="1.0" encoding="utf-8"?> 
  2 <?xml-anonymize type="text/xas" href="p-xar.xas"?> 

  3 <list> 

  4  <rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
xmlns:v="http://www.w3.org/2006/vcard/ns#"> 

  5   <v:Kind rdf:about = "http://foo.com/me/hogehoge" > 

  6    <v:fn>Hoge Foo</v:fn> 
  7    <v:bday>1980-01-01</v:bday> 

  8    <v:hasTelephone> 

  9     <rdf:Description> 
10      <rdf:value>+81-45-566-1454</rdf:value> 

11      <rdf:type 

rdf:resource="http://www.w3.org/2006/vcard/ns#Work"/> 
12      <rdf:type 

rdf:resource="http://www.w3.org/2006/vcard/ns#Voice"/> 
13     </rdf:Description> 

14    </v:hasTelephone> 

15    <v:hasAddress> 
16     <rdf:Description> 

17      <v:street-address>123-45 Hoge Village</v:street-address> 

18      <v:locality>FooCity</v:locality> 
19      <v:postal-code>5555</v:postal-code> 

20      <v:country-name>Japan</v:country-name> 

21     </rdf:Description> 
22    </v:hasAddress> 

23   </v:Kind> 

24  </rdf:RDF> 
25  <OfficeScale>100ha</OfficeScale> 

26  <PowerConsumption>10kWh</PowerConsumption> 

27 
28  <rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 

xmlns:v="http://www.w3.org/2006/vcard/ns#"> 

29   <v:Kind rdf:about = "http://foo.com/me/db" > 
 

Fig. 3 D-XAS Example (Extract) 
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publish data samples without data publishing limits to publicize 
the data’s availability. This open information is termed “open 
attribute.” This open attribute can be declared in a data entry. 

The secondary data user can request access to the open 
attributes by utilizing R-XAR. Fig. 5 lists an example of an R-
XAR. If the secondary data consumer requests attributes 
identified as quasi-identifiers, DAP publishes anonymized data 
that contains attributes calculated as quasi-identifiers. The user 
also declares the required anonymization method, privacy 
protection level, sensitive attributes combinations, open 
attributes, and quasi-identifiers utilizing the R-XAR.  

The formats of XAS and its subset XAR utilize the 
Cascading Style Sheets (CSS) format and the Semantic Web 

standard. The XAS can be processed utilizing an XML schema, 
RDL schema, OWL method, and other related tools. 

V. IMPLEMENTATION OF PDS 

We implemented a DAP application to verify its 
performance and feasibility. The DAP is the most complicated 
application, and must be implemented first to enable the 
evaluation of the proposed infrastructure. The implemented 
application can confirm the compliance of P-XARs and R-
XARs as publishing and requesting rules, respectively. The 
DAP application utilizes TinyXML-2 [8] for parsing the XAS. 
P-XARs for the anonymized data were stored in PostgreSQL, a 
prominent database management system. The application can 
anonymize data according to the 𝑘-anonymity and 𝑙-diversity 
anonymization methods. 

Fig. 2 displays a flowchart for the implemented application. 
Initially, it receives original data as a D-XAS, its publishing 
rules as a P-XAR, and its requesting rules as an R-XAR. It 
verifies the format and compliance between the P-XAR and the 
R-XAR. Subsequently, the application receives the requested 
data according to the published P-XAR from PostgreSQL, if 
the data exists. The program then initializes the process of 
anonymization described in Section II. This program also 
emulates the process of one-directional anonymization 
described in Section III. Finally, the program stores the 
anonymized data as P-XAS into the database. 

VI. EVALUATION  

To evaluate the DAP application, we assumed a typical 
application example as follows. We utilized the Web access 
history captured by the designed packet-capturing software 
implemented on our lab’s gateway server. It captures all 

  1 <?xml version="1.0" encoding="utf-8"?> 

  2 <anonymize> 
  3  <head> 

  4   <publishacceptance sensitive="divisional" quasi="divisional" /> 

  5   <firstdatasetposition> 
  6    <list> 

  7     <rdf:RDF /> 

  8    </list> 
  9   </firstdatasetposition> 

10   <sensitive type="k(>=3), l(>=2)"> 

11    <rdf:RDF> 
12     <v:Kind> 

13      <v:hasTelephone> 

14       <rdf:Description> 
15        <rdf:type number="2" /> 

16       </rdf:Description> 

17      </v:hasTelephone> 
18     </v:Kind> 

19    </rdf:RDF> 

20    <PowerConsumption /> 
21   </sensitive> 

22   <sensitive type="k(>=3), l(>=2)"> 

23    <OfficeScale /> 

24   </sensitive> 

25   <group name="addr" type="quasi" level="k(>=3), l(>=3)"/> 

26  </head> 
27  <rdf:RDF> 

28   <v:Kind> 

29    <v:fn note="Full Name" /> 
30    <v:bday note="BirthDay" type="quasi" level="k(>=2)" sprit="-" /> 

31    <v:hasTelephone> 

32     <rdf:Description> 
33      <rdf:value note="TelephoneNumber" type="open" sprit="\s" /> 

34      <rdf:type note="Number Type" attribute="rdf:resource" 

number="2" /> 
35     </rdf:Description> 

36    </v:hasTelephone> 

37    <v:hasAddress> 
38     <rdf:Description note="Addresses"> 

39      <v:street-address group="addr" priority="4" /> 
40      <v:locality group="addr" priority="3" /> 

41      <v:postal-code group="addr" priority="2" /> 

42      <v:country-name group="addr" priority="1" /> 

43     </rdf:Description> 

44    </v:hasAddress> 

45   </v:Kind> 
46  </rdf:RDF> 

47  <OfficeScale note="OfficeScale" /> 

48  <PowerConsumption type="open" note="PowerConsumption" /> 
49 </anonymize> 

 
Fig. 4 P-XAR Example 

  1 <?xml version="1.0" encoding="utf-8"?> 

  2 <anonymize type="k(3)"> 
  3  <head> 

  4   <sensitive> 

  5    <rdf:RDF> 
  6     <v:Kind> 

  7      <v:hasTelephone> 

  8       <rdf:Description> 
  9        <rdf:type number="2" /> 

10       </rdf:Description> 

11      </v:hasTelephone> 
12     </v:Kind> 

13    </rdf:RDF> 

14    <PowerConsumption /> 
15   </sensitive> 

16   <group name="addr" type="quasi" /> 

17  </head> 
18  <rdf:RDF> 

19   <v:Kind> 

20    <v:bday /> 
21    <v:hasTelephone> 

22     <rdf:Description> 

23      <rdf:value note="TelephoneNumber" type="quasi" /> 
24     </rdf:Description> 

25    </v:hasTelephone> 

26   </v:Kind> 
27  </rdf:RDF> 

28  <PowerConsumption note="PowerConsumption" /> 

29 </anonymize> 

 
Fig. 5 R-XAR Example 
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Fig. 6 Throughput of the Implemented Program (1) 

 

 
Fig. 7 Throughput of Implement Program (2) 

 

 

500000

600000

700000

800000

900000

1000000

256 1024 4096 16384 65536

TH
R

O
U

G
H

P
U

T 
[T

P
S]

WINDOW SIZE

k=3 k=4 l=3 l=4

200000

400000

600000

800000

1000000

1200000

256 1024 4096 16384 65536

TH
R

O
U

G
H

P
U

T 
[T

P
S]

WINDOW SIZE

k=5（without consideration） k=5

transactions between the Internet and our intranet. Data 
representing the relationship between the users’ IP addresses 
and the accessed URLs was captured, by referencing the access 
history. Utilizing this information, we can track the users who 
frequently access certain URLs. This sample application should 
manage this captured data as anonymized information. 
Utilizing this information, we can provide new services, such 
as a trend survey of Web accesses, a Web page 
recommendation service, and other useful services. 

The application was implemented in C++, utilizing the 
Debian 7.0 operating system. The host PC includes an Intel 
Xeon X5650 2.67 GHz CPU, and 36 GB of DDR3 Memory. 
Test data included two months of Web page access history. 
The application utilized the first 65,536 instances of all 
captured accesses, comprising 6,294,273 bytes. In this data, the 
sensitive attribute is the domain name of Web sites, and quasi-
identifier is the user’s IP address. 

Fig. 6 displays the relationship between the window size and 
the anonymization throughput of the implemented application. 
In this example, one-direction anonymization was not utilized; 
this increases the application’s potential vulnerability to 
privacy breaches. However, the calculation cost is lower, 
because it calculates 𝑘 -anonymity or 𝑙 -diversity only once 
during the initial anonymizing process. This evaluation 

measured throughput in tuples per second (TPS). Applying a 
window size of 4,000, the program can anonymize 
approximately 600,000 tuples to 800,000 tuples per second. 
This demonstrates the application is capable of processing 
large amounts of data.  

Fig. 7 additionally displays the relationship between window 
size and throughput. This diagram, displays the throughput for 
one-direction anonymization, along with throughput results 
where one-direction anonymization is not considered. Loss of 
anonymity was not observed in cases where one-direction 
anonymization was utilized. However, anonymization 
throughput was reduced by half when one-direction 
anonymization was considered; when one-direction 
anonymization is considered, the program performs the 
anonymization calculation twice. 

VII. CONCLUSION 

We proposed an infrastructure to facilitate the secondary 
use of data. The proposed infrastructure manages 
anonymization and the relevant data. We displayed the 
organizational structure of the proposed anonymization 
infrastructure and data transactions. This infrastructure 
prevents further leaks of private information by utilizing one-
directional anonymization. We also proposed XAS and its 
subset, XAR as a format. A protocol to exchange XAS and 
XAR was also described. The proposed infrastructure will 
facilitate future services related to the secondary use of data. 
To evaluate our proposed solution, we implemented an 
application for DAP. This evaluation demonstrated that the 
proposed application can anonymize from 600,000 to 800,000 
tuples per second, and it exhibits sufficient performance to 
process large amounts of data. 
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Abstract—The activities and progress of genetic
breeding were always related to computing – or rather,
the availability of appropriate computational resources
to the behavior of genetic improvement, because, either
by cross breeding or selection, the data sets involved in
genetic improvement research and development activ-
ities care both in quantity and in quality. The demand
for computing resources in these programs is exten-
sive and intense, because genetic-genomic evaluation
requires greater availability and accuracy of phenotype
data, given the use of assessment models increasingly
sophisticated and, moreover, are added to these aspects
the need to interpret and understand the phenotype
databases from a logical and efficient structure for data
storage and information retrieval. This paper presents
a low-cost solution to implement a storage system for
huge data mass.

Index Terms—Scientific computing environment,
storage system, utility computing, phenotype data,
genetic improvement

I. Introduction

Historically, the works and progress of genetic improve-
ment were always related to computing – or rather, the
availability of appropriated computational resources to
the behavior of genetic improvement [1]. This fact is
due to the nature of research activities, because either
by cross breeding or selection, the data sets involved in
genetic improvement research and development activities
care both in quantity and in quality of these.

Addition to the traditional approach of the breeding
programs, currently works with genomic selection are
being developed, complementing the work already devel-
oped and allowing investigation of the genetic potential
of individuals before they can express their phenotypic
characteristics.

Over again, the demand for computational resources
is extensive and intense, because genetic-genomic evalu-
ations require greater availability and accuracy of pheno-
type data, given the use of assessment models increasingly
sophisticated.

Add up to these aspects the need to interpret and under-
stand the phenotype databases from a logical and effective
structure for data storage and information retrieval.

Initiatives for data storage in genetic breeding programs
are not unknown. Among others, the National Dairy
Cattle Research Center (Embrapa Dairy Cattle) of the
Brazilian Agricultural Research Corporation (Embrapa)
has worked successfully. For example, computing systems
were developed for the creation and implementation of
the National Animal Science Archive of Dairy Cattle
(Arquivo Zootécnico Nacional de Gado de Leite – AZN-
GL) estabilished by the Ministry of Agriculture of Brazil
through Ordinance #33 on February 10, 1987 [2] .

Now, this work shows a free-software based storage
solution to phenotype data warehousing currently being
implemented to the Embrapa Dairy Cattle’s genetic im-
provement programs.

II. Data science approach

The computer science and the information systems,
utilized as tools by science, changed the agriculture and
livestock fields the same way as they did with many other
fields of science.

Therefore, considering the exponentially increasing
amount and the high complexity of scientific data that are
being generated and which need to be efficiently processed,
new computational resources are required for effective
treatment of this entire data volume, so they can be
transformed into knowledge, enabling the adhibition and
allowing or enhacing technological advances in order to
promote the upgrading of the productive sectors.

The use of mathematical and computational models
as a research tool not only makes the interpretation of
the handled easily content, but also of complex data sets
currently generated, whose characteristics include, inter
alia [3]:

• large data volume, which data sets of terabytes mag-
nitude are becoming usual;
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• high dimensionality, when working with hundreds or
thousands of attributes to be studied;

• heterogeneity, since unlike traditional methods of
analysis, computational models are suitable for dif-
ferent data types, discrete and uncategorized;

• multiple physical location of data sets, since it is com-
mon these databases are distributed and/or dispersed
in different repositories.

III. Motivation and earlier programs

A pioneering initiative to capture phenotype primary
data was the development of PROLEITE – a computer
software for which three versions were developed [4], [5],
[6] – and its use was discontinued in the 90s, partially
motivated by the fact that its biggest users, the breed-
ers’ associations, began to develop their own applications
and/or get them from third-party. These new software
could meet their needs and also fulfill the requirement to
meet the demand for inclusion of phenotype data in AZN-
GL.

The AZN-GL has increased its data volume by 40% per
year (Figure 11), at least, and has established itself as a
source of data from numerous studies – coinciding with
the first studies in Brazil using genetic evaluation software
which have implemented the Animal Model.

Fig. 1. The AZN-GL growth in the early years of the bovine datasets
of the breeds Nelore (NEL), Guzera (GUZ), Gyr (GIR), Brown Suiss
(SUI), Jersey (JER), Holstein (HOL) and crossbreed (MES) [7].

In the second half of the 90s, beginning a new venture,
the work on the AZN-GL and the PROLEITE became
joint projects between the Embrapa Dairy Cattle and the
Embrapa Agricultural Informatics [8], [9]. Subsequently,
the initiative of the PROLEITE, with new dimensions, was
resumed by these research centers [10].

However, the main issue for the maintenance and exis-
tence of the AZN-GL was not getting the primary data,
but the strategies and methods for the structure and
database processing. These strategies and methods should
allow the database usage for genetic evaluations implemen-
tation – among other analyzes and other research projects
investigations.

1Nelore, Guzera and Gyr there are Zebu subspecies.

Thus, as another action strategy for the deployment of
AZN-GL and genetic evaluations running, a computer sys-
tem, named Crivo [11], with automatic or semiautomatic
methods was developed. These methods were defined in
protocols for inclusion, verification, modification, query
and retrieval of data.

The methods and strategies deployed in the Crivo
proved to be fundamental for all data manipulation of the
AZN-GL and, moreover, allowed that their databases were
reliable, undamaged and available to be used in several
works of the animal breeding research team of Embrapa
Dairy Cattle.

Many studies could only be made through the data
provided by the AZN-GL. Some of these works are the
earliest texts in this field in Brazil, and showed up, e.g.,
different evaluation models, including the first evaluations
with the Animal Model in the country, new studies of
reproductive and productive efficiency, the estimation of
new parameters for breeds and specific conditions into
Brazil, or even the first adjustment factors for lactations
also for milk production specific characteristics in the
country.

Genetic evaluations using the Animal Model are exam-
ples of the importance and necessity of adequate com-
puting resources to process phenotype data. This model,
though known since the 60s, became to be used in the late
80s due to the lack of sufficient resources. In Brazil, the
Animal Model became to be used in the following decade.

Particularly, new computational resources to perform
genetic evaluations using the new Animal Model were
required to meet their data preparing needs, and so were
added to Crivo new methods that allowed the generation
of these files using the new evaluation models template.

It should be emphasized that, at that time, the avail-
able computational resources in Brazil were poor – when
compared to those used in United States, Canada and
European countries that allowed the data processing with
some ”facility”.

In order to, at that time, was necessary to implement
non-trivial algorithms that could allow the manipulation
of data masses using low computing resources. For exam-
ple, algorithms for partial and topological sort had been
implemented to reduce the memory use, disk access, and
thus the runtime.

Algorithms with such implementations were unknown
for this purpose – in the case of large data sets – and
for small sized hardware. As an example, the development
and implementation of such algorithms allowed the work
completion conducted by Silva [12] and Houri Neto [13].

The computational activities for Houri Neto’s [13] thesis
were particularly challenging once datasets with a huge
number of entries, up to that time, had not been collected
for a single breed in Brazil. In their origin – outside of
Brazil – these data sets were hosted in large sized com-
puter equipment, named mainframes, and manipulated by
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database managers systems (DBMS) commercially estab-
lished in the market, which was not true in Brazil.

For these reasons, in the past or at the present, the
implementation of efficient computational methods that
are capable of dealing with this massive amount of data
and allow analyze them reliably is characterized as one of
the challenges in breeding genetics programs.

IV. Infrastructure for massive storage
datasets

Cloud computing is a new business model of IT, but
also a new way of computing resources organization where
can be made available software, platform, infrastructure,
storage area, inter alia. Moreover, it can also provide the
desktop computer itself to the end-user. That is, create
and provide the desktop resources to users and clients from
easy access procedures.

Both technical and operational aspects of cloud com-
puting are based on utility computing, which in turn is
structured by a subset of the distributed systems and
operating systems concepts and tools, e.g., distribution
transparency and virtualization [14], [15].

Storage systems are excellent solutions for scientific
computing environments, which usually, the nature of the
activity hinders to predict the data volume to be treated.
Furthermore, storage systems are expensive solutions and
might require changes in the computing environment.

The solution presented was developed using four CPUs
with Linux operating system, creating a disk array with
capacity of over 4 TB of raw space. To implement the disk
array was used MHDDFS [16] and NFS [17] applications,
available for Linux and other operating systems. The NFS
layer provides the communication among the hard disks
over the network and the MHDDFS layer allows the union
of several mount points in a single space, assembling the
disk array.

Integrated to the storage system was implemented a
backup system that copies the whole storage contents, four
times a day, in external hard drives with network access.
The backup system also had 4 TB of workspace, and it was
implemented with native Linux tools – such as CRON and
RSYNC – it also has its operation without the intervention
or even the user’s knowledge.

This storage system was implemented with free software
and low-cost hardware, but, despite this, the logical orga-
nization and the working structure of the cloud computing
allows scalability and security in storage to scientific com-
puting environments and computing on huge databases in
general.

Currently, this storage system has been upgraded. It
has been improved in the backup mechanism and storage
capacity. The storage system area was increased in about
65% and the backup area hard disks was quadruplicate.
Respectively, were about 6.5 TB and 16 TB.

Another feature that should be modified is the access
way for users, long as new interface and access mechanism
will be developed.

V. Conclusions

The efficient and appropriate phenotypic data storage
always were problems for genetic improvement programs.
Research groups around the world need and are looking
for a solution for this issue.

The solution is not restricted to a computational in-
frastructure for storage resources but begins from this.
From an infrastructure point of view this paper presents
a low-cost solution using free software and/or open source
resources that can be implemented even in obsolete or un-
sophisticated hardware if necessary. In addition, as a con-
cept of cloud computing and distributed systems, provides
storage as a service (StaaS), implementing transparency of
access, location, migration, replication, and concurrence.

Possibly, its biggest disadvantage is not to assure a
great throughput for data access. Because it does not
use an independent or own network structure as many
commercial storage systems. However, there are network
architectures that can reduce this problem.

The atributes and features offered by this solution can
fully meet the needs of massive data storage in genetic
breeding programs. Among these, stand out from ad-
vantages the ease of implementation, configuration and
scalability.
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à Agropecuária e Agroindústria, 1999. [Online]. Available:
http://www.agrosoft.org.br/trabalhos/ag99/artigo07.htm

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

74 Int'l Conf. Internet Computing and Big Data |  ICOMP'14  |



[8] S. R. de Medeiros Oliveira, C. da Costa Carrer, W. Arbex,
and J. Valente, “Sistema de análise e acompanhamento de
produção de rebanhos leiteiros,” in Anais..., XXXIV Reunião
da Sociedade Brasileira de Zootecnia. Juiz de Fora: Sociedade
Brasileira de Zootecnia, Ago. 1997, pp. 338–339.

[9] S. R. de Medeiros Oliveira, M. Pedroso Júnior, W. Arbex,
and C. da Costa Carrer, “PROLEITE: sistema de análise e
acompanhamento de rebanhos leiteiros,” in Anais..., Agrosoft
97 – I Congresso da Sociedade Brasileira de Informática
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Abstract—A demand response services as smart grid 

application produces and requires large amount of information 

about electric power consumption. This data can be regarded as 

big data and is needed to be anonymized for preserving privacy 

and reducing the amount. Electric power consumption data must 

be used carefully because it contains private information. The 

proposed method can convert data to existence probabilities by 

considering anonymity. In addition, the proposed method can 

anonymize data according to a required degree of anonymity. An 

evaluation of demand response services using data anonymized 

by the proposed method was performed, and the results show 

that the error rate of the demand and supply balance was smaller 

than the required level. 

Keywords—Anonymization method, Demand response, Privacy 
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I.  INTRODUCTION 

Recently, owing to the evolution of cloud services, 
discussion of secondary uses of data has attracted attention, 
especially for big data. However, preserving privacy is a 
significant problem. As a solution, an anonymizing technique 
has been proposed, and the application of this technique to real-
world situations has begun. However, for some useful and 
urgent services, the proposed anonymizing methods do not 
meet requirements. As a typical application of such services, 
we have focused on demand response services in a smart grid. 

In the area of smart grids, the introduction of a smart meter 
has been considered and achieved around the world. A smart 
meter is a new electric power meter, and it is one of the 
components of home energy management systems (HEMS) 
[1],[2]. HEMS manage the energy use of a home to achieve a 
balance between energy saving and a comfortable lifestyle. 
Smart meters have a communication function to transmit the 
electric power consumption of a household at regular intervals. 
The primary use of smart meters is for fare correction. In this 
case, power consumption data should be collected without loss 
of data. This means that private information is included in the 
data. 

Demand response (DR) is a typical application of the 
secondary use of electric power consumption data measured by 
a smart meter. DR can achieve peak-cut and peak-shift of 
electricity use by changing the price of electricity or by 
providing incentives to encourage customers to change their 
normal consumption pattern when demand for electric power is 

high. Variable pricing may encourage consumers to reduce 
electricity consumption and will provide opportunity to think 
more about how and when we use electricity. Electric 
companies or aggregators create DR messages to households 
according to their current electric power demand. An operation 
test conducted in the United States demonstrated electric power 
demand reduction of 10–20% [3]. DR can be achieved using 
electric power consumption data transmitted from residential 
smart meters. 

As an example of DR, electric power consumption will be 
used widely for secondary use due to its flexibility in 
applications. The Japanese government has prepared a grant 
that will introduce more than 10,000 HEMS to a limited city 
area to encourage secondary use of electric power consumption 
data and exploit the DR services to facilitate the dissemination 
of HEMS. The cost of introducing HEMS is comparatively 
higher than the reduction cost of electricity by itself, which 
makes it difficult to introduce HEMS widely in Japan. 

DR services use a smart meter, which is an electric power 
meter with a communication function to transmit the electric 
power consumption of a household to a datacenter. This power 
consumption data can be used to develop and exploit new 
services. Recently, secondary use of such data has been 
considered for such services. DR services are not only for 
electric companies that collect raw data from smart meters. For 
other companies, collecting private information with such 
meters is prohibited. To avoid disclosing private information, it 
is sufficient for such companies to use generalized or 
anonymized data if the quality of their services can be 
guaranteed. 

By analyzing household electric power consumption data, 
companies can provide useful new services. For example, 
security companies may provide a service that alerts by e-mail 
when there is no consumption or when consumption is higher 
than usual when residents are not present at home. In addition, 
cleaning service of heating, ventilation, and air conditioning 
appliances can be provided. Such a service can use the air 
conditioning electric power consumption data to determine 
clogged filters. Eco-point services, such as discount coupons 
for various services, can use the data to determine incentives 
for households that avoid peak use of electricity. Various 
service providers, such as food service outlets, can also 
cooperate and share data with electric power companies. 
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However, it is possible to know what kinds of home 
appliances are used in a house. Moreover, the family 
configuration and estimation of income could be analyzed from 
such data [4]. In a smart grid and clean power conference in 
Britain, an executive of Siemens Energy said “We, Siemens, 
have the technology to record energy consumption every 
minute, second, microsecond, more or less live. From that, we 
can infer how many people are in the house, what they do, 
whether they’re upstairs, downstairs, do you have a dog, when 
do you habitually get up, when did you get up this morning, 
when do you have a shower: masses of private data.” [5]. If 
such information is revealed, it may become a threat; e.g., a 
thief may enter a house when the residents are regularly absent. 

Thus, electric power consumption data must be treated with 
significant care. In this paper, we propose an anonymizing 
method for electric power consumption data that preserves 
personal information. The proposed method converts data to 
distribution data by considering anonymity. 

The remainder of this paper is organized as follows. We 
explain k-anonymization and an existing method for k-
anonymization in Section 2. The proposed method is discussed 
in Section 3, and our evaluation simulation model is described 
in Section 4. Section 5 presents a hierarchical structure used to 
treat HEMS data. We present evaluations of the experimental 
results in Section 6 and finally conclude the paper in Section 7. 

 

II. 𝑘-ANONYMIZATION 

𝑘-anonymity [6][7] is a generalization method. To discuss 
𝑘-anonymity, some terms are defined below. 

(i) Data table 

In this paper, a table-style data expression, such as a 
database system, is referred to as a “data table.” A column in a 
data table is an “attribute.” Address, birth, and gender are 
examples of attributes. One group of data that corresponds to a 
person or group of people is called a “data set,” and one data 
set is a “tuple.” 

(ii) Attribute 

An attribute that can identify a corresponding person, such 
as name and unique ID, is called an “identifier.” Attributes that 
cannot be specified on their own, but are identifiable by 
combining other attributes (e.g., illness, birth, and gender), are 
referred to as a “quasi-identifier.” 

(iii) Sensitive attribute 

With the exception of the identifier, an important attribute 
for secondary use is called the “sensitive attribute.” This 
attribute is excluded from masking or generalization by 
anonymization. Moreover, tuple groups that have the same 
quasi-identifier values are called “q*-block.” 

The definition of 𝑘 -anonymity is as follows. “Each q*-
block in the data table must include at least 𝑘 tuples.” 

𝑘 -anonymity is a privacy protecting model [6][7] that 
ensures each record of a table is identical to at least 𝑘 − 1 other 
records. For example, we examine two data tables. Table 1 

gives patient records. The attributes in this data table are 
Zipcode, Birthday, Gender, and Disease. Table 2 gives a 2-
anonymity (k = 2) version of Table 1. In this table, the sensitive 
attribute is “Disease”, and quasi-identifiers are “Zipcode”, 
“Birth” and “Gender”. The data consist of a q*-block from 𝑡1 
to 𝑡3  and a q*-block of 𝑡4  and 𝑡5 . This transformation is 
achieved by generalizing the quasi-identifiers. A quasi-
identifier is a subset of attributes that can uniquely identify 
most tuples in a table. 

Even if an attacker wants to know a specific person’s 
problem and already knows the quasi-identifier of the person, 
the attacker only can narrow down data to two tuples. As 
shown in these tables, the masking or generalization process 
prevents an attacker from identifying a specific person. There 
are several algorithms for calculating masking or generalization. 
The most popular algorithm is the heuristic searching method 
using double nested loops. 

The 𝑘 -anonymization approach can be viewed as a 
clustering problem. A requirement of 𝑘 -anonymity can be 
transformed into a clustering problem so that each cluster 
contains at least 𝑘  records. To solve this problem, Byun 
proposed the 𝑘 -member clustering algorithm for 𝑘 -
anonymization [8]. First, this algorithm randomly selects a 
record 𝑟 as the seed to generate a cluster and adds records to 
the cluster so that information loss is minimized. Information 
loss is generally defined as follows. 

Let R be a data set and 𝑟𝑖 be the 𝑖th individual record. Let 
𝑒 = {𝑟1, … , 𝑟𝑘} be a cluster where the quasi-identifier consists 
of numeric attributes 𝑁1, … , 𝑁𝑚  and categorical 

attributes 𝐶1, … 𝐶𝑛. Let 𝒯𝐶 𝑖
 be a taxonomy tree defined for the 

domain of categorical attribute 𝐶𝑖. Let 𝑀𝑖𝑛𝑁𝑖
 and 𝑀𝑎𝑥𝑁𝑖

 be the 

minimum and maximum value in 𝑒 with respect to attribute 𝑁𝑖, 

respectively. Let ∪𝐶𝑖
 be the union set of values in 𝑒  with 

respect to attribute 𝐶𝑖 . Then, the amount of information loss 
incurred by generalizing 𝑒 , denoted 𝐼𝐿(𝑒) , is defined as 
follows: 

𝐼𝐿(𝑒) = |𝑒| (∑
(𝑀𝑎𝑥𝑁𝑖

−𝑀𝑖𝑛𝑁𝑖
)

|𝑁𝑖|𝑖=1,…𝑚 + ∑
𝐻(Λ(∪𝐶𝑗

))

𝐻(Γj)
𝑗=1,…,𝑛 ), 

Table 1: Patient records 

𝐼𝐷 Zipcode Birthday Gender Disease 

𝑡1 0123 1991.10.29 Female Cancer 
𝑡2 0124 1991.6.15 Female Cold 

𝑡3 0234 1991.10.24 Male Flu 

𝑡4 1110 2004.8.12 Male Cold 

𝑡5 1111 2004.6.17 Male Flu 

 

Table 2: Anonymized records (𝑘 = 2) 

𝐼𝐷 Zipcode Birthday Gender Disease 

𝑡1 0*** 1991 Person Cancer 
𝑡2 0*** 1991 Person Cold 

𝑡3 0*** 1991 Person Flu 

𝑡4 111* 2004 Male Cold 

𝑡5 111* 2004 Male Flu 
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where |𝑒| is the number of records in 𝑒, |𝑁| represents the 

size of the numeric domain N, Λ(∪𝐶𝑗
) is the sub-tree rooted at 

the lowest common ancestor of every value in ∪𝐶𝑗
, and 𝐻(𝒯) 

is the highest level of the taxonomy tree 𝒯. 

Once the number of the records in the cluster reaches 𝑘, 
this algorithm selects the furthest record from record 𝑟 as the 
new seed and repeats the process to generate the next cluster. 
When there are fewer than 𝑘  records that are not registered 
with any clusters, these records are registered with existing 
clusters to minimize total information loss. After clustering, 
these records are generalized in each cluster so that the data 
table satisfies 𝑘-anonymity. 

𝑘-anonymity is used to protect privacy data. Electric power 
consumption data is time-series data. However, an individual 
can be identified by comparing multiple tables issued 
continuously even though anonymity is maintained in one table. 
Therefore, for anonymizing electric power consumption data, 
𝑘-anonymity is insufficient for preserving individual data. The 
format of anonymized data is a graph because electric 
consumption data is originally issued as a graph. If we can 
obtain anonymized data in a graph, we can use data to create 
DR messages. 

III. PROPOSED METHOD 

Here, we propose a new anonymizing method for electric 
power consumption data. This method anonymizes data using 
the following steps. 

1) k-member clustering 

2) Convert to existence probability 

3) Convolution 

 
Each step is performed as follows: 

 

1) k-member clustering 
First, the proposed method generates clusters using 𝑘 -

member clustering [8]. If the attributes of records are in a finite 
numeric domain and the number of the attributes is one, the 
result of 𝑘-member clustering can be described, as illustrated in 
Figure 1. After 𝑘-member clustering, we extract the average 
and width of each cluster. These data are used in the next step, 
and the other data are deleted to protect privacy. The results of 

this step are shown in Table 3. 𝑀𝑎𝑥𝑖  and 𝑀𝑖𝑛𝑖  represent the 
maximum and minimum values of the cluster 𝑖, respectively. 𝜇𝑖 
is the average of cluster 𝑖, and 𝑊𝑖𝑑𝑡ℎ𝑖  is width of cluster 𝑖.  

 

2) Convert to existence probability 
The proposed method creates existence probability from the 

average and width of each cluster. We use a Gaussian 
distribution function to create existence probability. We define 
existence probability as follows: 

𝑓𝑖(𝑥) =
1

√2𝜋𝜎𝑖
2

exp {−
(𝑥 − 𝜇𝑖)

2

2𝜎𝑖
2  } 

 

𝜎𝑖 = 𝛼 ∙ 𝑊𝑖𝑑𝑡ℎ𝑖 = 𝛼(𝑀𝑎𝑥𝑖 − 𝑀𝑖𝑛𝑖) 

The existence probability created using the data of cluster 𝑖 
is defined as 𝑓𝑖 , and 𝜎𝑖  is calculated using 𝑊𝑖𝑑𝑡ℎ𝑖 . 𝛼  is a 
variable that we set as per a target error value. As 𝛼 increases, 
we can obtain a higher degree of anonymity and vice versa. 𝜎 
represents a dispersion calculated using real data. However, if 
the dispersion value and the average are used to create 
existence probability, real data may be leaked by analyzing the 
dispersion and average. Therefore, we define another 𝜎  by 
using an α value that enlarges the distribution compared with 
the original dispersion. We use these equations and create 
existence probability from all clusters. The integral values of 
the existence probability integral and the Gaussian distribution 
should both be 1. 

For example, we assume two clusters of data with five 
records each. One cluster includes [40,45,50,55,60], and the 

 
Figure 1: k-member clustering results 

 

Table 3: Results of k-member clustering  

Cluster No. 1 2 3 4 

𝑀𝑎𝑥𝑖 10 35 70 100 

𝑀𝑖𝑛𝑖 0 20 50 85 

𝑊𝑖𝑑𝑡ℎ𝑖 10 15 20 15 

𝜇𝑖 5 26.7 60 91.7 

 

Cluster 1 Cluster 2 Cluster 4Cluster 3

20 40 60 80 1000 10 30 70 9050

Average

Real record
 

Figure 2: Existence Probability (Sample 1) 

 

  
Figure 3: Existence Probability (Sample 2) 
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other cluster includes [36,51,53,54,56] . In this case, both 
clusters have an average of 50 and width of 20. Therefore, the 
existence probability of these clusters has the same distribution, 
as shown in Figures 2 and 3. These data have anonymity 
because it is impossible to infer any real data included in each 
cluster. However, it still remains the tendency of the values 
included in the cluster because existing probability is created 
by using average and distribution of each cluster. 

3) Convolution 
After creating the existence probability for all clusters, a 

convolution process is required. The proposed method sums all 
existence probabilities created from each cluster. If cluster 
number is n, the total area of the existence probability is n 
because, as described previously, the Gaussian distribution 
integral value is 1. To adjust total area to 1, we implement 
scale conversion. This conversion is expressed as follows: 

𝐹(𝑥) =
1

𝑛
∑ 𝑓𝑖(𝑥).

𝑛

𝑖=1

 

𝐹(𝑥)  represents the existence probability considering all 
data and is used as the final anonymized data. The results of 
convolution are shown in Figure 4. 

IV. SIMULATION MODEL 

We evaluate the usability of the data anonymized by the 
proposed method when used for DR. In this section, we explain 
the simulation model. 

A. Data model 

To achieve DR, one major solution is to change the price of 
electricity or to provide incentives to encourage customers to 
change their typical consumption pattern when electricity 
demand is high. To determine the desired amount of reduced 
electricity consumption, we had to gather all raw electric power 
consumption data. Using the proposed method, a DR service 
can be provided without obtaining raw data. Here, we use 
home electric consumption data and assume a data model 
similar to that shown in Table 4. By installing smart meters, 
these data are sent to a server and recorded. We assume the 
data transmission interval is 30 min because a supply–demand 

balancing slot of 30 min is employed in Japan. First, the data 
are transmitted to an electric power company or an aggregator. 
The companies that use the data for secondary usage obtain the 
data from the electric power company or the aggregator. 
However, this causes privacy problems. 

Home IDs, such as “home1,” are deleted to avoid 
specifying individuals when we publish a data table. When 
generating clusters, it is possible to reveal a home ID. However, 
this may cause a problem when the cluster is rearranged, and 
an attacker may distinguish an individual home ID by 
determining that the specified home ID has been moved to a 
neighboring cluster. 

B. Demand response model 

 In this simulation, the DR service provider issues DR 
messages to HEMS of all households under the provider to 
reduce electricity consumption when power demand is high. 
We assume that all HEMS accept the DR message and reduce 
electricity consumption automatically after 30 min. 

From historical power data trends, we predict electric 
power demand for the next 30-min interval. To predict this 
demand, we use both the current data and data from the 
previous 30-min interval to generate a linear prediction. When 
the predicted value exceeds a threshold, the system sends a 
reduction message as a DR message. Note that various studies 
give more accurate prediction of demand than a linear 
prediction method. However, the focal point of this simulation 
is to evaluate the utility of the anonymized data; thus, the 
accuracy of the demand forecasting method is not essential. 
Therefore, demand forecasting is performed with linear 
prediction as a basic prediction method. 

 

C. Creating the reduction command message 

Here, the method for creating a DR message is explained. 
We assume the reduction amount for each household differs by 
considering fairness, i.e., the rate of household reduction 
should be higher when the household’s consumption is higher 
than that of other households. 

In this DR simulation, all households are divided into four 
groups as per power consumption. To conduct this clustering, 
the existence probability of power consumption data created 
using the proposed anonymizing method was used. A precise 
threshold value, distributed to all HEMS of the four household 
groups, could be clearly determined if real power consumption 
data is known. However, we can only use obscure anonymized 

Table 4: Data Model 

time home1 home2 home3 home4 home5 

0:00:00 358.5 218 327 181 470 

0:30:00 421.5 209 327 224 368 

1:00:00 403.5 206 323 225 382 

1:30:00 386 201.5 257 222 294 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

22:30:00 953 344.5 365.5 947 523.5 

23:00:00 516 367.5 263.5 621.5 479 

23:30:00 310 324 234 507.5 685 

 

 

 
Figure 4: Convolution 
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data; thus, the threshold values of the DR groups are calculated 
as follows. 

As mentioned previously, the area of existence probability 
is 1. For example, if the total number of homes is 50, the 
responsible ratio of reduction is calculated, as shown in Table 5. 
Each existence probability is used to determine the power 
usage threshold by comparing Ratio in Table 5. A responsible 
Ratio indicates the ratio of the target reduction amount. To 
divide homes into four groups, we determine three threshold 
values, as shown in Figure 5. In this case, the threshold values 
are [530, 390, 250]. The reduction command message is 
created according to this data. 

V. SMART GRID HIERARCHICAL STRUCTURE  

The dissemination of HEMS will drastically increase the 
amount of data available. To seize these data, we propose a 
hierarchical structure [9]. The proposed anonymization 
matches this concept well. In Figure 6, data captured in HEMS 
are transmitted to local nodes. This data includes private 
information from households in the local area. Usually, the 
data is forwarded to the master node because this node is 
generally an Internet backbone router. In this case, the master 
node must be capable of large calculation and must have 
significant memory. If the local nodes have a function to gather 
local data and forward this as anonymized data, the total 
calculation cost and network congestion rate will be reduced 
because the amount of data is reduced at the local nodes. 

This special local node is implemented as a service-oriented 
router [10]. The router achieves DPI and has a key-value store-
based high-throughput database. It provides an API to deliver 
services on the router. Using this router as a local node can 
provide anonymization services within general packet 
forwarding processes. This special router is provided as 
middleware of the Juniper MX480 with JunosV App Engine 
using the Junos SDK Remote API and software model. The 
HEMS data are converted to existence probability by this 
router. The calculation cost is not significant because the 
number of households in the local area is low. 

As an evaluation, the master node must collect the data 
from 𝑛  households. In the matching process, the calculation 
cost can be estimated as 𝑂(𝑛2). If it is separated to 𝑚 local 
areas, the calculation cost at the master node is reduced to 
𝑂((𝑛 𝑚⁄ )2) . The total calculation cost at a local node becomes 
𝑂(𝑛𝑚2). It is clear that 𝑂(𝑛2) >  𝑂((𝑛 𝑚⁄ )2 + 𝑛𝑚2). 

The proposed anonymization method can also reduce the 
total data size. For example, we assume that the amount of 
numeric electric power consumption data in one sample is 8 
bytes every 30 min. Then, the amount of data per 30 min 
becomes 400 Kb when the number of homes is 50,000. On the 
other hand, the proposed method uses two data in each cluster, 
i.e., sampled data and anonymized data. If 5-member clustering 
is used and the number of homes in a cluster is 10,000, the data 
becomes 160 Kb. Thus, the amount of anonymized data can be 
reduced by 40% compared to the original data. 

When we want to get information of all area, service 
provides will access the master node and get anonymized data 
of each area. If we need detail information of each home, the 

service providers will access local nodes and get detail 
information in local area. The service providers can access 
HEMS directly to get plain information by making a special 
contract with the household. When we use hierarchical 
structure as shown in Figure 6, we can achieve memory saving 
and access control. Moreover, efficient services can be 
provided by adjusting the location to get the data according to 
the providing services. 

Table 5: Ratio of each group 

 
Number of 

homes 
Rate 

Responsible 

Rate of 

Reduction (%) 

Group1 13 0.26 10 

Group2 13 0.26 20 

Group3 12 0.24 30 

Group4 12 0.24 40 

Total 50 1.00  
 

 

 

Figure 5: Threshold value for clustering 

 

 

 

 
 

Figure 6: Hierarchical structure in a smart grid 
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VI. EVALUATION 

In this section, the usability of the proposed anonymizing 
method is evaluated. In the simulation, the Perl programming 
language was used to handle electric power consumption data, 
and PostgreSQL was used as a database. These simulations 
were executed using the CentOS 6.2 Linux operating system. 
In this evaluation, real electric power consumption data 
captured from October 2012 to August 2013 was used. This 
data was generated by HEMS installed in a house in Yukigaya, 
Tokyo, Japan. 

A. Anonymized data  

We varied parameters 𝑘 and 𝛼 to generate the anonymized 
data, as shown in Figures 7, 8, and 9. Figure 7 shows the data 
anonymized by the proposed method for k = 2 and α = 0.5. In 
Figures 7, 8, and 9, the dots on the x axis represent real data. 
The original dots of individuals cannot be identified using the 
anonymized data. 

The value of the existence probability is sufficiently large if 
part of the distribution is dense and vice versa. As shown in 
these figures, the anonymized data represent the tendency of 
real data. The results of anonymizing prove that the degree of 
anonymity can be increased when parameters 𝛼 or 𝑘 are larger, 
and this can be confirmed by the extension of distribution. 

The proposed method secures privacy because it guarantees 
𝑘-anonymity, and the number of homes is removed. 

B. Accuracy of demand response 

To evaluate the usability of the data anonymized by the 
proposed method, we conducted a simulation assuming DR. 
The error rate of this simulation is defined by the following 
equation: 

Error (%) =  
∑ |𝑥𝑟𝑒𝑎𝑙,𝑖 − 𝑥𝑎𝑛𝑜𝑛𝑦,𝑖|

𝑛
𝑖=1  

∑ 𝑥𝑟𝑒𝑎𝑙,𝑖
𝑛
𝑖=1

 × 100 

Here, 𝑛 is the number of homes, 𝑥𝑟𝑒𝑎𝑙,𝑖 is the target value of 

home 𝑖 as real data, and 𝑥𝑎𝑛𝑜𝑛𝑦,𝑖 is the target value of home 𝑖 
as data anonymized by proposed method. When all households 
observe the required target value, the limitation of total demand 
was observed. 

Figure 10 shows the accuracy of the reduction message in 
the DR simulation. In this figure, the vertical axis represents 𝑘-
anonymity, and the horizontal axis represents parameter 𝛼 , 
which determines the extent of the existence probability 
distribution. As the values for parameters 𝑘 and 𝛼 increase, the 
demand response error also increases. For example, when 𝑘 is 
2 and 𝛼 is 0.5, error becomes 0.61%. On the other hand, when 
𝑘  is 6 and 𝛼  is 3, error becomes 5.1%. According to the 
Electricity Business Act of Japan, error of balance between 
demand and supply of electric power should be less than 3%. 
Therefore, we set 3% as the target error value in this DR 
simulation. In Figure 10, the dotted line represents an error rate 
of 3%. Therefore, if parameters 𝑘  and 𝛼  are set under the 
dotted line, an error that is less than the target error (3%) can 
be accomplished. Thus, we can anonymize data in 
consideration of usability. 

 
Figure 7:  Anonymized data (𝑘 = 2, α = 0.5) 

 

 
Figure 8:  Anonymized data (𝒌 = 𝟐, 𝛂 = 𝟐. 𝟎) 

 

 
Figure 9:  Anonymized data (𝒌 = 𝟒, 𝛂 = 𝟎. 𝟓) 

 

 
Figure 10: Accuracy of demand response simulation 
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C. Amount of anonymized data 

We calculated the amount of data anonymized by the 
proposed method when the number of homes is 50 and the 
amount of data is 8 bytes. Table 6 shows the calculation results. 
In this table, “Amount of Data” represents the amount of 
anonymized data in a local area per day for 50 homes. 
“Compression Ratio” represents the result of comparing the 
amount of anonymized data with the amount of original data. 
“Compression Ratio is 100%” indicates that the amount of data 
equals the amount of the original data. As shown in Table 6, as 
k increases, the amount of data decreases. In other words, as 
the degree of anonymity increases, the amount of data 
decreases. 

VII. CONCLUSION 

We have proposed a new anonymization method to 
preserve the privacy of electric power consumption data. The 
proposed method converts data to distributed anonymized data 
as per a dispersion parameter and the average of each group 
generated using 𝑘 -member clustering. This 𝑘 -member 
clustering satisfies k-anonymity, and the average and width of 
each cluster are considered to create existence probabilities. 
These existence probabilities of all clusters are summed and 
adjusted; thus, the area of existence probability becomes 1. 

In a DR simulation, the proposed method could observe a 
target error value if anonymized data was generated using 
suitable parameters for 𝑘 and 𝛼. Parameters 𝑘 and α can vary 
the degree of anonymity and accuracy of demand control. We 
demonstrated that a less than 3% error for balancing demand 
and supply of electric power could be achieved when suitable 
values for parameters 𝑘  and α are given. The ranges of 

parameters 𝑘 and 𝛼 that achieve less than 3% error was also 
demonstrated through an evaluation using real HEMS data. 

Secondary use of electric power consumption data is 
promoted because it can provide useful new services. 
Companies can provide services that satisfy resident requests 
for convenience and comfort. 
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Table 6: Relationship between k and compression ratio 

(Number of homes: 50) 

k 
The number 

of clusters 

Amount of 

Data (KB) 

Compression 

Ratio (%) 

2 25 19.2 100 

3 16 12.3 64 

4 12 9.22 48 

5 10 7.68 40 

6 8 6.14 32 

7 7 5.38 28 

8 6 4.61 24 

9 5 3.84 20 

10 5 3.84 20 
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Abstract- The rapid development of XML technology 

improves the WWW, since the XML data has many 

advantages and has become a common technology for 

transferring data cross the internet. Therefore, the 

objective of this research is to investigate and study the 

XML indexing techniques in terms of their structures. The 

main goal of this investigation is to identify the main 

limitations of these techniques and any other open issues. 

Furthermore, this research considers most common XML 

indexing techniques and performs a comparison between 

them. Subsequently, this work makes an argument to find 

out these limitations. To conclude, the main problem of all 

the XML indexing techniques is the trade-off between the 

size and the efficiency of the indexes. So, all the indexes 

become large in order to perform well, and none of them is 

suitable for all users’ requirements. However, each one of 

these techniques has some advantages in somehow.  

Keywords: XML Data; indexing XML data techniques; 

indexing techniques; XML database. 

1 Introduction 
XML has become a common technology for the 
transformation of data across the WWW. It was 
recommended by the World Wide Web Consortium (W3C) 
in 1998, and has become the standard medium for data 
presentation and exchange over the WWW. Indexing plays 
a major role in enhancing XML data queries operation.  
The relational database is a robust and mature technology 
and thus more reliable compared with XML. However, the 
XML data has some advantages compared with the 
relational model, which are the following: 1) the structure 
of an XML document is integrated with the data, whereas 
the structure in a relational model is separate. Thus, it is 
better to use XML as a medium for transforming data on 
the Web; 2) XML data has the advantage of flexibility for 
querying languages, a feature that is not available in SQL; 
3) XML data is flexible for adapting to the development of 
the data structures[1, 2].  

1.1 Research questions: this research considers the 
following questions: 
a) What are the main XML data indexing techniques and 

structures that have been developed and investigated?    
b) What are the key results and findings on the XML 

indexing techniques and structures? 
c) What problems, limitations, and challenges that this 

research area faces? 

1.2 Research aims: Broadly speaking, the main goal 
of this research is to study XML indexing techniques and 
structures in order to ascertain the key advantages and 

disadvantages for each of these techniques. In more detail, 
the following points are the objectives:   
a) Investigate the main indexing techniques and schemes. 
b) Consider some common comparison criteria for these 

indexing techniques.   
c) Compare these techniques and determine the 

limitations.   
d) Identify the issues and open problems of XML indexing 

techniques.   

1.3 Motivations: The motivation of this research is 
basically the significance of XML data for database 
management systems and web technology. Moreover, 
XML database indexing is a major factor in the efficiency 
and reliability of XML data technology.  This indexing is 
also a critical demand nowadays due to the growth of XML 
data usage, XML database size, and the number of users 
during the last decade. Therefore, it is important to 
investigate the performance of XML indexing techniques. 
Thus, this research considers and studies the most popular 
XML indexing techniques in order to find out the 
advantages and limitations for each kind of them [3-5].   

1.4 Paper organization: The remainder of the paper 
is structured as follows: Section 2 discusses the research 
method. The literature review is presented in Section 3. 
Section 4 discusses the results. Section 5 describes the 
discussion and the analysis. Section 6 discusses the 
conclusion, with future work presented in Section 7.  
     

2 Research method 
The research method used is a comparison review with a 
consideration of the research questions, identification of 
research area, selection process, comparison criteria, and 
evaluation. The research discusses these stages in the 
following:  

2.1 Review Plan: the first step is to make a plan for the 
review. This plan considers the method and the process that 
will be applied. The goal of the study is to review the 
studied indexing XML data techniques and answer the 
research questions.  

2.2 Identification of Research: a comprehensive 
and fair search is an important factor to obtain relevant 
materials such as articles and conference papers, and then 
to achieve a good review. The start of this search was to 
identify the search keywords and terms. Different 
keywords were used in order to obtain as many papers and 
other materials as possible. The table 1 shows examples of 
these keywords.  
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TABLE 1: SEARCH KEYWORDS AND TERMS 
XML data Indexing XML 

� XML principles. 
� XML data and database. 
� XML data and semi-structured. 
� XML Database.  
� Query XML. 
� Query optimization.  
� XML applications. 
� XML documents.  

� Indexing XML techniques. 
� XML indexes classification. 
� XML Schemes.  
� XML index structures.  
� Evaluation of XML indexes. 

 

 
All possible keywords and terms of the indexing and XML 
technologies were tried in the search. The Summon 
(Huddersfield University search engine) and Google 
Scholar are the most used search engines for the search. 
The following electronic databases and libraries are the 
most used resources: ACM Digital Library, Google Scholar 
database, Science Direct, Springer Link, and Huddersfield 
University library.     

2.3 Selection process: after each search operation, a 
number of identified articles and papers were ignored since 
they were irrelevant or duplicate titles. To identify which 
articles to select, the selection process went through a 
number of stages as follows: 
1- Check the title to find those related to the review.  
2- Read the abstract in order to find more details about the 
articles and exclude all articles not relevant. After 
conducting this criterion, the number of articles was 
reduced to about 100.  
3- These articles were scanned and considered, as a final 
check and to exclude any not related ones.  

2.4 Quality assessment and classification: the 
identified papers and articles need to be classified into 
categories. There are many kinds of classifications for 
XML indexing techniques, each of which depends on the 
aims and aspects of the study. The next section gives more 
detail about the classification and criteria used in this 
research. With respect to quality, the articles are divided 
into two classes, namely, development and innovation 
studies, and analysis and review studies. The criterion for 
any study being considered as development and innovation 
study is that the article has proposed or developed a new 
contribution; whereas the criterion for the analysis and 
review study is that the article has a survey or a review of 
others.          

2.5 Techniques for classification and review: 
XML indexing techniques can be classified into three 
categories according to the ways and aspects in which they 
are evaluated. First, the indexing techniques are evaluated 
on the basis of the structural relationships in the index. The 
classification of this category is usually divided into three 
classes, as follows: 1) node indexes; 2) path indexes; 3) 
sequence indexes [6, 7]. Second, this classification is based 
on the position or location of the index residence. The 
position can be either in the main memory as a temporary 
index or in the hard disk, called a disk-based index. The 
former has the advantage of fast response as it avoids the 
input and output expenses. However, it has the 
disadvantage that it lacks scalability for large index files.  
Third, in this category, classification is based on the type of 
document that is indexed. There are two classes, namely, 
the index data-centric document, and the index document-
centric XML database [8].  

This research focuses on structural relationships indexes as 
this category is the most relevant to the objectives of the 
research [9, 10]. 

2.6 Common criteria for the evaluation of 

indexing techniques: the ideal method for evaluating 
a XML indexing technique is to compare it with other 
techniques using some of the criteria that are suitable for 
all such techniques. There are a number of common criteria 
that are used to compare indexing techniques. This research 
uses some of them in order to evaluate the three structural 
indexes, namely, node index, graph index and sequence 
index. These criteria were chosen as the most helpful ones 
for users to select the best technique for their requirements. 
The selection is carried out by determining the features that 
these indexes support, for instance: precision, response 
time, and completeness. The following are these used 
criteria:                                                                                                                                
a) Retrieval power: this means the precision and 

completeness of the result, and the type of queries 
supported.  

b) Processing complexity: this step covers a few issues, 
such as the requirement of structural joins – in order to 
improve the performance of a query operation; there is 
a need to minimize the number of joins. Other issues 
include the processing cost, and the need to compute 
the relationships between elements.   

c) Scalability: large indexes involve many input and 
output operations. Thus this increases the query 
processing time.  

d) Update cost: basically, there are two kinds of updates, 
namely, inserting a node and inserting a subtree. The 
nodes in a tree index need to be kept organized in a 
particular way to reflect all kinds of relationships. 
These relationships have to be preserved if a new node 
is inserted into the tree. Thus, the index has to reflect its 
location with respect to these relationships, which 
makes the case more complex, especially if the scheme 
has no spaces for the new node.  

 

3 Literature review 
XML data is considered to be a semi-structured data since 
the schema and the data are mixed in the semi-structured 
data. Thus, this feature provides flexibility for the semi-
structured data. Moreover, XML and semi-structured data 
have more similar features such as simple models, 
flexibility, self-descriptive models, and readable models for 
both humans and computers. The semi-structured data is 
able to represent XML data from other models [1, 11-13]. 

3.1 XML data indexing techniques:  this research 
focuses on the XML indexes of structural relationships as 
this category is the most relevant to the objectives of this 
research. These indexing techniques are evaluated on the 
basis of the structural relationships in the index. The 
classification of this category is usually divided into three 
classes, which are the following: 1) node indexes;  2) path 
indexes;  3) sequence indexes.   
3.1.1 Node indexes: basically, node indexes retain values 
in the XML tree structure. Each value reflects the location 
of a node in the tree. These values are used to find a certain 
node’s parents, child, sibling, ancestor and descendent. 
These values are represented by numbers and used to 
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resolve simple and twig queries. Generally, the most 
commonly used schemes are the interval (also known as 
region) labelling scheme and the prefix (also known as 
path) scheme. Further details about these schemes can be 
found in the following sections  [14-17] [18-21] [22]. 
3.1.1.1 Prefix scheme: this type of scheme generates code 
containing two fragments which are the prefix part and the 
actual-code. The prefix part encodes the previous node 
code. The actual-code encodes the order of the node in the 
tree. There are many examples of this scheme, and the 
most popular one is Dewey labelling. Dewey labelling has 
two parts in each node except in the root node. This code is 
called the Dewey code [23-25]. The code at each node has 
two parts. The first part is an increasing number that 
reflects the location of the node. The second part is the 
Dewey code which is the parent’s code. These parts are 
separated by a dot like this “.”. The root code has only one 
part since it has no parent. Figure 1 shows an example of a 
Dewey labelling scheme [16, 24, 26-28]. 
 

 
Figure 1. Dewey labelling scheme. 

 
A number of researchers [17] developed a dynamic 
labelling method that can be used with Dewey labels with 
identifiers of size 0(log n) where “n” is the size of the 
database. All labelling schemes including Dewey need 0(n) 
bits per label [7]. Different kinds of prefix labels are 
suggested. The following are examples of some of them: 
Duong and Zhang [29] developed Labelling Scheme for 
Dynamic XML Data called (LSDX). In this method the 
numbers and letters are combined. This scheme supports 
the ancestor/descendent relationship and the sibling 
between nodes. Lu and Ling [23] propose a labelling 
scheme that contains two parts. The first part is the group 
ID. The second part is the group prefix. This scheme is 
called GRoup base Prefix (GRP). Both the LSDX and GRP 
schemes are firm and immutable as the label sizes of these 
schemes can reach 0(n) bits per label. The ORDPATH 
labelling scheme was developed by a number of 
researchers [30].   
3.1.1.2 Interval labelling Scheme: this is also known as 
Region-based Encoding. Basically, the idea of this scheme 
is to attach two values to each node – the startID and the 
endID. The startID is used to save the node ID for first 
element or attribute. The endID is used to store the end of 
the attribute. There are some examples of this labelling 
scheme such as the (Beg, End) and (Pre, Post) labelling 
schemes. The (Beg, End) labelling scheme allocates two 
numbers to each node, based on its sequential traversal 
order as follows: the mechanism gives a “Beg” number to 
all elements starting from the root, and each element, 
attribute of an element, value of an attribute, and value of 
an element, according to the sequential location in the 

XML document. When we reach the end of an attribute or 
an attribute value then the allocated value is the “End” 
number [31-33]. 

 
Figure 2. (Beg, End) labelling Scheme [34]. 

  
The scheme (Beg, End) can be used to answer both twig 
query and path query by making use of the relational 
database management system. This can be achieved by 
using “structural joins” [35]. To answer a query, the 
relationships between any couple of nodes in a path in this 
query is investigated individually as the granularity of this 
indexing scheme is determined at the level of each node 
and therefore this provides a precise and complete answer 
for the query. XML queries shred XML documents into 
tables of relational databases with the fixed schema (Label, 
Beg, End, Level, Flag, and Value) [8]. Table 2 represents 
the relational table of shredded XML document of the 
above node tree.  
 
TABLE 2:  A NODE TABLE OF THE XML DATA IN FIGURE 2 [34] 

Label Beg End Level Flag 

(Type) 

Value 

Book 2 6 2 Element Null  
Author  3 5 3 Value Tim  
Paper 7 8 2 Element  Null 

..... ... ... .... ....... ....... 
Paper 14 21 2 Element Null 
Reviewer  15 17 3 Attribute  Ahmad  

  
A number of researchers such as Silberstein et al. and Chen 
et al. [33] have developed dynamic labelling schemes for 
interval indexes. The dynamic labelling schemes allow 
relabeling of the schemes. The interval labelling scheme is 
the most used scheme for fixed encoding. Such examples 
propose leaving spaces between the values in order to add 
new nodes. In case of adding new nodes, there is a need for 
re-numbering or other solution.  
Cohen et al. [7] approved that persistent labelling needs 
0(n) bits per label where n is the size of the tree. The 
interval labels size is used to measure the complexity as 
this size determines the total size of the index. It is 
preferable to keep the used number of bits small as this can 
allow the index to reside in the main memory. 
Li and Moon [18] developed the (Order, Size) labelling 
scheme. Each Order and Size has a certain job. The Order 
one is based on a traversal of pre-order, whereas the Size 
part is an estimation of the number of child or descendent 
nodes for a given node. The advantage of this mechanism 
is that this labeling scheme leaves space for any case of 
adding or inserting nodes in order to avoid relabeling of the 
data-tree as relabeling can cause delay.  
3.1.1.3 Summary: to conclude, both the prefix scheme and 
interval labelling scheme perform well in XML operations. 
The interval labelling scheme is better than the prefix 
scheme in terms of the storage space cost. Thus, some 
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enhancements have been added by reducing the 
comparison costs and other features in interval labelling 
scheme. Nevertheless, this scheme is costly in terms of 
updates [35, 36] [37, 38].  
3.1.2 Graph indexing scheme (Path scheme): this type of 
indexing scheme is also known as a summary index and is 
described as a structural path summary. It is used to 
enhance query efficiency by producing a path summary for 
XML data in order to accelerate the process of query 
evaluation. However, it can also be used to solve twig 
queries, but with the extra cost of multiple joins operations. 
There are a number of graph indexes such as DataGuide 
[39, 40]; Index Fabric [41]; APEX [42]; D(K)-index [43];  
(F+B)K-index [44]; and F&B-index [1, 8]. Graph indexes 
are classified in different categories according to the 
number of criteria [41, 42, 45, 46]. 
Graph indexes have been classified into different types of 
categories on the basis of different criteria. Examples of 
these classifications are the following: Polyzotis and 
Garofalakis classified the graph indexes according to 
exactness [47]. This classification divided the schemes into 
exact schemes such as strong Data Guide, 1-index, disk-
based F&B-index, Index Fabric, and F&B-index, and 
approximate schemes. Examples of approximate schemes 
are A(K)-index, approximate Data Guide, D(K)-index, and 
(F+B)K-index [47].   
There is another category that classifies schemes into two 
classes, namely, path indexes (aka P-index), which are 
suitable for simple path queries such as DataGuide and 1-
Index, and twig indexes (aka T-index), suitable for twig 
queries such as F&B-index [8].     
Another category [34] considers a classification that 
categorizes the graph schemes into determinism and 
bisimilarity. In more detail, in determinism, the paths of the 
tree are considered to be deterministic paths. The other 
category, bisimilarity, has two sub classes – forward and 
backward. According to the determinism and bisimilarity 
classification, for more detail, graph indexes are 
categorized into the following classes:   

3.1.2.1 Deterministic graph indexes: in this index, every 
path is listed once in the summary graph. Each path in a 
summary graph has at least one identical path in the data 
graph. There are some indexing schemes that are 
considered as deterministic graph indexes such as Strong 
DataGuide, Approximate DataGuide, and Index Fabric [39, 
40, 43].     
The Strong DataGuide was proposed by Goldman and 
Widon [39]. Strong DataGuides have the ability to give 
complete and precise results for both simple parent/child 
path queries and ancestor/descent path. Regarding the twig 
queries, Strong DataGuides are complete but not precise 
[44].  
The Approximate DataGuide (ADG) has solved the 
problem of the large size of the Strong Data Guide since 
this scheme shows large size in some cases [40].   
Cooper et al. proposed the Index Fabric in order to solve 
the problem of scalability [41]. The Index Fabric is 
theoretically like the Strong Data Guide as the size might 
enlarge dramatically. Moreover, the Index Fabric is 
complete for both path and twig queries. However, it is 
precise for the path but not for the twig [34].  

3.1.2.2 Non-deterministic graph indexes with 

backward bisimilarity: there are a number of these 
indexing schemes such as: 1-index, A(K) index, and D(K) 
index. These indexes are divided based on backward 
bisimilarity. The 1-index was proposed by Milo and Suciu 
[48] in order to decrease the size of a structural summary. 
The 1-index divides the data nodes of a document into 
similar classes based on their backward bisimilarity. The 1-
index and DataGuide are the same in the case of s simple 
XML data tree.  
Kaushik et al. [44] proposed the A(K)-index mostly to 
solve the size cost. The size of an A(K)-index is small 
compared with Strong DataGuide and 1-index. The A(K)-
index is usually complete but not always precise. 
Chen, Lim, et al. propose the D(K)-index [43] in order to 
select the most appropriate value of “k” which is a big 
problem for the A(K)-index. Thus, the D(K)-index is better 
than the A(K)-index with respect to processing time and 
storage size. Apart from this, the A(K)-index and D(K)-
index are similar schemes in terms of scalability, 
completeness and precision [34].                   
3.1.2.3 Non-deterministic graph index with forward 
and backward bisimilarity: this is the only kind of graph 
index that has the ability to support twig queries: the F&B-
index, (F+B)K-index, and the disk based F&B-index [49] 
[44]. The F&B-index was proposed by Abiteboul et al. [1]. 
It is different from the A(K)-index and D(K)-index as this 
scheme is based on the incoming and outgoing paths’ 
bisimilarity for all nodes. Thus, it is a twig structural index 
scheme. [50] developed the (F+B)k-index. This scheme is 
an improved release of the F&B-index. The (F+B)k-index 
scheme controls the size of the F&B-index by identifying 
the value of the “K” [8].    
The Disk-based F&B-index was proposed by [51]. This 
index scheme has provided additional properties and 
criteria. The Disk-based F&B-index is an integration of 1-
index and F&B-index in a new clustered Disk-based F&B-
index which is then saved on the disk. [34].    
3.1.3 Sequence indexing scheme: this kind of index 
converts both XML documents and queries into structure 
sequences. Sequence indexes put the values and the 
structures of XML data together into an integrated index 
structure. This new structure is used to evaluate both path 
and twig queries efficiently: answering a query, making a 
string sequence that matches the sequence of the data with 
the query. This technique reduces the need for joins to 
evaluate twig query [27]. Basically, the sequence schemes 
are classified into two types according to the importance of 
tree mapping direction, which are as follows: top-down 
sequence indexing schemes, and bottom-up sequence 
indexing schemes.  
Wang, Park, Fan and Yu (2003) proposed the ViST. This 
scheme is based on B+ tree [52]. The ViST (Virtual Suffix 
Tree) is an example of top-down sequence indexes. The 
ViST scheme is based on the B+ tree. In addition, the ViST 
has the disadvantage of weakening the query operations 
due to the large number of nodes being checked. This is 
due to the ViST being used as a top-down sequence. Thus, 
the size of the index becomes very large when dealing with 
large XML documents since the top elements are added 
into the sequence. This is the main disadvantage of the 
ViST scheme. The PRIX (Prufer sequence for indexing 
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XML) is an example of a bottom-up sequence index. This 
indexing technique does a good job in decreasing the query 
processing time. Since the ViST has a problem of 
scalability as mentioned above, Rao and Moon propose the 
PRIX as another method that uses a bottom-up sequence to 
solve the scalability problem with the ViST [53]. 
 Some studies show that these two indexing schemes have 
a weakness in terms of precision, recall, and processing 
complexity [52, 54]. However, the sequence indexing 
techniques have some advantages such as 1) the ability to 
expect the results of the query; 2) using the complete query 
tree as one component in order to avoid the cost of the joint 
operations.  Figure 3 is an example illustrates how this 
indexing technique works.   
 

 
Figure 3: Sequence-based indexing examples 

 
From Figure 3, the XML tree is changed into a sequence as 
follows: T= (A), (S,A), (N,AS), (F1,ASN), (G,AS),  
(F2,ASG), (S,A), (N,AS), (F3,ASN), (G,AS), (F4,ASG). 
Despite the sequence indexing technique having the 
advantage of speeding the query pre-evaluation and getting 
rid of the increase of structural joins, this technique also 
has two disadvantages, namely, 1) the sequence of XML 
produced by one of these technique algorithms has to be 
reconstructed quite often; 2) this technique uses a hashing 
algorithm to encode the textual values, which makes the 
hash list increase very fast, therefore the indexing becomes 
very slow [53, 55-60].   
 

4  Results 
Using the framework that was defined in the Methods 
section, the articles were classified accordingly. Table 3 
shows this classification and the statistics.  
The indexing techniques have been categorized into three 
classes. Node indexes, graph indexes, and sequence 
indexes. The investigation in this research has found the 
following consequences: 
1- To the best of our investigation, there is no single 
indexing technique that is ideal for all users’ requirements. 
Therefore, choosing a suitable indexing technique depends 
on the user’s requirements.   
2- With respect to the retrieval power and processing 
complexity, the node indexing technique is a good one for 
precision of the results.   
3- Regarding scalability, it is clear that most of the 
indexing techniques suffer from this problem. The problem 
that these techniques always face is the trade-off between 
size and efficiency.   
4- Update cost is also a common limitation and all 
investigated techniques have this disadvantage.  
 

TABLE 3: CLASSIFIED ARTICLES 
             indexing 
Articles     techniques 
classifications 

Node 
index 

Graph 
index 

Sequence 
index 

Sum Other 
articles 

Development and 
Innovation 

5 9 7 21  
 

16 Analysis and 
Review 

3 2 2 7 

Sum of each class 8 11 9 28 

 

4.1 Limitations and open issues of the indexing 

techniques: there are number of limitations and open 
issues that will be discussed in the following: 
4.1.1 Limitations: having investigated and studied most 
indexing techniques, there are three key limitations and 
problems. These limitations are given as follows:  
1- Index size: most of the studied indexing techniques 
have a problem of scalability. Some indexing techniques 
are considered to be main memory indexes. Thus, owing to 
the large size of indexes they cannot reside in the main 
memory. Furthermore, other approaches that use disk-
based indexing techniques also have a problem with the 
scalability of the indexes as the processing time is affected 
by the index capacity and its performance.      
2- The cost of computation problem: there is a high cost 
with respect to construction of indexes and the query 
evaluations procedure. Regarding the relational XML 
indexes, the disadvantage is that there is a need for a 
complex computation process in the query evaluation by 
working out the elements’ relationships. The updating of 
indexes: this problem is a common one among XML 
indexing techniques.  

4.1.2 Open issues and challenges: many researches have 
been carried out on the indexes of XML data. However, 
there are still many challenges and open issues that need to 
be considered. Perhaps the key challenge for XML indexes 
is the irregularity of structure and data. XML data is 
considered as semi-structured data. This means that data 
may be not be complete or may be irregular, and the 
structure may change quickly and randomly.  
 

5  Discussion and analysis 
The XML database systems are a relatively new research 
area and not as mature as the DBMS. However, many 
previous studies considered the classifications and 
evaluations of XML indexing and structures. Each of them 
has a different investigation and results, depending on the 
aims and the methodology of the study. Furthermore, XML 
indexing data is a key factor in enhancing the XML query.  
Although heavy research in XML indexing data has been 
carried out, most of these techniques still face a lack of 
efficiency. This research has found there is no single 
technique that is perfect for all types of queries. However, 
each kind of XML indexing technique has some 
advantages in different aspects. Node indexes are the most 
inefficient with regard to structural joins since they need 
joins for both path and twig queries, whereas graph indexes 
need no structural joins to support path queries. But for the 
evaluation of the twig queries, the structural joins are 
required. Regarding the sequence indexes, they are the 
most efficient as they encode the structure within the 
sequence. To summarize, Table 4 shows a summary 

Label Map 

Students A 
PGR S 
Name N 
Group G 
Omar F1 
XDIR F2 
James F3 
SE F4 
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evaluation for the four techniques using the mentioned 
criteria. 
 

 TABLE 4: COMPARISON BETWEEN THE INDEXING 
TECHNIQUES USING THE CRITERIA 

 
No. 

 
Criteria 

Node 
index 

technique 

Graph index 
technique 

Sequence 
index 

technique 

 

1 

Retrieval 

power  

(precision) 

 
Yes 

Yes/no 
( yes for path & 

no for Twig) 

 
No 

 

2 

Processing 

complexity 

No Yes/no 
(join required ) 

Yes 

3 Scalability Yes Yes Yes 
4 Update cost Yes Yes Yes 

 

6  Conclusion 
To conclude, The XML database systems are not as mature 
as the relational database management systems which have 
been studied heavily for decades. The indexing of XML 
data plays a major role in enhancing the performance of 
queries. In addition, since XML has a great deal of 
advantages in terms of data transformation in the WWW, 
this research has investigated and studied the XML 
indexing data techniques and structures. The issue is that, 
to index XML data, it has to represent and reflect the 
structure, so an efficient path can be made. Moreover, the 
main problem for indexing techniques is the trade-off 
between the size and efficiency of the indexes. Therefore, 
all the indexes become large in order to perform well. The 
analysis of this research has been carried out on the basis of 
factors that influence the performance, such as the retrieval 
power, processing complexity, scalability and update cost. 
The initial findings show that no one of all the indexing 
techniques is ideal for all cases and user’s requirements.  
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Abstract—Proactive nutrition management is considered by 

many nutritionists and dieticians as a key factor in reducing and 

controlling cancer, diabetes, and other illnesses related to or 

caused by mismanaged diets. As more and more individuals 

manage their daily activities with smartphones, smartphones 

have the potential to become proactive diet management tools. 

Many grocery products sold worldwide have nutrition labels 

(NLs). Unfortunately, even highly motivated consumers 

sometimes find it difficult to locate or to comprehend them. The 

literature on NL use by consumers contains several 

recommendations to improve retention and comprehension of 

nutrition information: 1) central positions of NLs; 2) nutrients 

sorted by health relevance; 3) explanation of nutrients; 4) 

reduced visual clutter around NLs; 5) increased visual salience 

through contrast and orientation; 6) increased surface size of 

NLs. In this paper, a system is presented that satisfies 

recommendations 1, 3, 4, and 6. The system’s front end is 

implemented as a smartphone application. The smartphone 

application runs on the Google Nexus 4 smartphone with 

Android 4.3 or 4.4. The system’s back end is currently a four 

node Linux cluster used for image recognition and data storage. 

The presented system has broader implications for food policy. 

The position advocated in this paper argues that the current NL 

design on product packages does not necessarily have to change 

to make NL use more effective. Rather, consumers can use their 

smartphones to design and manipulate their own NL 

presentation schemes suitable to their specific nutrition needs 

without requiring product manufacturers to change physical 

product packages. 

Keywords—mobile computing; cloud computing; nutrition label 

use; nutrition management; electronic commerce 

I.  Introduction  
U.S. Department of Agriculture estimates that U.S. 

residents have increased their caloric intake by 523 calories 

per day since 1970 [1]. Mismanaged diets are estimated to 

account for 30-35 percent of cancer cases. A leading cause of 

mortality in men is prostate cancer. A leading cause of 

mortality in women is breast cancer. Approximately 

47,000,000 U.S. residents have metabolic syndrome and 

diabetes. Diabetes in adults and children appears to be closely 

related to increasing obesity levels. It is estimated that by 2030 

the prevalence of diabetes in the world will reach 4.4%, which 

will equal to approximately 366 million people [2]. Due to the 

long-term complications of diabetes, many countries will 

likely see an increase in blindness, kidney failures, and 

amputations. Many nutritionists and dieticians consider 

proactive nutrition management to be a key factor in reducing 

and controlling cancer, diabetes, and other illnesses related to 

or caused by mismanaged diets. 

Many products sold worldwide have nutrition labels (NLs). 

In the U.S., the display of nutrition information is mandated 

by the Nutrition Education and Labeling Act (NLEA) of 1990 

[3]. Similar initiatives or legislative acts (e.g., EU FLABEL 

[4]) exist in other countries. Unfortunately, even highly 

motivated consumers, who look for NLs to make healthy food 

choices, sometimes find it difficult to locate and to 

comprehend nutrition information on many products [5]. 

Recent investigations of NL use by consumers have used 

digital cameras to track consumers’ eye movements to better 

understand how consumers locate and understand NLs [6]. 

These studies have identified four key factors that appear to 

impede comprehension and retention of nutrition information: 

1) label’s location on the package; 2) presentation of 

information within the label; 3) label’s surface size; and 4) 

surrounding visual clutter. Consumers report that they can 

better locate NLs positioned centrally on a side with a small 

amount of surrounding visual clutter. Consumers also report 

failures to comprehend nutrition terms and to read small font 

sizes in NLs [7]. 

Several recommendations are made in the NL use literature 

to improve retention and comprehension of nutrition 

information: 1) central positions of NLs; 2) nutrients sorted by 

health relevance; 3) explanation of nutrients; 4) reduced visual 

clutter around NLs; 5) increased visual salience through 

contrast and orientation; 6) increased surface size of NLs [5]. 

In this paper, a system is presented that satisfies 

recommendations 1, 3, 4, and 6. The system’s front end is 

implemented as a smartphone application. The application 

runs on the Google Nexus 4 smartphone with Android 4.3 or 

4.4. The system’s back end is currently a four node Linux 

cluster used for image recognition and data storage. 

The front end smartphone sends captured frames to the 

back end cluster across a wireless data channel (e.g., 

3G/4G/Wi-Fi) where barcodes, both skewed and aligned, are 

recognized [10]. Corresponding NLs are retrieved from a 

cloud database, where they are stored as HTML documents, 

and sent across the wireless data channel back to the 
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smartphone where the HTML documents are displayed on the 

touchscreen. Wikipedia links to important nutrition terms are 

embedded for better comprehension. Consumers can use 

standard touch gestures (e.g., zoom in/out, swipe) available on 

mainstream smartphone platforms to manipulate the label’s 

surface size. The NL database currently includes 235,000 

products compiled from public web sites by a custom crawler. 

The remainder of this paper is organized as follows. In 

Section II, the system’s overview is presented and vision-

based nutrition extraction methods are discussed to give the 

reader a broader background about the front end of the system. 

In Section III, the node cluster is described in detail. Section 

IV presents several stress test experiments with the system and 

discusses the results. Section V presents our conclusions, 

outlines the strengths and limitations of our system, and 

discusses several implications for proactive nutrition 

management and food policy. 

II. Related Work 

A. Overview 

Modern nutrition management systems assume that users 
understand how to collect nutritional data and can be triggered 
into data collection with digital prompts (e.g., email or SMS) 
[7]. Such systems often underperform, because many users 
find it difficult to integrate nutrition data collection into their 
daily activities due to lack of time, motivation, or training. 
Consequently, they eventually turn off or ignore numerous 
digital stimuli [8].  

To overcome these challenges, we have begun to develop a 
Persuasive NUTrition Management System (PNUTS).  
PNUTS seeks to shift current research and clinical practices in 
nutrition management toward persuasion, automated 
nutritional information extraction and processing, and context-
sensitive nutrition decision support. 

PNUTS is based on a nutrition management approach 
inspired by the Fogg Behavior Model (FBM) [8], which states 
that motivation alone may not be insufficient to stimulate 
target behaviors such as nutrition intake recording or blood 
tests. Even a motivated user must have both the ability to 
execute a behavior and a trigger to engage in that behavior at 
an appropriate place and time. Many nutrition management 
system designers assume that consumers and patients are 
either more skilled than they actually are or that they can be 
trained to obtain the required skills. Since training is difficult 
and time consuming, a more promising path is to make target 
behaviors easier and more intuitive to execute.  

PNUTS makes proactive nutrition management easier and 
more intuitive by utilizing the relative advantages of mobile 
and cloud computing to improve nutrition information 
comprehension and retention and to automate real-time vision-
based NL analysis and nutrition intake recording [9, 10]. In 
this paper, we focus on effective NL use on smartphones that 
addresses four out of six major factors that impede nutrition 
information retention and comprehension by consumers.  
While vision-based nutrition intake recording is beyond the 
scope of this paper, we give a sketchy overview of how it 
works to give the reader a broader background on the system. 

 

B. Barcode Scanning 

In PNUTS, there are two kinds of nutrition information 
extraction algorithms: barcode localization and scanning and 
nutrition information extraction from NLs. In this section, we 
give a sketchy overview of both algorithms. Interested readers 
are referred to [9] and [10] for technical details and 
experiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Recognized barcodes are used to retrieve NLs from a 

database of NLs.  In our previous research [11], we presented 

an eyes-free algorithm for vision-based localization and 

decoding of aligned barcodes. The algorithm was based on the 

assumption that simple and efficient vision techniques, when 

augmented with interactive user interfaces, ensure that the 

smartphone camera is horizontally or vertically aligned with 

the surface on which a barcode is sought.  

In [10], we presented two algorithms that relaxed the 

horizontal or vertical alignment constraints, which may not 

always hold, to localize skewed barcodes in frames captured 

by the smartphone’s camera, as shown in Figures 1 and 2. The 

first algorithm localizes skewed barcodes in captured frames 

by computing dominant orientations of gradients (DOGs) of 

image segments and collecting smaller segments with similar 

DOGs into larger connected components.  

The second algorithm localizes skewed barcodes by 

growing edge alignment trees (EATs) on binary images with 

detected edges. Since our experiments showed that the DOG 

algorithm outperformed the EAT algorithm [9], the current 

version of PNUTS uses the DOG algorithm for barcode 

 
Figure 1. Skewed barcode 

 

 
Figure 2. Localized skewed barcode 
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localization. The localized barcodes are scanned without any 

image rotation. Our current barcode scanning algorithm 

handles both UPC and EAN formats. Unlike other barcode 

scanning solutions (e.g., https://github.com/zxing/zxing, 

http://redlaser.com), our algorithm does not require the user to 

align the smartphone’s camera with the barcode and can detect 

skewed or aligned barcodes anywhere in the image. 

 

C. Nutrition Label Segmentation 

We have also been working on a vision-based algorithm to 

localize NLs on grocery product packages and to segment 

them into text chunks for subsequent optical character 

recognition (OCR) [9]. The algorithm captures frames in video 

mode from the smartphone’s camera, localizes horizontally or 

vertically aligned NLs (see Figure 3), and segments the NLs 

into single- or multi-line text chunks, as shown in Figure 4 

(right). Each text chunk is given to an OCR engine. While we 

have been using free open source GOCR 

(jocr.sourceforge.net) and Tesseract 

(http://code.google.com/p/tesseract-ocr/) engines, other OCR 

engines can be used as well. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Images captured from the smartphone’s video stream can 

be divided into foreground and background pixels. In general, 

foreground pixels are defined as content-bearing units in a 

domain-dependent manner. For example, content can be 

defined as black pixels, white pixels, pixels with specific 

luminosity levels, specific neighborhood connection patterns 

(e.g., 4-connected, 8-connetected), etc. Background pixels are 

those that are not foreground. 

The horizontal projection of an image (HP) is a sequence 

of foreground pixel counts for each image row. The vertical 

projection of an image (VP) is a sequence of foreground pixel 

counts for each column in an image. Figure 4 shows the 

vertical projection of an NL image after edge detection, which 

is done in our system with the Canny Edge detector [11]. 

In detecting NL boundaries, three assumptions are 

currently made: 1) an NL is present in the image; 2) the NL 

present in the image is not cropped; and 3) the NL is 

horizontally or vertically aligned. The detection of NL 

boundaries proceeds in three stages. Firstly, the first 

approximation of the vertical table boundaries is computed. 

Secondly, the vertical boundaries computed in the first stage 

are extended to the left and to the right. Thirdly, the upper and 

lower horizontal boundaries are computed. 

The objective of the first stage is to detect the approximate 

location of the NL along the horizontal axis. This 

approximation starts with the detection of horizontal lines in 

the image, which is accomplished with a horizontal line 

detection kernel (HLDK) that we developed in our previous 

research and described in our previous publications [12, 13]. It 

should be noted that other line detection techniques (e.g., 

Hough transform [14]) can be used for this purpose. Our 

HLDK is designed to detect large horizontal lines in images to 

maximize computational efficiency. 

Let HLFI be a horizontally line filtered image, i.e., the 

image put through the HLDK filter or some other line 

detection filter (see Figure 4 left).  The projections of white 

pixels can then be computed for each column of HLFI.  The 

right image in Figure 4 shows the vertical projection of the 

HLFI on the left. A threshold is chosen, which in our 

application is set to the mean count of the white foreground 

pixels in columns. In Figure 4 (right), the threshold is shown 

by a red line. It can be observed that the foreground pixel 

counts in the columns of the image region with the NL are 

greater than the threshold. 

The vertical boundaries of an NL are computed as follows. 

Firstly, the left boundary is extended to the first column to the 

left of the current left boundary, for which the projection is at 

or above the threshold, whereas the right boundary is extended 

to the first column to the right of the current right boundary, 

for which the vertical projection is at or above the threshold. 

A typical NL includes text chunks with various types of 

caloric and ingredient information, e.g., “Total Fat 2g 3%.” To 

optimize the performance of subsequent OCR, which is 

beyond the scope of this paper, these text chunks are 

segmented from localized NLs (see Figure 4). This approach 

is flexible in that segmented text chunks can be wirelessly 

transmitted to multiple cloud servers for parallel OCR. As can 

be seen in Figure 5 (left), text chunks are separated by black 

colored separators. Formally, text chunks are defined as image 

segments separated by horizontal black separator lines. The 

chunking algorithm detects such separators as well as areas 

with high concentration of corners between the separators, the 

theory being that text segments are areas with higher 

concentrations of corners. Figure 5 (right) shows text chunks 

detected in the localized NL shown in Figure 5 (left). These 

chunks are subsequently sent to an OCR engine [13]. 

 

D. Nutrition Label Crawler 

Our original intention was to use only computer vision to 

extract NLs to populate the NL database. Both the localization 

and text chunking procedures outlined in the previous section 

showed robust performance levels in our experiments [13]. 

Unfortunately, when these techniques were coupled with open 

source OCR engines such as GOCR (jocr.sourceforge.net) and 

Tesseract (http://code.google.com/p/tesseract-ocr/), the 

number of OCR errors was high. 

The crawler module was implemented to compensate for 

low OCR rates. We hope that, as OCR rates improve, the need 

 

 

 

 

Figure 3. Horizontally and vertically aligned NLs 
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for the crawler component will become less significant, 

because NL databases will be populated with computer vision. 

Another reason that we are currently working to improve OCR 

rates is that web site scraping may be unreliable in the long 

term in that a site that currently permits robots may prohibit 

them in the future. Additionally, some sites may contain 

inaccurate or obsolete nutrition information. 

 

  
 

Figure 4. Edges detected in NL (left) and its vertical projection 

(right) 

 

 
Figure 5. Segmented NL (left) and its text chunks (right) 

 

The current version of the crawler scrapes three public web 

sites dedicated to nutrition, which we found helpful in our 

background research on public nutrition information sites: 

www.directionsforme.org, www.smithsfoodanddrug.com, 

www.digit-eyes.com. As we find other helpful public sites, we 

may add them to the crawler’s list in the future. Permissions 

are verified for each web site before it is scraped. 

Each URL is parsed with the Python BeautifulSoup library 

(http://www.crummy.com/software/BeautifulSoup/) which is 

implemented on top of the popular Python XML and HTML 

parsers LXML (lxml.de) and HTML5LIB 

(http://code.google.com/p/html5lib/) . Each URL is parsed to 

obtain the NL, ingredients, warnings, and categories. When 

this information is extracted, a new HTML document is 

generated that contains not only the extracted information but 

also embedded Wikipedia links to all nutrition terms used in 

the tabular part of the NL. A path to this HTML document is 

saved in a database under a specific barcode. The NL database 

currently includes 200,000 products compiled from public 

web sites by the crawler. 

  

 

Figure 6. Upper part of NL with embedded Wiki links 

 

 

 

Figure 7. Lower part of NL with embedded Wiki links 
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E. Nutrition Label Display 

When a barcode is recognized at the back end in an image 

sent to it from the smartphone, its HTML document (if there is 

one) is sent back to the smartphone and displayed on the 

touchscreen, as shown in Figure 6. 

Consumers can use standard touch gestures (e.g., zoom 

in/out, swipe) for manipulating the label’s surface size or 

browsing its contents. For example, Figure 7 shows the lower 

part of the NL displayed in Figure 6 after the user does a down 

swipe on the touchscreen.  When the user clicks on an 

embedded link, a Wiki page for that nutrient is displayed, as 

shown in Figure 8. 

This presentation method satisfies four out of the six 

recommendations made in the NL use literature to improve 

nutrition information retention and comprehension. As stated 

in Section I, there are six recommendations: 1) central 

positions of NLs; 2) nutrients sorted by health relevance; 3) 

explanation of nutrients; 4) reduced visual clutter around NLs; 

5) increased visual salience through contrast and orientation; 

6) increased surface size of NLs. 

 

 

Figure 8. Wiki page of a nutrient (Vitamin A) 

 

This presentation addresses the first recommendation by 

positioning NLs centrally on the touchscreen, as shown in 

Figures 6 and 7. The third recommendation is addressed 

through embedded Wiki links to the nutrients in the tabular 

component of each NL, as shown in Figure 8. The fourth 

recommendation is completely satisfied, because there is no 

visual clutter on the touchscreen around the displayed NL. The 

sixth recommendation is also addressed, because the user can 

use standard touch gestures to increase or decrease the actual 

size of the NL, which can be beneficial not only for regular 

users but also for low vision ones. 

III. Linux Node Cluster 

 To implement the back end of our system, we have built a 
Linux cluster out of four Dell computers for cloud-based 
computer vision and data storage. Each computer has an Intel 
Core i5-650 3.2 GHz dual-core processor that supports 64-bit 
computing. The processors have 3MB of cache memory. The 
machines are equipped with 6GB DDR3 SDRAM and have 
Intel integrated GMA 4500 Dynamic Video Memory 
Technology 5.0. All machines have 320 GB of hard disk 
space. Ubuntu 12.04 LTS was installed on each machine. 
 We used JBoss (http://www.jboss.org) to build and 
configure the cluster and the Apache mod_cluster module 
(http://www.jboss.org/mod_cluster) to configure the cluster 
for load balancing. Our cluster has one master node and three 
slaves. The master node is the domain controller. The master 
node also runs mod_cluster and httpd. All four machines are 
part of a local area network and have hi-speed Internet 
connectivity. We have installed JDK 7 in each node. 

The JBoss Application Server (JBoss AS) is a free open-
source Java EE-based application server. In addition to 
providing a full implementation of a Java application server, it 
also implements the Java EE part of Java. The JBoss AS is 
maintained by jboss.org, a community that provides free 
support for the server.  JBoss is licensed under the GNU 
Lesser General Public License (LGPL). 

The Apache mod_cluster module is an httpd-based load 
balancer.  The module is implemented with httpd as a set of 
modules for httpd with mod_proxy enabled. This module uses 
a communication channel to send requests from httpd to a set 
of designated application server nodes. An additional 
communication channel is established between the server 
nodes and httpd. The nodes use the additional channel to 
transmit server-side load balance factors and lifecycle events 
back to httpd via a custom set of HTTP methods collectively 
referred to as the Mod-Cluster Management Protocol 
(MCMP). 

The mod_cluster module provides dynamic configuration 
of httpd workers. The proxy's configuration is on the 
application servers.  The application server sends lifecycle 
events to   the proxies, which enables the proxies to 
auto-configure themselves.  The mod_cluster module provides 
accurate load metrics, because the load balance factors are 
calculated by the application servers, not the proxies. 

All nodes in our cluster run JBoss AS 7. Jboss AS 7.1.1 is 
the version of the application server installed on the cluster. 
Apache httpd runs on the master with the mod_cluster-1.2.0 
module enabled. The Jboss AS 7.1.1 on the master and the 
slaves are discovered by httpd. 

A Java servlet for image recognition is deployed on the 
master node as a web archive file. The servlet’s URL is 
hardcoded in every front end smartphone. The servlet receives 
images uploaded with http post requests, recognizes barcodes, 
and sends the appropriate HTML pages back to front end 
smartphones. The HTML files generated by the crawler are 
stored on the cloud via a shared directory implemented as a 
Network File System (NFS) on the cluster. No data caching is 
currently done on the servlet or the front end smartphones. 
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IV. Experiments and Results 

We tested the robustness of the node cluster in a series of 

stress test experiments. The objective was to check the 

accuracy of our cluster configuration and load balancing. We 

took eight Google Nexus 4 smartphones from our laboratory 

running Android 4.3 or 4.4 and deployed a node cluster stress 

tester application on each of them.   

The application would start a background service at 

startup. The background service would download a random 

1024 x 1024 barcode image from an http server, upload it to 

the node cluster, and display the node cluster’s response at the 

smartphone’s action bar. 
 

 

Figure 9. Node cluster request-response pairs 

 
 

The applications on both smartphones were executed for 
ten sessions of 3,000 request-response pairs each and the 
average request-response time for each session was calculated. 
Figure 9 gives the graph of the node cluster’s request-response 
times. The lowest average was 282 milliseconds; the highest 
average was 481 milliseconds. 

Additional node cluster testing was done in an 
undergraduate mobile application development class taught by 
the first author at Utah State University in the fall 2013 
semester. One of the assignments asked the students to write 
an image uploader application to stress test the node cluster. 
Specifically, fourteen students, each of whom had an Android 
smartphone, implemented and deployed this application on 
their smartphones and ran it for one week. Each application 
would submit three images per second for a total of forty 
images per second. Thus, during this week, the node cluster 
was tested with eight lab smartphones and fourteen student 
smartphones and received a total of sixty six 1024 x 1024 
images per second (twenty four images from the lab 
smartphones and forty two images from the students’ 
smartphones). The node cluster did not experience any failures 
and was able to handle and balance the load. 

V. Conclusions 

The R&D literature on NL use by consumers contains 
several recommendations for improving nutrition information 

retention and comprehension: 1) central positions of NLs; 2) 
sorting of nutrients by health relevance; 3) explanation of 
nutrients; 4) reduced visual clutter around NLs; 5) increased 
visual salience through contrast and orientation; and 6) 
increased surface size of NLs. 

In this paper, we presented how our system, called 
PNUTS, addresses recommendations 1, 3, 4, and 6 to increase 
the effectiveness of NL use on smartphones. The system 
leverages vision-based barcode recognition to retrieve NLs for 
specific barcodes.  Wikipedia links to important nutrition 
terms are embedded in NLs positioned centrally on the 
smartphone’s touch screen. The user can follow the links to 
improve comprehension and retention of nutrition information. 
The system leverages the standard touch gestures (e.g., zoom 
in/out, swipe) to enable the user to manipulate the label’s 
surface size and browse NLs. The NL database currently 
includes 230,000 products compiled from public web sites by 
a custom crawler. 

PNUTS currently does not address recommendations 2 and 
5. To address recommendation 2, user profiles will have to be 
added to the system. For example, if a user has Type II 
diabetes, the system can automatically sort the nutrients in 
each NL according to some relevancy taxonomy worked out in 
collaboration with a dietician. Alternatively, a smartphone UI 
can be designed to enable the user to specify the health 
relevance of nutrients for subsequent display.  

A similar approach may turn out successful in addressing 
recommendation 5. For example, visual salience of displayed 
NLs can be increased by coding important NL components 
(e.g., carbohydrates, dietary fiber, sugar, etc.) with different 
colors or display them in a pie chart. It should also be possible 
to enable the user to choose a visual salience enhancement 
pattern at configuration time. 

The average request-response time between the front end 
and the back end was three seconds. We expect additional 
reductions in request-response times to come from faster data 
communication plans (e.g., 4G) and adding additional nodes to 
the cluster. Additional time reductions will come from data 
caching both on the front end and the back end. In the current 
version of the system, no data caching is currently done on the 
node cluster or the smartphones. The smartphones can, for 
example, maintain a local cache of barcodes and retrieved NLs 
and display NLs without receiving them from the node cluster. 

The presented system has an important implication for 
proactive nutrition management and food processing industry. 
A major implication for proactive nutrition management is 
that PNUTS enhances the user’s ability to record and 
comprehend nutritional intake. The user is no longer required 
to manually enter either names or barcodes of consumed 
products. In the future, we plan to extract caloric information 
from NL HTML files or, in the longer term, from captured 
images automatically.  

Our system also has implications for broader food policy. 
The recommendations for improving NL use appear to focus 
on product manufacturers. The central theme of these 
recommendations appears to be that the product manufacturers 
should be rationally or legislatively persuaded to change the 
NL design on product packages. However, in order to change 
the NL design on a physical package, the manufacturer must 
bear many costs such as disruptions in product recognition 
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and, quite possibly, reduced advertisement space on the 
package. Moreover, even if product manufacturers adopt a 
different NL design, there is no guarantee that the one-size-
fits-all approach will succeed with all consumers. There will 
always be consumers who may not like the new design and 
may prefer additional or different design customization.  

The approach presented and advocated in this paper argues 
that the current NL design on product packages does not 
necessarily have to change to make NL use more effective. 
Rather, the strengths of mobile and cloud computing can be 
leveraged to increase the effectiveness of NL use. Consumers 
can use their smartphones to design their own NL presentation 
schemes suitable to their specific nutrition needs without 
requiring product manufacturers to change physical product 
packages. While it remains to be seen which of these two 
approaches will be more successful in the long run, the wide 
adoption of smartphones and cloud services by the public at 
large is an indicator that the approach presented in this paper 
has potential. 
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Abstract ــ The purpose of this paper is the analysis 

and evaluation of the mobile interface design. This 

study consisted of a random sample of 55 user 

interfaces for mobile applications. In addition, the 

restriction of all the components of the user interface 

quantified. An analysis was conducted of these 

interfaces, in order to represent graphically. Then, 

evaluated and produced the following results: First, 

the smaller number of pages in the application is 

better. Second, decreasing the navigation bars, buttons 

and menus in user interfaces for mobile applications 

gives additional space on the screen, making the 

application easy to use and maintaining the context. 

Third, diversity, the use of tools ensures good 

interaction with the user. Finally, a range of results for 

the design of the user interface and some ideas are 

provided about what should be taken of these results in 

mind when designing interfaces for mobile 

applications. 
 

Keywords: User interface, mobile application 
 

1 Introduction 

Mobile phones have grown to be overwhelmingly 

popular within today’s modern society. Rising sales 

involving mobiles for that reason, has turned into an 

important goal for several corporations[1]. A lot of 

people have more than one mobile appliance such as 

smart phone, tablet and PDA [2]. The recent changes in 

the environment are to learn an important requirement 

in the event. Mobile phones have become popular in 

the community, many  people can tolerate the cost[3].  

However, a wireless network and computer 

network technologies has been developed, learn from 

face-to-face, distance learning, development evolved 

and mobile learning. Therefore, mobile learning is 

unparalleled in that it provides real and personalized  

learning everywhere, at any time,  and so  provides  

teachers and students a chance to get through the 

simple operation of any and all class materials on their 

mobile devices[4]. The particular raising quantity in 

addition to increasing functionality of such gadgets has 

generated pattern problems because of the modest 

sizing, insufficient one on one selection potential, in 

addition to moderate pattern standardization[5]. On the 

other hand, conventional user interface knowing is not 

adequate to develop efficient interfaces for cell phone 

applications, because the mobility context presents 

developers with many new challenges and peculiarities. 

[6]. Even so, quite a few usability complications have 

been earned by the multi-functionality regarding 

mobile phones.  

There was an important raise for the UI usability 

and design. While using advantages regarding many 

different varieties and keypads inside cell phones, this 

user’s need to have regarding controllability, grip-

stability, and usability have been lifted from the user 

interface aspect[7]. User interfaces are still suffering of 

some problems including: 

 Lack of making use of screen space. 

 Small keyboard buttons result in errors when 

the user enters data. 

 Congestion data reduces user interaction. 

 Some user interfaces with an intricate design, 

making it lose its appeal to users. 

 Lack of use voice and video in most 

applications. 

 The problems introduced inside the habits 

collection will try to cover both the most common 

problems when making mobile UIs nowadays, as well 

as long term challenges similar to multi-modal 

(including utilization of gestures) in addition to 

contextual as well as adaptive UIs[8, 9]. 

       This article aims to analyse the mobile phone 

interface design and evaluation. It debates many 

significant design problems, and describes emerging 

technologies to promote the effective design and 

development methods and user-friendly interface for 

mobile applications appear. Authors collected a 

random sample of 55 mobile user interface applications 

for analysis and evaluation. 

 

2 Related work 

Nilsson structured that user interface design is 

proposed models of a collection of mobile applications. 

Also proposed the  models collection of solutions to a 

number of problems may arise when design such  

solutions[8] . Bertelsen and Nielsen stated that defies 

phone models and user interface, classification and 

augmented reality interface technology used as a 

"thinking tool", the development of ideas and 

interaction for mobile devices[10]. Gong and 

Tarasewich argued that features and limitations of the 

current mobile apparatus interfaces, particularly as 

contrasted to a desktop environment[11]. 
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Park et al  suggested that specified proceedings and 

methods to assist manner directory the development of 

mobile phone user interface guidelines[12]. Jin and  Ji 

proposed that availability of methods of risk 

assessment and the physical user interface used in this 

study can help designers identify and evaluate design 

features and physical user interface of critical 

materials[7]. Uzunboylu et al stated that the use of 

mobile technology and multimedia information 

systems combine and  data services, to raise the 

development of environmentally and mobile 

technology conscious[13]. Park et al  Investigated two 

pilot studies to improve the emotional connection to 

our understanding of the movement of the reaction, the 

quality aspects of the mobile user interface touch 

screens[14].  

Browne and  Anand evaluated that three user 

interface used to play an iPod Touch scrolling shooter  

video game has been an experimental test of efficiency 

and capability to enjoy[15]. Morris and Tomlinson 

stated that the development of A graphical user 

interface, which is to improve the working mobile 

phones, other portable devices and personal digital 

assistants[5]. Liarokapis and Conradi discovered that 

portable navigation effective in the urban environment 

and find the path, when explore the possibility of using 

the user interface lightweight[16]. Lumsden and Global 

stated that focus on the different methods of user 

interface adaptation of equipment, with particular 

attention to enable architectures to adapt to the user's 

predilections and the environments[17]. Huber et al 

proposed that the use of the design space for mobile 

video browsing broaden horizons[18]. Motiwalla 

evaluated the fusion distance learning or traditional 

classroom environments of mobile technology[19]. 

Huang et al studied that provides Mobile Plant 

Learning System (MPLS) for teachers avenues and 

means to promote student learning cycle in botany at 

the primary level[20]. 

 

3 Results and analysis 

In this paper, these were collected from a random 

sample consisting of 55 interfaces and mobile 

applications, where it was limited to the components of 

each user interface separately quantified. In addition, 

values were sorted on the basis of how much 

application use this tool from the sample as a whole. 

On the other hand, the calculated percentage looks like 

this: the number of applications that have used this tool 

divided by the total number of samples multiplied by 

100. Accordingly, it has been the representation of 

these results in graphical forms for the purpose of 

analysis and evaluation. 

 

Figure 1 displays the classification model 

components and user interface, which has been divided 

into three main parts: first, Process Control includes 

navigation bar, buttons, menu and toll bar. Secondly, 

contents included page, table, chart and text box. 

Thirdly, vision included text view, image view and 

video view. 

 

Fig 1. Model of user interface design[21] 

∑              
          (1) 

  {     }   {     }   {     } 
 

I: interface, P: process, C: contents, V: vision 

 

Navigation bar: varies from one application to 

another and according to the nature of the application 

and thinking designer. Sample reveals that 11 

interfaces are not included navigation bar on their 

pages like Gigabyte's GSmart[22] and there are others 

in most of its pages, such as Smart pay[23]. 

Button: it seems clear from sample that one 

application does not contain buttons is TriplAgent [54], 

and another application that contains the largest 

number of buttons is  Camera Genius 4.2[24] 

containing 63 buttons. For all other applications, the 

number of buttons was anisotropic due to the different 

purposes of these applications, such as Email.me.it[25] 

contains 4 buttons, TrustGo[26] contains 18 buttons, 

Viber[27] contains 30 buttons. 

Menu: sample illustrates that 19 of the applications 

are not containing lists such as Smart pay, Samsung  

and SelfieCam[23, 28, 29]. This means that the 

multiplication of the menus within one application 

makes it complex and difficult to use and it becomes 

unattractive to the user. On the other hand, some 

applications contain 9 lists such as  FlatPlayer[30], this 

shows that the application contains many options. In 

addition, the high number of menus in the application 

makes the user lose context so that it does not interact 

well with him. 

Tool bar: sample displays that 19 of the 

applications only used this tool, as it gives more 

flexibility to the user and reduces congestion buttons 

on the page. In addition, enables the user access to 

plug-ins for the application. 

Page: the sample shows that all interfaces contain at 

least one page like Dribbble shot[31] and a maximum 
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of 12 pages such as Időkép[32]. This does not mean 

that the application specified a certain number of 

pages, which determines the number of pages is the 

type of application and coverage of all the aspects that 

set-up for it, taking into account ease of use and clarity. 

But the smaller number of pages creates a better user 

interface and enables the user to maintain context and 

interaction with the application. 

Table: the sample reveals that the tables are almost 

non-existent in most applications, 3 applications only 

contain tables of 55 applications such Email.me.it, 

Smart pay and MIX[23, 25, 33]. This explains that 

most of the applications in this sample do not use 

tables to display data from the data source (database), 

but use other tools such as a text box. 

Chart: note from the sample that 13 of the 

applications of the total sample used charts such as 

Tide, Reportly, Analytics and statistics[34-36]. Limited 

use of graphs of statistical data and represent it 

graphically. 

Text box: this tool was used in 14 of the 

applications that you need to enter data, view or using a 

user name and password it also describes the sample, 

such as Email.me.it, Smart pay and Messenger[23, 25, 

37]. 

Text view: the sample offers that the majority of 

applications contain a text view and some of them 

reached 17 like Viber, Quartier Senegalais and 

Taxt[27, 38, 39]. In addition, 8 applications are not 

contain text view such as Dribbble shot, FlatPlayer and 

Samsung[28, 30, 31]. Usefulness of text view 

displayed some of the details of the task or function 

illustrates a specific tool. 

Image view: the sample shows that 20 of the 

applications did not use the image view because these 

applications display information, numbers or graphs. 

However, the rest of the other applications exposed 

images either as a means to illustrate, for the 

announcement or advertising applications such as cafe, 

restaurant or any other product like The porter beer bar, 

BurgerQuest[40, 41]. In addition, used widely in 

applications of image editor such as Camera Genius 

4.2[24]. 

Video view: this tool is used with applications that 

display TV channels and video clips or sports 

applications, it also showed the sample that four 

applications only, use this tool of the total sample: a 

Discovery Channel, FlatPlayer, citizen.tv and Liga 

Moche[30, 42-44]. 

Figure 2 shows the number of pages used in 

applications. A closer look at the data reveals that 

applications using three pages had the highest 

percentage of approximately 22 per cent. In addition, 

followed by applications using a one-page reached 

16%, and four pages of 14.5%. On the other hand, were 

lower rates for applications that used the 5.6, 8, 9, 10, 

11 and 12 pages ranged between 2% and 5.5%. 

However, there were applications used two pages about 

11%, while almost 9% of the applications used 7 pages. 
 

 
 

 
 
 
 
 
 
 
 
 
 

 

 

 

Fig 2. The number of pages for applications 

Figure 3 illustrates the percentage of the number of 

times using the navigation bar in applications. The 

highest percentage was for applications that do not use 

navigation bar reached 20%, the second-highest 

percentage of applications that are used navigation bar 

once or twice reached 16%. 14% of the applications 

used navigation bar four times, and 13% used it three 

times. Some applications used five times by 5%. 4% 

for each of the applications are used 7,8 and 11 times, 

while the ratio is at least 2% of the applications that are 

used  6 and 9 times. 

 

 
 
 
 
 

 
 
 
 
 
 

 

Fig 3. Percentage to use the navigation bar in 

applications 

From Figure 4 that the values of the buttons of 

varying and capricious, and starts from only one 

application does not contain any button such 

TriplAgent[45], while another application has the 

highest value of the buttons and reached the 63 buttons 

such as Camera Genius 4.2[24]. Also note that most of 

the applications contained 2-21 buttons like Tidean and 

Half Centric[34, 46]. At the same time, eight 

applications included 22-37 buttons such as Free 

Ringtones and Liga Moche[44, 47]. 
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Fig 4. Number of buttons for applications 

The graph provided reveals the percentage to use 

menus in UI for mobile applications [Fig 5].It is noted 

that most of the user interfaces for mobile applications 

do not use menus by 34%, while 27% reached for user 

interfaces using a single list. Followed by applications 

that use three menus of 13%. On the other hand, there 

are a small percentage of applications that use a large 

number of menus, where it was 9% of the applications 

used four lists and 4% used five menus, while the rest 

of the applications that used 6, 7 and 9 menus were 2%. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 5. The Percentage to use menus in applications 

A glance at the graph provided reveals the 

percentage to use some tools in UI for mobile 

applications [Fig 6]. Most applications have used the 

text view tool where the largest percentage about 

85.5%, followed the image view tool almost 64%. On 

the other hand, a smaller percentage of the table tool 

was 5.5%, followed by a video view tool 7%. The 

applications used a chart tool were modestly compared 

with the rest of the tools almost 24%, and 27% of the 

text box tool. 35% of the applications have used the 

toolbar tool. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig6. Percentage to use tools in applications 

4 Applications evaluation 

In figure 2 the most user interfaces for mobile 

applications consists of one page to four pages. This 

means that the lower the number of pages the more it  

increased user interaction and affinity and achieve the 

desired goal of the application such as Samsung Smart 

Home and Smart pay[28, 48], because enjoy clarity and 

ease of use and distribution tools are well on the small 

screen. On the other hand, there are some user 

interfaces contained 12 pages, this number of pages 

cause fatigue to the user and make him lose his focus 

as well as within the context of these applications are 

Camera Genius 4.2, Yummly and FlatPlayer[24, 30, 

49]. 

The largest proportion of applications that are not 

using the navigation bar, and this is because of either a 

user interface for the application of a single page or to 

refer to the page will be via a button, and this is usually 

in applications with a small number of pages, such as 

Racks by the Tracks, Trivia and Simple life[50-52]. In 

addition, applications that used the navigation bar one, 

two, three or four such Kuliahmu, Email.me.it, Mail 

and Free Ringtones [25, 47, 53, 54]. However, the 

navigation bar in the majority of applications that have 

a large number of pages. Number of navigation bars 

depends on the type of application and is designed to 

think in order to achieve the goal [Fig3]. 

It seems clear from Figure 4 that most of the 

applications contained 2 to 21 buttons like Tidean and 

Half Centric[34, 46]. Meanwhile, some of the 

applications contained 22 to 63 buttons such Free 

Ringtones and Camera Genius 4.2[24, 47], the number 

of buttons is too large and leads to a lack of access to 

the entire area of the screen. In addition, makes the user 

lose context. Therefore, the smaller number of buttons 

in the application provides extra space on the screen 

and ensuring the user interaction with the application. 

From Figure 5 concludes that most applications are 

not  used as menus in applications or a maximum  one 

list such as Messenger, Reportly and Graph[35, 37, 

55]. Increase the number of menus in applications 

confuse  the user and does not interact with the 
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application as well lose context like Half Centric, Free 

Ringtones and FlatPlayer[30, 46, 47]. In addition, the 

reduction of the menus makes the application simple 

and easy to use to attract the user. 

Although the programming languages provided 

many of the tools, it was not taken fully exploited.   

from Figure 6 illustrates that tools used is text view and  

image view in most applications, that means 

applications which use these tools, such as  MIX, The 

Porter Beer Bar, Tide and Ideabox[33, 34, 40, 56] are 

static. However, the authors note the use a few of the 

table and video view tools. In addition, when used to 

make a dynamic application this leads to attract the 

user because the information is always renewed these 

applications are Smart pay, citizen.tv, Email.me.it[25, 

43, 48]. 

The user interface have to be easy to use from the 

first interactive user. Functionality to the user must be 

limited to what the user needs to reach its destination. 

When they interact with the user interface a matter of 

expectations should happen. 

 

5 Conclusion 

In this article, researchers provide a random sample 

of user interfaces for mobile applications. Giving an 

overview of the user interface should be designed for 

mobile applications, and the problem to be solved to 

some extent. In addition, the designer should take full 

advantage of the screen and ensure buttons are placed 

in a harmonic situation on the screen displays 

important information only on the surface, and avoid 

details.  Researchers are analysed user interfaces to 

represent graphically. Then, evaluate the results, which 

were the most important, the results were as: 

• The best applications, which included a one-page 

to four pages. 

• The less use the navigation bar in interfaces 

provide extra space to exploit due to the small size of 

the screen. 

• The number of buttons whenever less on a single 

page gives more space to display the information and 

become more attractive user interface and check a 

better user interaction. 

• Minimizing the menus in applications makes the 

application easy to use and helps to attract and user 

interaction, and stays within the context of the 

application. 

• Diversity in the use of tools and good distribution 

to maintain most important factors to ensure the user 

interaction with the application. 

 Finally, designers should be taken of these results 

in mind when designing interfaces for mobile 

applications, so as to make the user interface is simple 

and easy to use, with a nice view to attract the user 

interacts with it. 
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Abstract - In this paper, we propose a software keyboard on 

a smart mobile environment to provide users with a 

personalized interface. In order to provide customized user 

interface efficiently in a cloud environment anytime, anywhere 

and allowing users to create their own interface directly in a 

Web platform. Users can use the Web platform in a cloud 

environment to select the desired interface or they can also 

create and share their own interfaces. The cloud environment 

gives users different server platforms, customized interfaces, 

and a wide variety of applications that can optimize these 

interfaces. We offer a real time interface to use MongoDB 

server, complemented with a queuing model algorithm in a 

cloud environment. Therefore, we provide the interface that 

efficiently configures the server based on a cloud environment 

and this is proved through performance analysis and testing. 

Keywords: Cloud Platform, Soft-key Interface, MongoDB, 

Mobile Interface, Cloud Service  

 

1 Introduction 

  Recent cloud services are commonly used in our lives. 

Currently, by using web storage in cloud service IaaS 

(Infrastructure as a Service) users can store data over a 

network at any time and can share data from various devices. 

In addition, it is not only to store the data, but also support 

viewer functions so user can open file without need software 

installed in their devices. Smart mobile devices are 

developing with highly speed that are released in a variety of 

applications, with a variety of features, according to their 

personal styles. The smart mobile devices based on 1st 

version of Android, it is support only for changing the 

background screen. But, currently, users can customize a 

variety of features like applications, background, a text 

message icon on the inside layout, even the default keyboard 

layout can be changed to suit with their styles. User can 

download theme from internet and apply into their devices. It 

is easy to change the background image, but user can't change 

the keyboard layout. Currently, developers offer few layouts 

that can be changed by using some application, however, that 

is limited. Also, interfaces can’t be shared between users. In 

this paper, we have a wide variety of environments to provide 

a customized interface efficiently. The interface is based on 

the user's environment to use with a variety of applications 

that fit the customized interface. We propose that an interface 

is provided by the cloud environment, and user create their 

own layout platform. Further, in order to provide efficient and 

quick interface MongoDB was used but it has disadvantages. 

So, this paper proposes a new algorithm is applied into 

MongoDB server using Queueing Model. Performance 

analysis and testing is proved through experiments. 

2 Related works 

 The interfaces have two types a hardware interface and a 

software interface. A lot of users use hardware interface as 

shown in left right of Figure 1, especially in the QWERTY 

format used in a PC. On the right side of Figure, the picture 

shows the keyboard interface which is specially developed for 

people with disabilities. 

  

Fig 1. Hardware Keyboard 

However, currently don’t have variety of hardware keyboard 

for disability people. If user wants a special hardware 

keyboard interface, he needs to order separately another one. 

In recent years, the prevalence of smart mobile devices with 

touch screens is rising, hence, touchscreen keyboard’s 

hardware as well as software is able to use. Unlike a hardware 

keyboard, the software keyboard does not need to create again, 

by changing only the inner surface of the software, user may 

be create various software keyboard interfaces. Figure 2 

shows the smart mobile devices in a software environment 

that provides a software keyboard interface. Figure 2 also 

shows the software keyboard interface with variety of 

applications. Users can download the theme using their own 

applications with a smart mobile device. It is easy to change 

the background, the colors of the interface. However, users 

cannot create directly the desired interface or variety of 

interfaces. Users are only offered to make a change in the 
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theme of the interface. So many different people, developers 

can’t provide the desired interface for each person, the 

existing interface as an interface for the common people, but 

people with poor vision, the disabled, children and old people 

who use special type of smart mobile devices, are not 

provided an easy interface to use. Thus, this paper proposes 

idea to provide the customized interface based on cloud 

environment. By which users can custom-tailor the interface 

with the cloud environment. Users can send and receive 

variety of interfaces to each other, if there don’t have desired 

interface, users can create their own interface. 

  
Fig 2. Software Keyboard 

3 Cloud system for providing efficient 

interface   

3.1 Cloud-based interface system  

 We offer cloud-based system structure as shown in 

Figure 3 order to provide efficiently interface. As shown in 

Figure 3, the cloud environment inside the network has total 

four servers with three of them are: “User Data Server”, 

“Interface Server”, “Mapping Server”, are called “Data 

Servers” and each server use MongoDB as database system. 

The user’s information is stored in “User Data Server” that 

provide user with a personalized mobile interface, the user's 

name, ID, Password, E-Mail, etc. are required to identify the 

users. “Interface Server” is where to storage interfaces which 

are created by users and administrators. The administrator can 

create a wide variety of keyboard interfaced and save them in 

the “Interface Server” with different interface’s ID. Users can 

access “Interface Server” at any time, to add, modify, or 

delete a mobile software keyboard interface. Third server is 

“Mapping Server”, consists user’ ID and interface’s ID to 

help users join to the cloud system because of MongoDB 

related to the existing non-relational system, so it is difficult 

to connect data between “User Server” and “Interface Server”. 

That means, there’s no need to access the actual data, just 

only select information of user’s ID and interface’s ID to 

access. Finally, “Interface Provide and Making Tool Server” 

permits for user and developer connect directly it to send and 

receive interfaces from cloud environment. The developers 

can access through a Web browser, and request interface 

making tool and “Interface Provide and Making Tool Server” 

provide back interface making tool for developers.  When a 

user want to find new customized keyboard, he send his data 

request to server and get an new interface which can be shared, 

deleted, modified by him.  

 
Fig 3. Structure of the whole system 

3.2 Platform for customized user interface  

 In order to create a commonly customized interface for 

different operating systems, it can be used an interface making 

tool. The system uses a cloud environment PaaS platform 

(Platform as a Service) [4]. Users do not need to install a 

separate SDK and making tools in order to create new 

interfaces. We have a variety of OS environments, Web-based 

interface provides a platform for production. Interface making 

tool based on HTML5 using Web browser to create special 

interface anytime, anywhere. Figure 4 shows the structure of a 

Web server to provide the interfaces and making tools. 

Node.js applications are designed to maximize throughput and 

efficiency, using non-blocking input/output and asynchronous 

events. Also, Node.js uses JavaScript for Android-based 

devices because of the compatibility with each other. Node.js 

is Google's JavaScript because it uses the constant updates 

that support faster speeds. Therefore, any data that occurs in a 

web browser based on the behavior of the Node.js, Node.js 

via the user data in “Data Servers”, the interface data is saved 

and read. The actual Web-site is offered to the user in the 

JQuery, HTML5 format that displays interfaces to the user. In 

addition, JQuery can provide information quickly on the web 

in a mobile environment. As shown in Figure 4, users can use 

the smart mobile devices or PCs, interface creation tools can 

be provided using the JQuery-based platform, and then the 

user can save a file on the Data Servers through the Node.js [6, 

7]. Users can access the interface to request and receive their 

own interfaces for smart mobile device. A request is made by 

passing the JQuery data to the Data Servers and with the help 

of Node.js that access the file. This file is the XML format 

which is parsed and passed on to the user smart mobiles. 

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

108 Int'l Conf. Internet Computing and Big Data |  ICOMP'14  |



 
Fig 4. The server structure for providing interfaces and making tools 

 

 

 

  

Fig 5. Interface production platform 

 

Figure 5 shows the interface received platform at the end user 

through a Web browser. As shown in the illustration, the user 

can modify the parameters like key size, key location, key 

height, key width, key color, etc. using the mouse or finger, 

user can set the value of the key. There are two type of 

functions. The first function is primarily used in the document, 

to type a character or function key interface below that fits 

entered value. The second function is used for video player, 

music player, games, and fits a wide variety of applications 

such as an interface for changing video scenes or for 

increasing volume through the volume up or decreasing 

volume through volume down. Users can choose different 

interface as per their favorites or create a new interfaces. Also, 

users can modify already interfaces which available in server. 

These interfaces are accessed by interface ID’s that can be 

provided through a cloud environment.  

3.3 A method to provide a customized 

interface  

 Figure 6 shows how the system provides a customized 

interface. The users with the smart mobile devices can access 

the system to receive a customized interface, after user runs 

the application user has to enter user ID and Password in the 

Xml format, as shown in Figure 6-1. The requested command 

is transferred through JQuery, Node.js webservers. The user 

data is correct or not which is checked by Node.js and search 

interface information then JSON file is created, saved, the 

location of the stored Node.js file is transferred to JQuery. 

The current position values of JQuery, Node.js, are received 

from the server address, the user ID is sent to the mobile 

device, the user requested information will be received on the 

mobile device path which will download the keyboard 

interface data. The downloaded keyboard interface data can 

be used in application analysis, users can use the application 

data to print a keyboard interface. 

 
Fig 6. A method for providing a user interface 

 

Internally the data is used to quickly send instructions in Xml 

format in order to recognize it. XML format has header in the 

first to identify the commands and understand it in order to 

read a value that corresponds to an Xml format which sends 

the request. JSON [8, 9] is one kind of Xml types for the 

interface transmission of the requested file format. Usually 

users transfer data in a string with only one interface or single 

interface, but, when users have multiple data interface and the 

data is large size hence it can cause lots of damage or data 

corruption. Therefore, we use JSON file type instead of the 

string type to send data. The data is downloaded in a single 

file, hence there is no data corruption. In addition, similar to 

XML types, the JSON file types are even smaller in size, 

which makes easier to system to transfer the data easily and 

quickly. Figure 6-7 shows the user requested interface (see 

detail in Figure 7) 

   

Fig 7. Custom user interface applied to mobile 
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The system provides a variety of interfaces, As the Sam Sung 

galaxy S4 supports multi-window feature the application was 

first tested and run on it as shown in Figure 7, the figure on 

the left shows a customized interface, that can adjust the 

volume of the device using the interface provided rather than 

accessing it through by button as shown in right figure. The 

top part of the user interface application from the device 

shows a list of the selected interfaces. For a list of interfaces 

just slide the screens top portion and user can select the 

desired interface for a quick use. 

3.4 Efficient customized interface for server 

systems 

 We tried to explore a variety of methods to provide an 

efficient interface. Hadoop, which is often used in cloud-

based systems that is good to handle big data, but for the 

system which process data in real time, the result is very slow. 

In addition, for the distributed system like Hadoop with 

HDFS is a good preservation method, in this system we are 

able to add or remove data but the ability to change the data 

dynamically is not available. Therefore, we used the 

MongoDB which is capable of performing high-speed data 

processing in real time. MongoDB can be used to store data 

as like Hadoop. MongoDB is a data store extension which is 

highly flexible. It also supports a SQL query function to 

provide extended functionality and variance. MongoDB is 

having a variety of functions, such as the indexing spatial 

information and gathering operation of the MapReduce 

function in a way that they are built. Recently, there are many 

smart mobiles on the way so MongoDB provides data 

languages of JSON type which is in the form of Xml that 

generates and displays data in the form of a JSON file type. 

JSON (Java Script Object Notation) is similar to the Xml, but 

the capacity of the data file is much smaller than the XML 

which is in characteristic form. MongoDB can be represented 

as a record in a single complex hierarchical relationship and 

document-oriented database, in conjunction with object-

oriented languages. The system is very suitable from the 

developer’s point of view. In MongoDB there is no need of 

predefined schema that is different from the SQL-Oracle, 

hence it is fixed and stores the data flexibly. In order to 

provide functionality like the index collection, storage, 

JavaScript, aggregation of fixed size, etc. MongoDB is used. 

It applies these functions while saving the file, Because of this 

the server that is different from the SQL-oracle database 

schema doesn’t require changing the schema as it manages 

automatically. The reading and writing to the database in 

MongoDB is 3-10 times faster as compared to relational 

databases. MongoDB is stored in a place called BSON file 

different from the SQL, the user can save the data via the Web 

server, MongoDB automatically arranges data to store 

different types of the servers. It is stored in a place called 

BSON where user can save data via a Web server, also the 

user is able to request the data then MongoDB automatically 

retrieves the data from each of the servers. While saving data, 

it will be stored in the same manner as Xml format which is 

provided to the user as a file named JSON as he requests a 

keyboard interface. The Figure shows the structure of the 

entire server in the cloud -based environment. When a user 

requests the data through the device, web server searches the 

saved data in each of the servers then retrieves user requested 

data. The BSON is attached to each server as it manages the 

data stored in each one of them. MongoDB with webserver 

helps to maintain the data integrity. Thus, it retrieves the data 

created in the form JSON file that ensures the MongoDB 

functionality. In this paper, we have used three MongoDB 

servers that manage data efficiently with high performance. 

 
Fig 8. The structure of the server to provide an interface 

 

 

Fig 9. Interface data storage structure 

 

 Figure 9 shows the use of Node.js for processing the 

data of each MongoDB. There is no join function in the 

MongoDB so we use with Node.js to control MongoDB. 

Users can use a mobile device or a PC to login, Nods.js check 

in User Data Server is correct or not. The information of user 

doesn't fit, Node.js to send error messages. If user information 

is correct, Mapping Data connect and get interface ID. 

Mapping Data also prevents the data being duplicated, 

mapping data can be known depending on whether the user 

chooses any interface regardless of the entire data interface.  

Mapping data only has particular ID information as the data 

does not increase significantly. Thus, node.js uses interface ID 
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and to receive the mapping information in the interface server. 

Interface Data is made up of values in relation with the 

interface ID, the size of each key, the position value, the label 

value, etc. For example, if the user A reads the values 0010, 

0012, 0023, Node.js will check for the mapped values and 

provide the interface related to those values to the user. 

Finally, the data is created in JSON format which is imported 

by the user and it is stored in the temporary storage.  Node.js 

sent the user's address to the mobile device and file storage, 

temporary address of the server. Usually, if users send a string 

in the stream system with large amounts of data, transfer 

speed of the user's mobile device may be slow, that may lead 

to corruption of data, the user by sending the address value, 

the data can be downloaded to the mobile device, the user's 

mobile device is able to download a file without data 

corruption on 3G, 4G, and LTE, in a variety of environments. 

JSON file is similar to the Xml format, but because of the file 

size is much smaller than Xml, there should not be an obstacle 

to transfer the data to the user. Further, it can be seen that it is 

highly advantages as speed is concerned.  

 
Fig 10. Algorithm to provide efficient interface 

 

Figure 10 shows the algorithm for providing a user interface, 

the user is requesting data on mobile devices using the ID and 

Password will be sent to the server, which is where u refers to 

the user's ID and Password. User Check function, that 

determines whether user information is correct or not and 

finds the user interface by using the Mapping Data function to 

search users if the ID is detected. i is searching interface’s ID. 

By using Interface Data Search function to get information of 

the interface data. l is the interface data, using Data file Create 

function to create file via JSON.  j is requested by the user 

interface, by using Data Sending function to send JSON file 

for users. In order to provide a customized interface, 

previously using one server with MongoDB has existing, so 

now, we use three servers MongoDB make efficient algorithm 

that determines the performance analysis for Queueing model. 

Queueing models are used in the data communications and 

network design theory that speed up the system's behavioral 

characteristic analysis and design help us to evaluate them. 

Queueing theory describes how to build a network and related 

processes for it. The queue first processes the incoming data 

(First in First out) which is a form of data storage. First, we 

use M/M/1 Queueing model for performance analysis and 

M/M/c Queueing model for multiple server analysis. The first 

M is the probability density for an hour, the second M is the 

probability density for the time of service, and the last one 

tells the number of servers, 1 or c. Queueing Model [10, 11] is 

as follows.  

 
(1) 

 
(2) 

Little’s 

formula 

(  =  )  
(3) 

 

(4) 

Little’s 

formula 

(  =  )  

(5) 

 
(6) 

 
(7) 

𝜆 is the data, 𝜌 is arrival rate, 𝜇 is service rate, Lq is the 

average queue length, Wq is average waiting time, P(𝑖) (with 

𝑖: number of users) is probability with conditions. 𝐿 is the 

average number in the system is waiting, 𝑊 is the average 

time spending in the system (service time), r refers to the 

average packet in the router. Queueing Model using the 

standard of equation 5, Equation 6, 7 are performance 

analysis of M/M/1 and M/M/c Queueing Model. In figure 10, 

the structure of MongoDB server is designed according to 

Queueing Model as follow:  

 
(a) Using one server 
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(b) Algorithm for using three servers and three queues 

 

 
(c) Algorithm for using three servers and one queues 

 
Fig 11. (a) (b) M/M/1 Queueing Model, (c) M/M/3 Queueing Model 

 

 Figure 11, 𝜆 refers to the data is inputed, μ refers to the 

service rates Figure 11-(a) is M/M/1 Queueing Model is 

applied into one server MongoDB structure. Figure 11-(b) is 

three Queueing Models M/M/1 and three MongoDB servers, 

but the algorithm is not applied three servers MongoDB is 

non-relational in structure to each other because they do not 

share data with each of the Queue Server will be (M/M/1) + 

(M/M/1) + (M/M/1). Figure 11-(c) the structure is applied to 

an algorithm to Queueing Model M/M/ with one queue and 

three servers. We provide a custom interface effectively using 

the performance Queueing Model analysis. 

4 Experiment results for applied 

algorithm to customized interface 

 In this paper, we apply the algorithm to non-relational, 

MongoDB and after applying the algorithm to the existing 

relational MongoDB and were tested. First, the reaction rate 

before the test Queueing Model tests were carried out using a 

performance analysis. One primary use of the MongoDB 

server interface for transmitting and efficient algorithms that 

do not using three MongoDB servers the M/M/1 Queueing 

Model Algorithm performance analysis was MongoDB 

because the relational Queue and one server using three 

M/M/3 Queueing Model to apply a performance analysis. 

Figure 12 is applied to each of Queueing Model, Performance 

analysis of the figure shows the result:  

 

Fig 12. Performance analysis applied to test of Queueing Model 

Each data, as shown in Figure 12 to 20, 100, 1000, 5000, 

10000 per test were performed. MongoDB M/M/1 servers is 

used when one of them, M/M/1 algorithm is not applied 

effectively to transmit data using MongoDB three servers, 

however, because the non-relational data to have the 

redundancy. Beets i.e. by 20 per each 20 a total of 60 data is 

the data to be analyzed. Thus, applying the M/M/1 Queueing 

Model M/M/1 + M/M/1 + M/M/1, but it can be. Thus, the 

speed is very slow, as shown in the picture you can see the 

results were. Finally, the algorithm applied to M/M/3 is a 

relational data in the 20 because we share to 20/3 data is 

analyzed and will be divided. When you use one server and 

apply the algorithm to analyze the performance of three 

servers, which is not significantly different compared to what 

you can see. Algorithm with three MongoDB servers is 

redundant because the data is not shared with each other due 

to the memory is slowed or more times due to the increased 

memory, the data has the disadvantage that the reaction rate is 

slow can be solved. As a result of analysis based on the 

performance of the actual speed MongoDB tested. Figure 13 

shows the actual reaction rates using the MongoDB server as 

a result of the performance analysis is similar to the test result 

could be obtained. 

 

Fig 13. The speed test with different number of MongoDB servers 

 

Data shown in Figure 13 to 20, 100, 1000, 5000, 10000 was 

tested with data. When one server using MongoDB with 

MongoDB server to apply the algorithm, the data have been 

used to analyze the rate that could see almost the same. 

MongoDB server, but without applying the algorithm to the 

three, because when you use a non-relational data, have a 

duplicate. Thus one might have file BSON than about three 

times more data it can be seen that the reaction rate is coming. 

When the algorithm was applied to share data between each 

other, the data is analyzed into three equal parts. The speed is 

a big difference as shown in the figure, MongoDB server, if 

you use only one server the redundant data is more than 

double the amount of data will increase. For example, two 

people wants to find the keyboard interface A, the keyboard 

interface provided to each person, selecting and storing a 

duplicate of the data that had the two. Thus, many people 

choose to store data in the same interface, the data can be 

duplicated if more than doubling the number of its conclusion 

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

112 Int'l Conf. Internet Computing and Big Data |  ICOMP'14  |



that the two come out. Times or more the data does not need 

to be duplicated can be a waste of the memory, the data will 

be processing speed slows down as soon as possible to know. 

Thus, applying the algorithm to three MongoDB management 

servers so that the data can be managed effectively and 

rapidly, which can provide the user interface for performance 

analysis and test results are demonstrated through experiments. 

5 Conclusions 

 In this paper, we propose a hardware interface and a 

software interface suitable to the individual providing the 

interface was in a cloud environment. We can use a cloud 

platform, users can receive their desired interface, if users do 

not have the desired interface, and the new interface will be 

designed. We propose an algorithm for providing efficiently 

interface that MongoDB server was used, to solve the existing 

problem of redundancy MongoDB server for managing data 

using servers in the non-relational data server, the algorithm is 

applied to make the relational between three servers, through 

performance analysis and testing can provide a faster data was 

confirmed. Further, by managing data in a relational interface 

to a user more effectively been able to provide various 

interfaces through a cloud environment could be provided 

anytime, anywhere. In the future research, we will apply our 

algorithm for different mobile operating systems. 
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Reduction of Multiple Redundant Contents 
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Abstract - In recent computer networks, redundant data are 
often delivered in a short time in large amount, as represented 
by a live broadcast. We have developed network nodes with 
packet caches in order to reduce redundant traffic in TCP/IP 
network. In our system of nodes, An upstream node converts 
data into a small identifier and a downstream node 
reconstructs the original data. We have obtained enough 
reduction rates experimentally for single redundant contents. 
In this paper, we propose methods for efficient utilization of 
the packet cache for reducing multiple redundant contents. 
We implemented the proposed method to a computer network 
for our experiments and carried out measurements. We 
improved efficiency of cache utilization and obtained higher 
reduction rate with a smaller cache. 

Keywords: traffic reduction; network node; packet cache; 
multiple redundant contents; cache utilization 

 

1 Introduction 
 In recent computer networks, transmitted data are often 
redundant. In other words, the same contents are transferred 
through the same route repeatedly. The redundant data are 
sometimes generated concurrently as represented by a live 
broadcast. If we can reduce such redundant traffic, we can 
utilize limited bandwidth of computer networks efficiently. 

 Multicast and caching are key methods to reduce 
redundant traffic. IP multicast is considered the most 
powerful technique to eliminate redundancy of concurrently 
generated traffic. Routers at branch points duplicate 
datagrams with IP multicast. However, restriction in transport 
layer protocol and equipment discourage the IP multicast 
from prevailing. In application level multicast, host 
computers at the end points duplicate data so that it is not 
constrained by these limitations. Meanwhile, efficiency of 
bandwidth utilization of it is lower than IP multicast, and 
overheads are not negligible for constructing a multicast tree 
in an overlay network. Caching has been implemented to 
eliminate redundant traffic of data that have been requested 
repeatedly. One of a typical example is a proxy server. It can 
inhibit traffic between a real server and it. Caching device for 
it is usually secondary storage. Unit of caching is a file so that 
traffic of real time communications is difficult to reduce. 
Another type of caching is applied in compression and 

reconstruction by two or more nodes. An upstream node 
encodes received redundant data and a downstream node 
decodes it with cached data. It is possible to reduce redundant 
traffic transparently for the hosts at the endpoints. 
Furthermore, using primary storage and packet level caching, 
real time communications are applicable for enough 
responsibility. That is, the packet level caching is suitable for 
live broadcast or video conference, which is important use of 
the recent computer networks. 

 We have developed the network nodes for reducing 
redundant traffic by packet caching. We call it TR (traffic 
reduction) node. Dynamical implementation is feasible for its 
transparency. OSGi framework is typical to adopt as 
described in [1]. Moreover, it is also possible to combine 
other networking function, for example, utilization of 
lightweight protocol near the low-end host [2]. We obtained 
enough reduction rates experimentally in simple cases [3]-[5]. 
We are studying to implement the TR node for more 
applicative network topologies [6]. 

 It is important for network nodes not to expend 
resources wastefully. Accommodating cache sharing across 
multiple redundant contents is significant for effective use of 
main memory. If redundant traffic consists of two or more 
contents transmitted concurrently, competitions arise in 
sharing of cache region across the contents. For efficient use 
of the cache, such records that will be referred soon should be 
conserved. Focusing on a single content transmitted by 
several streams, First in first out (FIFO) is a suitable policy to 
select a record to replace with new one simply. Relationship 
between probability of use and order of written is more 
complicated if multiple contents are transmitted concurrently. 
The oldest record in the cache may have higher probability of 
use than a newer record of the other content. In this paper, we 
present methods for efficient utilization of cache region for 
multiple redundant contents by grouping redundant streams 
and restricting cache consumption by a group.  

2 Related works 
 There have been many studies to reduce redundant 
traffic. [7]-[13] are representative ones. Concepts for traffic 
reduction in [10] and [13] are very similar to ours. Authors of 
[10] demonstrated aggressive routing for redundant traffic 
elimination. They managed redundant data by the method 
proposed in [7]. A set of Rabin’s fingerprints were identifiers 
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of a cached payload. An algorithm for detecting redundant 
data in [7] and [10] is more sophisticated than ours. The 
algorithm is profitable in searching large amount of data. In 
contrast, for smaller environment temporally and spatially, 
our easy procedure is considered advantageous. [13] focuses 
in P2P traffic. Payload of a packet was divided into fixed 
length blocks and MD5 is used as a hash function tentatively. 
Only egress routers must store a payload of a compressed 
packet so that required memory size is expected to be smaller 
than [10] and our study, instead of less flexibility of 
applications. 

3 Method for traffic reduction 
 We explain the basic method for traffic reduction in our 
study based on [5] and modified briefly. Fig. 1 shows a 
conceptual diagram. The sender generates redundant traffic 
concurrently. Node U and B reduce traffic cooperatively. 
They will have the same data in the packet caches shown by 
Fig. 2 in their main memories. When node U receives a 
packet, it searches the same data as received one in its cache. 
If it cannot find the data, it adds the data in the cache. Then it 
sends the data with request to store in the cache of node D. 
Otherwise, node U sends identifiers with format in Fig. 3 
instead of the received data. Node D reconstructs the original 
data using cached data and the identifiers. Size of the 
identifier is much smaller than that of original data so that the 
nodes can reduce traffic. We implemented our method for the 
network with Ethernet, IP, and TCP for data link layer, 
internet layer, transport layer protocol, respectively. 

 We define a reduction rate as (Dr-Ds)/Dr, where Dr and 
Ds are amounts of received redundant data and sent data after 
conversion by the TR node. If all redundant streams are 
divided at the same offset and transported by the largest 
frames, node U builds the shortest packets. Then we obtain 
ideal reduction rate with sufficient cache size as following. 

 ideal reduction rate = (M-1)·(F-H-S)/(F·M),    (1) 

 

 

Figure 1.  Redundant Traffic and Basic Method for Reduction. 

where F is maximum frame size, M is number of redundant 
streams, H is minimum total length of headers of Ethernet, IP, 
and TCP layer, and S is the minimum length of a data field 
converted by node U, respectively. 

IDf
property List 

managementdata length IDs flag 
0      
1      
2      

 
IDf: Record identifier in the communications cache. 
data: Payload of TCP. 
length: valid length of the data. 
IDs: Stream identifier to which the data belongs. 
flag: Valid flag of the record. 
List management: Identifiers of forward and backword 
records of various lists for management. 

Figure 2.  Format of the Communications Cache.  

 

Figure 3.  Format of TCP data converted by the TR node for 
traffic reduction.  

4 Efficient assignment of cache region  

4.1 Competition in cache region sharing 

 If a cache is enough large not to replace a record that 
will be referred, we can obtain sufficient reduction rate. We 
call such a record that will be referred “active” in this paper. 
Required cache size depends on conditions and environments 
for communications additional to replacement policy. 
Influential conditions on required cache size are data size that 
an application program requests to send, transmission rate, 
window size of TCP decided with performance of hosts and 
communications bandwidth, deviation of it, and so on.  

 The optimal condition for saving cache region is that the 
TR node on upstream always receives packets with 
completely the same data field (but different destination) 
successively until it begins to receive the other data. We can 
see such a condition if a sender transmits fixed size data with 
low communications rates, and there are no other contents 
transmitted. In that case, only one record is necessary to 
accomplish almost ideal reduction rate. In actual case, even if 
only one content occupies the communications line and 
application programs always send the same size data, one-
record cache is too small. Multiple packet sending before 

4 bytes 
number of
blocks 

block2 block1   

 

type=0 length offset IDs type 

data (variable length) type type=1

4 bytes 12 bytes 

Sender 

TR node U 

cache 
ID=0 data 0 
ID=1 data 1 
ID=2 data 2 

redundant data 

Receivers 

reconstructed data 
cache 

ID=0 data 0 
ID=1 data 1 
ID=2 data 2 

TR node D 

data and request for 
recording 

ID and request for 
reconstruction 
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receiving acknowledgement that TCP sliding window allows, 
resend, and different window increase required cache size. 
Additionally, the node usually receives not only single 
redundant content. It is not difficult to distinguish the 
redundant content from non-redundant one [5]. However, 
competition in the packet cache is more complicated for 
multiple redundant contents. The TR node often deletes an 
active record before it removes inactive ones of the other 
content. Thus required cache size becomes larger. 

 The node cannot control these conditions. We should 
employ appropriate strategy to avoid discarding active record. 
Consider a simple example of Fig. 4. Sender A and B send 
content A and B to their 3 receivers, respectively. For 
simplicity, the senders transmit contents with the same frame 
size. Capacity of the TR node is 4 records. Segments arrive at 
the TR node in order of Fig. 4. Strategy for replacing a record 
influences availability of the packet cache. By optimal (OPT) 
strategy, the TR node replaces a record that will be referred 
after the longest term. In an extreme case, the record is 
inactive. Activity in Fig. 4 means frequency of reference in 
future. OPT selects a record of the lowest activity. FIFO is 
suitable for single redundant content except out-of-order 
arrival at the TR node. In the case of Fig. 4, the TR node 
sometimes removes active records with FIFO inconveniently 
in this case. 

 

 

Figure 4.  A Simple example of multple Redundant traffic. 

 In practice, it is impossible to know activity of a record 
exactly. However, we can achieve the optimal replacement in 
the example focusing attention to characteristics of 
transmission. For content A, multiple contiguous segments 
are transmitted sequentially while not for content B. Multiple 
sending of the frames frequently occurs in transferring bulk 
data in a short time. Here, we assign spaces for 1 and 3 
records for content B and A, respectively, knowing 
characteristics of the transmission. When the TR node 
receives a segment of data B2 of stream S4, there are already 
3 records of content A. The TR node replaces cache record of 
numbered 4 conserving the 3 records. It is optimal selection 
without knowledge of activity. In general, an optimal number 
is not conclusive for cache records to assign. We propose an 
algorithm to know preferable size of cache region for 
redundant contents, that is, number of records to avoid 
inconvenient replacement. 

4.2 Algorithm 

 For efficient cache utilization, we defined redundant 
stream group (RSG) and preservation size for it. We prepared 
the group table and the stream table as shown in Fig. 5 and 6 
for management. The RSG is a group of streams that transmit 
the same content concurrently. The preservation size is 
number of records that TR node intends not to replace. If Q is 
a required number of records to obtain sufficient reduction 
rate for an RSG, number of active records for the RSG is 
equal to or less than Q. If the newest Q records of the RSG 
are protected against replacement, active records are 
conserved. Then Q is possibly an appropriate value for the 
preservation size. Total sum of the preservation sizes must be 
equal to or smaller than the packet cache size. Hence, the 
preservation size may be less than Q. At the same time, there 
can be more records than the preservation size if cache size is 
large. Furthermore, we can achieve sufficient reduction rate 
even if the estimated preservation size is small as shown later. 

 There are three parts of procedures concerning with 
record selection for replacement. They are group construction, 
preservation size calculation, and replaced record selection. 
The TR node performs these procedures in interrupt 
operations of packet receiving and timer of interval T. T was 
set to be one second in the present study. Fig. 7 presents each 
interrupt operation.  

 

IDg group size preservation size
0   
1   
2   

 
IDg: Identifier of the RSG. 
group size: number of streams that belongs to the RSG.  
preservation size: number of cache records to preserve. 

Figure 5.  The Group table.  

order 
segment 
(stream) 

operation (record number; activity) 
FIFO OPT 

1 A1 (S1) Update (1;2) Update (1;2) 
2 A2 (S1) Update (2;2) Update (2;2) 
3 A3 (S1) Update (3;2) Update (3;2) 
4 A1 (S2) Hit (1;1) Hit (1;1) 
5 A2 (S2) Hit (2;1) Hit (2;1) 
6 A3 (S2) Hit (3;1) Hit (3;1) 
7 B1 (S4) Update (4;2) Update (4;2) 
8 B1 (S5) Hit (4;1) Hit (4;1) 
9 B1 (S6) Hit (4;0) Hit (4;0) 

10 B2 (S4) Update (1;2) Update (4;2) 
11 B2 (S5) Hit (1;1) Hit (4;1) 
12 B2 (S6) Hit (1;0) Hit (4;0) 
13 A1 (S3) Update (2;0) Hit (1;0) 
14 A2 (S3) Update (3;0) Hit (2;0) 
15 A3 (S3) Update (4;0) Hit (3;0) 
16 A4 (S1) Update (1;2) Update (1;2) 
17 A5 (S1) Update (2;2) Update (2;2) 
18 A6 (S1) Update (3;2) Update (3;2) 

TR node 
(upstream) 

cache : 4 records 

Sender A 
Content A 
(3 streams) 

Sender B Content B 
(3 streams) 

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

Int'l Conf. Internet Computing and Big Data |  ICOMP'14  | 119



IDs stream IDg records hit count 
grouped 

time 
0      
1     
2      

 
IDs: Identifier of streams transmitted through the TR node.  
stream: IP addresses and port numbers of source and 
destination, and sequence number of record source. 
IDg: Identifier of the RSG. Value of -1 means unique 
stream. 
records: Number of cache records that belongs to the 
stream. 
hit count: Frequency of coincidence of data during a timer 
interruput interval. 
grouped time: Life time as a member of an RSG 
represented by counts of timer intrrupt. 

Figure 6.  The Stream table.  

 
Figure 7.  Operations driven with interrupts. 

4.2.1 Group construction 

 Identifiers of all streams through the TR node are 
registered in the stream table. An RSG is composed with 
registered streams. We call such streams that belong to any 
RSGs “grouped” and the other streams “unique.” Similarly, 
records that attribute to the grouped streams “grouped,” and 
other records “unique.” The TR node generates an RSG, 
expands it, or integrates two RSGs when the node finds a 
pairs of redundant streams by the procedure shown in Fig. 8. 
The TR node contracts an RSG or deletes it when the node 
finds an improper member as presented in Fig. 9.  Deletion 
of the RSG and its member is necessary to get adequate 
preservation size. Invalid members in RSGs and actually 
empty RSGs interfere with calculation of it as described later. 
Invalid members of the RSG are non-redundant streams or 
finished ones. The formers are put in the RSG when 
accidental coincidence occurs in searching cache. Even if 

only a few bytes in the two streams match accidentally, the 
TR node regards them as members of the same RSG 
tentatively. The latters are past streams, whose connections to 
transmit them have ended. The TR node can distinguish such 
streams from live and redundant ones using the grouped time 
in the stream table. When the TR node finds agreement of 
received data and cached data, it initializes the grouped times 
of the streams that the data belong to. The initial value of the 
grouped time is a positive integer L. L was set to be 30 in the 
present study provisionally. The TR node decrements it in 
every timer interrupt operation. The grouped time of a truly 
grouped stream returns to L before it is decreased to 0. In 
contrast, the grouped time of an ended stream continues to 
decrease and becomes to be 0. The TR node extracts such a 
stream from its RSG but does not erase it. Moreover, the TR 
node deletes the RSG whose group size is 1. If the TR node 
integrates two RSGs accidentally, affect is resolved when the 
node extracts the last member of one of the two real RSGs. 

 

Figure 8.  Algorithm 1.1: RSG generation, expansion and 
integration. 

 
Figure 9.  Algorithm 1.2: RSG contraction and deletion. 

4.2.2 Preservation size calculation 

 Preservation size calculation is the most significant 
procedure in the proposed method. There are many 
approaches for estimation. We employed methods shown by 
Fig. 10 and Fig. 11 for calculating an initial value and 
adjusting the preservation size in this paper, because of 
simplicity and following capability. We use the hit count in 
the stream table for monitoring deficiency and excess of 
preservation sizes. The hit count is number of coincidences 
detected during the timer interrupt intervals. When an RSG 
does not have enough records to obtain sufficient effect of 
traffic reduction, the RSG contains a stream with small hit 
count. On the other hand, the RSG may have too many 
records if hit counts of all streams of the RSG are large. The 

If both Sr and Sc are unique, {  
    Make a new RSG; 
    Calculate initial reserved size with algorithm 2.1; 
} 
Else if only one of Sr and Sc is grouped in an RSG, 
    Add the other stream to the RSG; 
Else if Sr and Sc grouped in two different RSGs, 
    Integrate the two RSGs; 
 
Sr, Sc: See Fig. 7. 

For all valid members of the stream table { 
    If grouped time value is 0, { 
        Break away the stream; 
        Decrement size of corresponding RSG; 
        If the size becomes 1, delete the group; 
    } 
} 

--- Operations driven with I/O interrupt --- 
Receive a packet carrying data of the stream Sr; 
Search the packet cache; 
If coincident with data of the stream Sc, { 
    Increment hit fields of Sr and Sc in the stream table; 
    Set the grouped time at L (L =30 in this paper); 
    RSG generation, expansion and integration 
        with algorithm 1.1; 
} Else select a record to replace with algorithm 3.1 
Reconstruct the packet; 
Send the packet; 
--- Operations driven with timer interrupt --- 
For all valid members of the stream table, 
    Decrement grouped times of the stream table by 1; 
RSG contraction and deletion with algorithm 1.2; 
Reserved size adjustment with algorithm 2.2; 
Clear hit fields in the stream table; 
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TR node determines whether it should increase or decrease 
the preservation size of the RSG using the minimum hit count 
of the streams grouped in the RSG. If the RSG contained an 
invalid member mentioned in the previous subsection, hit 
count of the member were always 0 and the preservation size 
of the RSG continued to increase. 

 
Figure 10.  Algorithm 2.1: Preservation size calculation for a 

new RSG.  

 
Figure 11.  Algorithm 2.2: Preservation size adjustment.  

4.2.3 Replaced record selection 

 The algorithm is to postpone replacement of an active 
record. There are two types of an inactive record. One is a 
record of a non-redundant stream. The other is grouped and 
too old. The algorithm presented in Fig. 12 selects the 
inactive record if it exists.  
 

 

Figure 12.  Argorithm 3.1: Replaced record selection. 

5 Performance evaluations and discussion 

5.1 Implementation and measurement 

 We built a computer network for evaluation of the 
proposed method with machines given in Table I. Basic 
topology of the network was the same as Fig. 1 but we 
arranged two sender machines and two receiver machines. 
Host A and B in the TABLE I sent redundant content A and 
content B, respectively to the host C and D. Host C and D 
emulated 5 receivers with processes, respectively. The 
redundant contents consisted of random numbers. Line speed 
was 100 Mbps.  

 We carried out measurements during 3000 seconds with 
which experimental results were stable. The servers always 
generated 5 streams per content in the present measurements. 
Host D was lower-performance computer so that transmission 
rates of streams reaching host D were smaller. We applied 
pure FIFO, equal sharing, and the proposed strategy labeled 
“dynamic” for record replacement in the packet cache. With 
pure FIFO, which we used in the previous study [2], the TR 
node grouped all records into only one RSG regardless of 
contents. With equal sharing, the TR node assigned 
preservation sizes for RSGs equally for all RSGs instead of 
the algorithms in Fig. 10 and 11. 

TABLE I.  HARDWARE AND SOFTWARE SPECIFICATION OF 

THE EXPERIMENTAL SYSTEM 

Function Specification(CPU/Memory/OS) 

TR nodes AMD Opteron 1210 (1.8 GHz)/1GB
/Debian 4.0 (Linux 2.6.18-6-486) 

host A
/host B 

Intel Core i3-3220 (3.30 GHz)/4GB
/Ubuntu 11.04 (Linux 2.6.38-16-generic-pae) 

host C Intel Pentium(2.90 GHz)/2GB 
/CentOS 5.8 (Linux 2.6.18-308.11.1.el5)

host D 
Intel Pentium 4 (1.70 GHz) /256MB
/CentOS 5.8 (Linux 2.6.18-308.11.1.el5)

 

5.2 Experimental Results and Discussions 

 The proposed method directly works out to decrease 
frequency of replacement. Fig. 13 shows ratio of received 
packets that caused replacement. With ideal condition, the 
ratio does not exceed 0.2 for 5 redundant streams. It becomes 
large if active records are removed. The dynamic strategy 
decreased replacement rate successfully. Equal sharing gave 
better rate than pure FIFO for small caches. Performance of 
the host was lower than that of host C so that content B 
required smaller region for packets than content A. Equally 
assigned preservation sizes were appropriate. Improvement 
with equal sharing means significance of conserving active 
records discriminating contents even if we cannot calculate 
the preservation size with high accuracy. 

 Fig. 14 gives reduction rates. Ideal value of the rate is 
about 0.75 for 5 redundant streams. Reduction rate reflects 
decrease of replacement shown in Fig. 13 roughly. Using 

For all RSGs, 
    If PR(i)<RN(i), the RSG is a candidate group; 
Search the oldest record in cache records  
    that are unique or member of candidate groups; 
 
PR(i): See Fig. 10. 
RN(i): Number of records for an RSG labeled i. 

A=N/(number of RSGs including new one); 
If B=N-(A+(total sum of PR(i)) ≧0, n=A+B; 
Else For such i that PR(i)≧A,  
    n=PR(i)=(total sum of PR(i))/((number of is)+1);  
 
N: Packet cache size. 
PR(i): Preservation size for an RSG labeled i. 
n: Preservation size for a new RSG. 

For each RSG; { 
    If hm<hl, classify the RSG into Class 2; 
    Else If hl≦hm<hu, classify the RSG into Class 1; 
    Else, classify the RSG into Class 0; 
} 
For Class 0, For each RSG, PR(i)=PR(i)-d; 
B=N-(total sum of PR(i));  
If B≧d·g2, For each RSG in Class 2, PR(i)=PR(i)+d; 
Else If g2≦B<d·g2,  
    For each RSG in Class 2, PR(i)=PR(i)+B g2; 
Else For such i that PR(i)≧N/(number of RSGs),  
    PR(i)=(total sum of PR(i))/(number of i); 
 
d: Constant integer. 
gj: Number of RSGs classified into Class j. 
hm: The minimum value of hit counts in an RSG. 
hl, hu: Positive integers, hl≦hu, 

              hl =800 and lu=1400 in this paper. 
N, PR(i): See Fig. 10. 

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

Int'l Conf. Internet Computing and Big Data |  ICOMP'14  | 121



smaller cache, equal sharing and dynamic give well-improved 
reduction rate. For small caches, dynamic strategy often 
assigned equal number of records as preservation size by the 
applied algorithm. Larger cache size than 600 records, 
reduction rates with equal sharing are close to those with pure 
FIFO. From 700-record to 1000-record, half of the cache 
sizes is considered insufficient to obtain ideal reduction rate 
for content A. Larger reduction rates are accomplished with 
dynamic strategy that accommodated preservation sizes 
between content A and B. For larger cache than 1100 records, 
reduction rates are almost the same for three strategies. The 
dynamic strategy is the most advantageous for smaller cache 
size than 1100. If reduction rate 0.7 is necessary, cache size 
must be larger than 900 with pure but 700 with dynamic. If 
reduction rate 0.5 is necessary, cache size must be larger than 
500 with pure FIFO but 300 with dynamic. 

 
Figure 13.  Replacement Rate. 

 
Figure 14.  Reduction Rate. 

 Fig. 15 and 16 are number of records in a 700-record 
cache for 2-redundant contents using pure FIFO and the 
proposed method. With equal sharing, both contents always 
consume almost the same number of records. We can realize 
preservation size effects number of records of each RSG in 
the packet cache by these graphs. With both of pure FIFO and 
dynamic, content B uses less cache region than content A on 
average corresponding to transmission rate. With pure FIFO, 
recorded sizes for both contents rise and fall with high 
frequency and wide range. Number of records of content B 
often becomes larger than that of content A. With dynamic, 

number of records of content B is always smaller than that of 
content A except initial state of measurement. The proposed 
method prevents records of the two contents from chasing off 
each other successfully. 

 Fig. 17 shows the preservation size corresponding to Fig. 
16. There are much more records of content B than 
preservation size. On the other hand, preservation size and 
recorded size of content A are almost the same. Content B 
used large part of cache region that corresponds to non-
preservation size. The preservation size of content A, whose 
transmission rate was higher, prevented from removing 
record of content B even if the preservation size of it was 
very small. Thus, it is not necessary to estimate the 
preservation size for every RSG accurately but important not 
to overestimate. 

 
Figure 15.  Number of records in a 700-record cache using 

pure FIFO. 

 
Figure 16.  Number of records in a 700-record cache using 

the proposed method. 

 
Figure 17.  Preservation size in a 700-record cache using the 

proposed method 
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6 Conclusion and future works 
 In this paper, we proposed procedures for efficient 
utilization of cache region for reducing traffic of multiple 
redundant contents. We defined redundant stream group, 
estimated required number of cache record to conserve active 
record for the group, and selected a replaced record omitting 
the newest ones in the range of the preservation size. We 
implemented the proposed method to the computer network 
for experiment and carried out measurements. We decreased 
frequency of replacement and improved reduction rate using 
small cache.  

 In future work, we will investigate subjects to improve 
efficiency of cache utilization. We consider that the algorithm 
for preservation size calculation in this paper, especially, 
threshold to increase or decrease and sharing in small caches, 
is improvable. We arranged the threshold values used in this 
paper for the present experiments and the same for all RSGs 
tentatively. However, they depend on conditions for 
communications essentially so that we should give different 
values for each RSG respectively. Otherwise, size, 
transmission rate and/or mishit rate for RSGs may be valid 
for the calculation. For small cache, the proposed algorithm 
abandons not only optimal set of the preservation sizes but 
also adequate one. The preservation sizes are assigned 
uniformly except for RSGs with small-converged 
preservation size. We consider prorating the preservation size 
depending on transmission rates for RSGs effective. 
Moreover, for quick convergence of the preservation sizes or 
applicable following to change of characteristics of 
communications, we should investigate appropriate amplitude 
for adjustment of the preservation size. Anyway, better 
criterion often requires more measures. Complicated 
procedures generate overhead so that we must be careful to 
introduce them.  
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Abstract – With rapid growth in use of multimedia 
applications, including IP Telephony (also known as Voice 
over IP), the demand for security and privacy of 
communications has significantly increased. Given the fact 
that IP Telephony utilizes public IP infrastructure, deployment 
of IP VPN is one approach to protect traffic of interest. 
However, VPN is presumed to have a negative impact on 
VOIP performance due to additional packet overheads, 
authentication, integrity check, encryption, and extra CPU 
processing involved in the process. In this paper we simulate 
behavior of a SIP-based VOIP connection running over an IP 
VPN tunnel. OPNET IT GURU is used as the simulation tool. 
Few studies examined role of Quality of Service (QoS) 
parameters such as call signaling and employed VPN 
protocols, but the role of parameters’ arising from network 
environment, including design issues, were neglected. Bearing 
this in mind, this research considers several possible 
scenarios. It compares performance of VOIP calls based on  
end-to-end delay, delay variation and call setup time for 
different network configuration (with and without VPN). VPN 
itself didn’t show any negative impact on end-to-end delay. 
However, combination of network design and VPN show an 
impact on end-to-end delay.   

Keywords: Session Initiation Protocol (SIP), Voice over IP 
(VOIP), Virtual Private Network (VPN) 

 

1 Introduction 
  Voice over IP (VOIP) uses public IP network and its use 
has been growing rapidly in the past decade. Demand for 
security and privacy in recent years has prompted various 
solutions by security researchers and industry role players to 
assure secure communications over public networks, e.g. 
Internet. Confidentiality, integrity and authentication of a 
connection have been considered as a vital security 
requirement. According to Symantec [1] “registration 
hijacking” and “eavesdropping” are the two main attacks 
against SIP-based VOIP communications.  Registration 
hijacking, as its name suggests, involves stealing a VOIP 
user’s subscription and ensuing packets. Eavesdropping, 
involves intercepting the voice communication streams (RTP 
packets). In brief, SIP-based VOIP communications are 

vulnerable to above mentioned attacks because SIP signaling 
messages are sent in clear text and SIP implementation does 
not support message integrity check, which makes it easy to 
modify and replay SIP signaling messages. Thus, in the case 
of VOIP the session encryption (to avoid issues such as 
eavesdropping, and man in middle attack), session integrity 
(to assure VOIP packets are not altered intentionally or 
unintentionally as they transit over Internet), and protection 
of related data to a VOIP connection such as packets 
pertaining to billing system, are the main concerns that needs 
to be guaranteed. 

There exist several well-known and widely used protocols to 
provide different security and protection features for IP based 
communications. IPsec (implemented at IP layer), SSL and 
TLS (implemented at transport layer) are examples of such 
protocols and mechanisms. One elegant approach towards 
protecting IP packets is to implement a VPN (Virtual Private 
Network). Either a site to site VPN or a remote access VPN 
mode can be designed and implemented to establish an IP 
tunnel over public IP network. Further details on this are 
covered in the next section.  

Because of the general purpose design of the above 
mentioned protocols and mechanisms, these may be used for 
protecting VOIP (and multimedia) packets as well as data 
traffic. However, VPN may have a negative impact on VOIP 
performance. It may degrade the quality of VOIP 
communications due to additional packet overheads, 
authentication, integrity check, encryption, and extra 
processing involved in the protection process.  Delay (end-to-
end delay), jitter (delay variation), packet loss, and call setup 
time are the main factors that affect the perceived quality of 
VoIP traffic by the end-user [2, 3]. VPN is presumed to 
increase the end-to-end delay [3, 4]. The exact amount of 
delay is dependent on the choice of VOIP signaling protocols 
(such as H323, and SIP etc.), audio codecs (such as G.711, 
G.729, G.728, G.726, etc.), related encoding algorithms (such 
as PCM - Pulse Code Modulation(PCM), Adaptive 
Differential PCM, etc.), VPN protocols employed (such as 
PPTP, L2TP, IPsec, etc.), and also parameters arising from 
network environment [5, 6, 7]. In general, VOIP singling 
protocols, network Quality of Service (QoS) parameters, and 
employed security protocols are the broad aspects identified 
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to impact VOIP Quality of Service [5]. In the case of VOIP 
over VPN, types of services offered to the VPN clients will 
depend on the choice of VPN protocols (e.g. PPTP, L2TP, 
GRE, IPSec), having an effect on quality of VOIP traffic. 
Several researches have addressed VOIP QoS and in 
particular impact of VPN on VOIP quality performance [3, 5, 
8, 9, 10, and 11]. VOIP signaling protocols and choice of 
audio codec have been examined. However, role of (various 
types of) VPN protocols and parameters related to the 
network environment have been neglected or at least have 
received less attention. Considering this gap, this paper 
intends to simulate, using OPNET IT GURU network 
simulation tool, the behavior of a SIP-based VOIP 
connection, while running over IP VPN tunnel. In particular 
we set out to compare performance, in terms of end-to-end 
delay, delay variation and call setup time of a SIP-based 
VOIP connection running over IP with that of a SIP 
connection running over IP VPN tunnel. Several possible 
scenarios, entailing different network designs  (in terms of 
placement of SIP components used in the network) is also 
created and a comparative analysis is done in order to 
consider impact of network design on the afore- mentioned 
issue.   

2 Literature Review 
 Telecommunication standardization bodies such as 
International Telecommunications Union (ITU-T) have 
identified a number of factors contributing to QoS for a voice 
connection. The identified factors include ITU-U voice 
codecs and algorithm, end-to-end delay, jitter, packet loss, 
and network design. According to ITU-U guidelines, a voice 
call facing a delay greater than 150 milliseconds (note: some 
authors refer to 200ms) and/or a jitter of greater than 20ms is 
not considered to be of a good quality, and accordingly any 
voice call facing delay of greater than 300ms and/or a jitter of 
greater than 50ms is considered to be of a poor quality [12, 
13, 14].  Table1 (below) outlines the accepted voice quality 
measures. 

Table 1. Voice Quality Measures [14] 
 

Network parameter  Good  Acceptable  Poor  
Delay (ms)  0-150  150-300  > 300  
Jitter (ms)  0-20  20-50  > 50  
 

End-to-end delay measures the total amount of time taken for 
a voice packet to traverse the network path between caller 
and called entity.  Conditions such as poor network capacity 
(e.g. low bandwidth link, or a low ingress/outbound traffic 
rate policy associated with a connection), and congestion, 
will result into voice packet getting delayed, leading into a 
delay greater than 300ms for voice streams.       

Jitter measures the variation from the regular delay time 
between consecutive voice packets received by the receiver. 
For example if sender sends consecutive voice packets every 
certain milliseconds, the receiver is supposed to receive these 

consecutive packets with roughly similar interval. As 
mentioned above, 50ms is the maximum tolerable jitter (Note: 
some authors refer to 75ms).  

IP VPN though is an elegant approach towards protecting 
VOIP packets passing through IP networks, is known to lead 
to higher delays and jitter in VOIP calls.   

Although packet loss, ITU-T codecs & algorithms, and 
parameters arising from the network environment are factors 
that play a role in voice QoS, but delay and jitter are 
considered critical factors that have been examined by most 
of researches measuring quality of voice calls.  

Gouda I. Salama et al. [3] examined “impact of IPsec on the 
quality of transmitting voice over communication links using 
OPNET simulator”. Result of their research showed that 
IPsec results in an increase in packet loss, end to end delay, 
call setup time, and jitter.   

To address QoS for IPsec transmitted packets over IP 
network, R. Barbieri et al. [9] proposed to down size IPsec 
encapsulated packets (i.e. the actual IP packet inside IPsec 
header) by almost 4 bytes using compression. The proposed 
approach is criticized by Gouda I. Salama et al., [2] for 
neglecting actual compression time, which in turn will lead to 
a processing delay that might be even larger than encryption 
delay.   

A.H. Muhamad Amin [5] presented an analysis of VOIP 
performance measurements using QoS parameters. 
Congestion was found to negatively impact voice quality 
parameters such as delay and jitter. VPN showed to have a 
similar effect on the voice traffic. In a non-ideal network 
environment, the voice quality parameters showed even 
worse results compared with an ideal network environment.  

Ibrahim S. I. Alsukayti et al. [15] used OPNET modeler to 
investigate performance of VOIP over VPN running over a 
BGP/MPLS (Multi-Protocol Label Switching) network. 
Results suggested that not only a VPN over BGP/MPLS has 
not a negative impact on VOIP quality but also “positively 
improves performance of VOIP as compared with its 
performance over an MPLS network. He also showed that 
G729A (bit rate = 8 kb/s) is the best choice of voice codec for 
such scenario (i.e. BGP/MPLS VPN) due to bringing a 
balance between end-to end delay and bandwidth efficiency. 
(Note: SIP was the VOIP signal protocol under examination 
in the study). 

2.1 Session Initiation Protocol 

Session Initiation Protocol (SIP) is one of the peer to peer 
VOIP standard protocols defined in RFC 2543 and 
standardized by the IETF MMUSIC Working Group. This 
protocol contains initiation, termination and also modification 
standards for user sessions, which consist of video or audio 
elements, online games, instant messaging, virtual reality or 
generally multimedia elements [14]. Table 2 shows SIP 
massages for a call establishment. 
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Table 2. SIP Messages [16] 

 
SIP Request Type  Function 
INVITE  Session establishment request 
ACK  Acknowledgement of receiving 

INVITE massage 
OPTIONS Capabilities of the server is being 

queried 
BYE  Client asks server to terminate the 

call 
CANCEL  Cancel the request 
REGISTER  Registering address with SIP 

server 
 

 
Four logical entities defined in SIP are: User Agent (which 
include: UAC - User Agent Client and UAS - User Agent 
Server), Registrar, Redirect Server and Proxy Server.  User 
Agent Client (UAC) creates the SIP requests. User Agent 
Server (UAS) receives a SIP request and responds to it by 
accepting, rejecting or redirecting the request [17]. Redirect 
Server’s job is to receive requests and reply them with a 
response message indicating the next place request should be 
sent (i.e. determining the address of the called device) [17]. 
For instance, the redirect server would keep track of the user’s 
location and reply a response indicating the location. A SIP 
Proxy Server acts primarily as a Router by forwarding the SIP 
request to the next hop. Proxy Severs also play the role of 
both clients and servers by accepting the users’ request and 
creating a requests on behalf of the users.  Proxy Servers are 
of two types: stateful and stateless. In stateless proxies the 
reliability of request is not guaranteed and they have the 
simple function of just forwarding incoming requests to 
another server. In contrast stateful proxies maintain each 
transaction’s state and include the request and response of that 
transaction.  
 
The transaction model used in SIP protocol is a 
request/response model. SIP is considered a text based 
protocol. A SIP message contains start line, header and body 
[4]. As mentioned above, the requests are routed to the user’s 
current location using proxy servers. Other responsibilities of 
proxy servers include user authentication and authorization 
for services, and call routing policy implementation. Another 
interesting feature provided by SIP is registration 
functionality to allow users upload their locations to be later 
used by proxy servers. SIP runs on top of some transport 
protocol [3]. The handshake model of the SIP protocol is well 
illustrated in [2, 19] and also included in figure 1. 

TCP and UDP can both be employed for SIP transmission. 
UDP is more commonly used as the choice of Transport 
protocol, mainly because of its lower overhead as compared 
to TCP. Since unreliable UDP transport protocol can be used 
for SIP massage transmitting, SIP can be responsible for 
reliability on its own [18]. 
 

 

 

 
 

Figure 1. SIP Call Flow [19] 
 
 

2.2 Virtual Private Network (VPN) 

 VPNs are responsible for providing a secure connection 
through a public network. To meet this goal VPN establishes 
an IP Tunnel- a virtual point to point link between end-nodes, 
which are separated by a random number of networks in 
between [9]. VPNs are capable of establishing a secure 
virtual link between different branch offices. Tunneling 
makes a virtual lease line (by adding extra headers), and 
protects private information from being accessed and 
modified by unauthorized entities throughout the public 
network [10]. So, tunnel in a VPN is actually a virtual pipe, 
and responsible for making physical network seems 
transparent to the packets as they move on their way across 
the internet. Tunneling can also be referred as the 
encapsulation process of IP packets into another outer IP 
header. Figure 2 illustrates a VPN tunnel. VPN uses a 
dedicated virtual link (i.e. tunnel), for transferring data from 
source to destination. So, the chance for proxy interruption is 
minimized. There exist two types of tunnel: permanent and 
temporary. Permanent tunnels (or static tunnels) are highly 
resource intensive. This kind of tunnels can be considered too 
wasteful because they use huge amounts of bandwidth for 
transmitting not very much data. The disadvantage could be 
more obvious in a business environment where they are not 
used 24 hours a day. So in practice a VPN does not utilize a 
static pipe, instead it uses the more efficient alternative which 
is dynamic or temporary pipes. These types of tunnel are 
more flexible considering the fact that they can be established 
and removed any time needed [12].  
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Figure 2. VPN Tunnel 
 

There are two types of VPNs: remote-access and site-to-site. 
The remote-access VPN establishes a virtual connection 
between the remote user and the company’s internal network. 
In site-to-site VPN, a virtual connection is established among 
more than one fixed site via a public network. This type of 
VPN needs exclusive equipments, because outbound and 
inbound traffic traverse through peer VPN gateways located 
in each site. VPN gateways are responsible for 
encryption/decryption and encapsulation of packets.  [11].  

Due to complexity of encryption and decryption process in 
cryptographic algorithms associated with VPN tunnels the 
performance would become a bottleneck. For this reason, 
dedicated hardware is proposed as a way to maximize the 
throughput while the latency gets minimized. In addition, 
BGP/MPLS VPN technology is being used as a novel VPN 
approach. In this approach the benefits of MPLS 
(Multiprotocol Label Switching) technology is combined 
with security aspects of a VPN. This feature allows service 
providers to offer VPN service by using their MPLS network 
for secure delivery of different type of traffic such as voice 
[8]. 

 

3 Methodology 
  This section describes the simulation tool and processes 
employed in this research. OPNET IT GURU is used as the 
simulator in this research. The main research objectives to 
achieve in this simulation are to: 

i. examine the impact of parameters arising from the 
network and network design on performance of a SIP 
connection running over IP in terms of end-to-end delay, 
delay variation and call setup time; 

ii. compare the results in i) with a SIP connection running 
over IP VPN tunnel; 

iii. examine the above for several possible scenarios 
entailing different network designs that include 
placement of SIP components.   

The parameters arising from the network entail a broad range 
and number of variables and factors, such as network 
throughput, link capacity and bandwidth, congestion issues, 
traffic intensity, queuing issue, choice of routing protocols, 
type of the service provided by the network (e.g. Best effort 

vs. Guaranteed service), diversity and nature of applications 
running in the network (Multimedia vs. data), etc.. This 
research is limited to achieving the simulation objectives 
stated earlier.  Also, to make sure that the primary issue under 
examination is simulated and experimented with as much 
control as possible, we kept the possible design scenarios as 
simple and neat as possible. This would eliminate other 
possible considerations tied to more complex network design 
scenarios. Note: EIGRP was employed as the routing protocol 
in the study.  

We created several possible scenarios resembling a simple 
SIP-based connection over IP backbone with and without 
VPN. Two IP-phones (using SIP as the signaling protocol) 
and SIP Proxy servers (one or two - depending on the 
possible design scenarios) are configured. Proxy server(s) 
served as the primary source to forward SIP requests and 
responses. Each scenario was simulated once without VPN 
and once with VPN in place. For VPN connection, the 
packets sent from one IP phone to the other one were sent 
through a VPN tunnel that was established between the 
routers connected to each IP phone (i.e. ROUTERA and 
ROUTERB).  Figure3 illustrates one of the scenario (named 
as scenarios 2) used during the experiment.   

 

 
 

Figure 3. Scenario 2 
 
 
 

 

Figure 4. IP Traffic Flow with VPN connection 
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Figure 4, illustrates the traffic flow of a ping echo-request 
and each-response from PHONEA to SIPPROXY. Note: 
“Compulsory” VPN mode was employed during the 
experiments, meaning that packets destined to the IP phones 
would always pass through to the VPN tunnel, no matter if 
the routing information knew a shorted path to the 
destination.  
 
Figure 5 shows another scenario (Scenario 3) used in the 
experiment.  

 

Figure 5. Scenario 3 
 

G.711 is used as the voice codec and SIP as signaling 
protocol during the experiment. Figure 6 and 7 details the 
voice codec and voice application definition used in this 
study.  

 

 

Figure 6. Voice Codec definition 
 
 

 

Figure 7. Voice Applicaton Definition 

In order to generate the VOIP traffic, a VOIP Profile is 
defined and assigned to PHONEA, which would make 
constant 2-mintue phone calls to PHONEB during the 
simulation, which ran for 1 hour. Figure 8 shows the 
configured profile on PHONEA. PhoneB is configured to 
support the pre-defined VOIP application as presented in 
Figure 7, but it is not configured to generate any phone call. 
This configuration made the controlling and track of VOIP 
call flows and simulation simpler for later analysis. 

 

Figure 8. VOIP Profile 
 

4 Results 
 Results of the experiments to achieve the objective, as 
discussed in the previous section, is summarized in this 
section. 

4.1 Call Setup Time 

 Findings of this study suggest that VPN will not always 
lead to higher call setup time, which is different from the 
findings reported in prior research (e.g. [3]).  This research 
assumed parameters arising from network and network 
design, will play a role in call setup time of a SIP-based 
communication. In scenario 2 (fig 3) the IP phones are 
configured to send the call setup requests to a SIP Proxy 
server, which is located in the same network segment as 
PhoneB. In scenario 3 (fig 5) the IP phones are configured to 
send the call setup requests to their designated SIP Proxy 
servers, which reside in the same network segment as the IP 
phones are located. For these two scenarios the VPN show no 
negative impact on the call setup time. In scenario 1 (fig 9) 
each of the IP phone is configured to send call setup requests 
to a SIP Proxy server, which are located in the Internet. In 
scenario 4 (fig 10) each of the IP phone is configured to send 
call setup requests to their designated SIP Proxy server, 
which are located in the Internet. For these two scenarios, the 
VPN resulted in an increase in the call setup time.    

Copyright © 2014 CSREA Press, ISBN: 1-60132-277-1; Printed in the United States of America

128 Int'l Conf. Internet Computing and Big Data |  ICOMP'14  |



 
 

Figure 9. Scenario 1 
 
 
 

 
 

Figure10. Scenario 4 
 

Figure 11 illustrates related call setup time (with and without 
VPN) for scenario 1 and scenario 4. 

 

 
 

Figure11. Call Setup time for Scenario 1 and 4 
 

Figure 12 presents result of call setup time for all the 
scnearios. Findings from call setup time show that scenario 3 
produced the lowest call setup time amongst all scenarios. 
Analysis of the call setup time suggests that network design 

plays an evident role in call setup time and that with a proper 
design (in this case, proper placement of SIP Proxy server), 
VPN will not bring a negative impact on the call setup time. 
Results of call set up time in figure 12 also suggest that using 
a single SIP Proxy server in the network segment in one of 
the VPN tunnel end-points is preferred to having the IP 
phones send their call setup requests to a single designated 
SIP Proxy server located on the Internet.   

 

 
 

Figure 12. Call Setup Time for All Scenarios 
 
 

4.2 End-to-End Delay  

 One significant performance metric for VOIP quality of 
service is the end-to-end delay issue. Analysis of the end to 
end delay result, as illustrated in figure 13 and figure 14,  
suggest that VPN had no negative impact at all on end to end 
delay. For scenario 1, where each IP phone is configured to 
send call setup requests to a SIP Proxy server on the Internet, 
VPN show reduced end-to-end delay compared to when voice 
streams are forced to go through VPN Tunnel between 
PhoneA and PhoneB.   

 

 
 

Figure13. End-to-End Delay for Scenario1 
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Figure 14. End-to-End Delay 
 

Compartive analysis of end to end delay for all scenarios, as 
shown in figure 14, suggest that for scenario 3 has the lowest 
end to end delay. It is interesting to note that VPN do not lead 
to degradation in VOIP quality in terms of end-to-end delay.  
Also, VPN reduces the end-to-end delay in conjunction with 
network design issue. With VPN present in Scenario 2, VOIP 
end-to-end delay is lower than that of Scenario 4 (with or 
without VPN). If VPN is not present in Scenario 1, end-to-
end delay is higher than that of Scenario 4. A quick reference 
to Voice Quality Measures as suggested by ITU-T (see 
table1), suggests that the end-to-end delay results obtained in 
the experiment are actually good. Therefore, a comparative 
analysis of end-to-end delay and call setup time indicate that 
VPN in conjunction with design can actually improve the 
VOIP performance.  

4.3 Delay Varation (Jitter)  

This section is allotted to provide a brief review of the 
Delay Variation results obtained in the simulation experiment. 
Based on results of figure 15, VPN do not degrade the delay 
variation. 
 
According to Voice Quality Measures as suggested by ITU-T 
(see table1), delay variation results obtained in the experiment 
are good.  
 
 

5 Conclusions and Future Works 
  This paper is intended to simulate, using OPNET IT 

GURU, the behavior of a SIP-based VOIP connection over IP 
VPN tunnel. Findings of this study suggest that VPN do not 
always lead to higher call setup time, as opposed to the 
findings reported in the prior research (e.g. [3]).  Analysis of 
call setup time suggests that network design plays an evident 

role in call setup time and that with a proper design (in this 
case, proper placement of SIP Proxy server) VPN will not 
bring a negative impact on the call setup time. Results of 
figure 12 (call setup time) also suggest that using a single SIP 
Proxy server in the network segment in one of the VPN tunnel 
end-points is preferred than to having the IP phones send their 
call setup requests to a single designated SIP Proxy server, 
which is located in the Internet.  Compartive analysis of end-
to-end delay for all scenarios also suggest that Scenario 3 
show the lowest end to end delay.  
 
 

  
 

Figure15. Delay Variation 
 
 
Analysis and findings of this research are different from few 
related findings e.g. a study by Gouda I. Salama et al., [3] and 
another study by Muhamad Amin [5] suggested VPN as a 
factor that increase end-to-end delay. However, findings of 
this study are aligned with those of Ibrahim S. I et al., [8], 
where he showed a BGP/MPLS VPN to improve VOIP 
quality by reducing the end-to-end delay.  
  
Future works may include setting up a network environment 
scenario in which factors such as network throughput, link 
capacity and bandwidth, congestion issues, traffic intensity, 
queuing issue, choice of routing protocols, type of the service 
provided by the network (e.g. Best effort vs. Guaranteed 
service), diversity and nature of applications running in the 
network (Multimedia vs. data) are considered.  For instance 
traffic intensity, which in this study is not set to exceed (or at 
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least closely reach) the link capacities, can be set to a ratio to 
cover network congestion and throughput issues. A 
potentially more realistic scenario could also examine end-to-
end delay in a network environment in which data packets are 
sent alongside voice streams. 
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Abstract - The article describes various models and 

strategies of blocking network nodes in their address space 

and physical space. It is shown that the modeling of these 

processes in the address space only is less informative. The 

modeling results in the physical space have shown that both 

in regular two-dimensional (2D) and in three-dimensional 

(3D) structures the increase of the average number of bonds 

per one node increases as well the speed of formation of the 

blocked nodes clusters and the percolation threshold. At that 

in 3D structures, the speed of clustering and the percolation 

threshold are higher. The process of the blocked nodes 

clustering in the 3D structures is faster than in the 2D 

structures, and the highest efficiency in terms of working 

capacity have 2D networks with multiple bonds between their 

nodes. The obtained results allow us to make 

recommendations for improving the reliability of open 

networks, including the Internet. 

Keywords: Computer network, blocking nodes, network 

topology, the percolation threshold 

 

 

1 Introduction 

 An important task for ensuring reliable functioning of 

computer and telecommunication networks as well as 

transferred information protection is the problem of studying 

formation of groups of computer networks nodes physically 

connected by communication channels but blocked (excluded 

from operation) for some reason. In certain conditions, such 

groups of blocked nodes can increase in size and form 

clusters, which can lead to an overall loss of functionality of 

data network. For example, a cluster can form either when 

there is a blockage of a backbone node of data network at the 

regional and city level or belonging to a base station of 

mobile network as a result of peak load or an overload or 

when there is a computer virus epidemic in computer 

networks, which blocks work of different network equipment.  

 Historically, any information-computer network starting 

from the city region level has an irregular structure. The 

brightest example of such a network is the Internet. This is 

caused by many factors among which we can single out the 

following: providers having different network and 

communication equipment, altering number of subscribers 

with constantly changing connection topology and many 

others. 

 When describing topology of network nodes blockage 

during virus distribution, at present there is an approach, 

which sees epidemic development as a chain process, 

reminding Kailey tree with random number of connections 

by structure [1,2].  

 A special attention should be paid to a number of 

papers by R. Pastor – Satorras and A. Vespignani, which 

consider the task of defining possibility for contamination 

depending on the distance of the node from the source of 

infection in the networks with different scale and number of 

nodes [3-7]. Topological parameters here are the scale and 

number of nodes but the papers didn't consider variety of 

network structures.  

 Common for these papers is the notion of a scale free 

graph, which can have a different number of nodes. Figure 

1a shows an overview of such graph with a total number of 

nodes of 100. 
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Fig. 1. Overview of scale free graph [2] on Fig. 1а and an 

overview of infected nodes graph at the later stages of virus 

epidemic (1b) – the beginning of mutual DDoS attacks, (1c) 

– the process of mutual DDoS attacks is considerable 

 The description of virus epidemic topology using scale 

free graph model produces interesting results. Although, at 

some stage of the process infected network nodes can start 

sending copies of viruses to already infected nodes, and the 

process topology will look as shown on Figures 1b and 1c 

[1].  

Obviously, if the amount of blocked nodes is not too large, 

there will be an “open” route (way formed by unblocked 

nodes) between two randomly selected nodes located at a 

distance. We will refer to amount of blocked nodes at which 

the network will become nonfunctional as percolation 

threshold – lower than this value the network will be 

functional despite the fact that it contains some nodes or 

their groups (clusters) blocked by viruses. Above the 

percolation threshold, the whole network turns off and loses 

its data transfer functionality. There is no “open” way 

between two randomly selected nodes.  

 Studying processes of blocked nodes clusters formation 

and data percolation in networks with different (including 

random) topology has a lot of scientific and practical 

importance for development of topology of information-

computational networks having high failure-safe feature with 

the aim of improving their technical and economic as well as 

operational characteristics and creating new methods and 

methodologies of computer network and applications 

protection.  

 Here two directions can be singled out: 

 Research of network kinetics in the address space 

(depending on the number of steps and time) change of the 

total number of blocked nodes with the application of 

different algorithms (strategies) of blocking. 

 Research of how physical topology of networks 

influences kinetics of formation of clusters (groups of 

interconnected closely located nodes) of blocked nodes of 

different sizes, as well as data percolation at different stages 

of blockage.  

 Research in both directions can help develop the most 

failure resistant architectures and topologies of information-

computational networks, as well as methodologies for their 

defense, including defense of such open networks as the 

Internet.  

 Besides, two notions should be distinguished: 

 Physical connections between the nodes. Two nodes are 

considered the neighbors if they have a direct (without 

intermediate middleman) communication channel. 

 Address linkage between the nodes. A virus can send its 

copy to a randomly selected node with a random IP-address 

instead of sending it to its physical neighbor.  

 In the second case, the virus epidemic development 

topology looks like the Kailey tree (network) with a random 

number of connections, while in the first the structure of 

physically connected infected nodes will be more complex 

and it has almost never been studied. 

 

2 Object and Study Methodology 

 Choice of network structure for a complex study of 

topology influence on their reliability in the given study is 

done based on the fact that assessment of similarity of real 

networks and different theoretical types of topologies on the 

basis of modeling can help single out a network (or types of 

networks) with the features closest to those of real networks 

(for example, the Internet), which is important for analysis of 

processes happening in the existing networks and ensuring 

their reliability.  

 When discussing the issues of topology influencing 

network reliability, a number of factors can be considered:  

 type regular structures symmetry; 

 dimension of network structure; 

 an average number of connections in one network node. 

 Based on the above factors, there have been singled out 

the most typical regular two-dimensional and three-

dimensional structures, shown on Fig. 2. 

 

 
Fig. 2. Graphic representation of studied regular and non-

regular two dimensional (2D) and three-dimensional (3D) 

structures. 3,122 2D -1, Hexangular 2D - 2, Square 2D - 3, 

Triangular 2D - 4, Kailey 2D - 5, Random Kailey 2D - 6, 

3,122 3D -7, Hexangular 3D - 8, Cubic 3D - 9, Triangular 

3D - 10, Random network with multiple connections - 11. 

 As random structures, we have studied Kailey networks 

with a random number of connections and random networks 

with multiple connections (see Fig. 2). It should be noted that 

the influence of network dimensions on network reliability 

should only be considered only for structures with a similar 

average number of connections per one node, and the 

influence of an average number of connections should be 

considered only within one dimension.  

 As mathematical apparatus in the conducted study, we 

used the theory of percolation, the basics of which is 

represented in the works [8-12]. 

 During the modeling, the following assumptions were 

made: all nodes ( ) computer network creates a single 

network with specific topology. Blocking of nodes occurs 
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when infected with a computer virus. The virus can send its 

copies ( ) from any node to any other arbitrary node (with 

probability of infection of 5·10-3) by selecting its address 

from the entire set of address space (not necessarily 

physically connected nearby sites). At the next steps of the 

epidemic, infected nodes are sending copies of the virus to 

other nodes in the network, etc. At each step of numerical 

modeling methods the average cluster size of blocked sites 

was determined, the infection process was carried out as long 

as the network did not reach the percolation threshold. 

3 Results and discussion 

 When discussing the processes of clustering, it is 

important to specify the meaning of topology.  

 First, topology can be used to refer to network geometry 

(triangulated, square, Kailey network, etc. That is quality 

approach is used). 

 Second, in terms of an average number of connections 

per one node of any network (from regular to random), that 

is quantity approach.  

 To discuss the attained results, let us consider how a 

cluster of 5 blocked nodes (having a structure shown on Fig. 

3) is formed in different networks. The dots marked by 

numbers on Fig. 3 correspond to the networks with the 

following structures: regular Kailey network (1), 3.122 

network (2), hexangular (3), square (4) and triangular (5) 

lattice, 3D structure with the basic 3.122  lattice (I), 3D 

structure with a basic hexangular lattice (II), cubic lattice 

(III), 3D structure of the basic triangular lattice (IV). Lines 

on Fig. 3 are to denote the behavior of common dependencies 

of clustering kinetics for different networks. 

 

Fig. 3. Dependence of certain size blocked nodes cluster 

formation from the average number of connections. 

 It is important to note that studying the processes of 

small clusters formation is important for networks, which 

can have blockage of nodes due to their overload as a result 

of peak loads, long queues of requests and exceeding waiting 

period. Studying processes of large size clusters formation is 

more important when nodes are blocked due to viral attacks, 

when the transition from small to big clusters happens very 

fast.  

 As Figure 3 shows, the kinetics of cluster formation in 

regular 2D structures is slower than in 3D networks (3D 

сети) and 2D irregular structures. For example, in a regular 

2D triangular lattice with the number of connections per one 

node equal to 6 a cluster of size 5 is formed approximately on 

the 35th step, and for a random 2D network with the same 

number of connections – approximately on the 31st. In a 

square lattice with the number of connections per one node 

equal to 4, a cluster of size 5 is formed on the 36th step, in an 

irregular 2D lattice – on the 33rd.  

 The results on Figure 3 and in Table 1 show that in 3D 

structures as well as in 2D ones the speed of formation of 

clusters of different sizes depends on the average number of 

connections per one node and increases (for clusters of all 

sizes) with the number of connections increasing.  

Table 1. 

Network type 

Average 

number of 

connection

s per one 

node in a 

network of 

a finite size 

with a 

given 

structure 

Number of the step at which 

the selected cluster size is 

achieved 

5 

nodes 

cluste

r size 

500000 

nodes 

cluster 

size 

999900 

nodes 

cluster 

size 

3.122  lattice 

(2D structure) 
2.66 40 75 87 

Triangular 

lattice (2D 

structure) 

5.99 35 45 68 

Square lattice 

(2D structure) 
3.99 36 47 67 

Hexangular 

lattice (2D 

structure) 

2.99 38 58 73 

3D structure 

with base of 

3.122 lattice 

4.66 35 60 70 

3D structure 

with base of 

triangular 

lattice 

7.99 27 36 68 

Cubic lattice 5.99 28 38 57 

3D structure 

with base of 

hexangular 

lattice 

4.99 32 50 63 
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 It should be noted that in Table 1 the average number of 

connections for regular networks, for example, for those with 

a square lattice structure, equals 3.99, hexangular lattice – 

2.99, triangular lattice — 5.99. This is because, although we 

consider large structures, they are finite; with the boundary 

playing a certain role (the nodes located at the boundary have 

a smaller number of connections compared to other nodes). 

For infinite lattice, the exact theoretical value of an average 

(per node) number of connections thus equals 4.3 and 6.  

 Special attention should be given to Keiley network. 

Regardless of it being regular or having a random number of 

connections per a single node, the average number of 

connections per one node of a finite network  approaches 2. 

This is because for any structure of Keiley network the 

highest number of its nodes is located on the external 

boundary (leaves of network graph).  

 For a random network with multiple routes between the 

nodes the influence of boundary nodes, having a smaller 

number of connections compared to other nodes, is higher 

than for networks with regular structures, and the boundary 

effect for such networks is more substantial.  

 Modeling of blocked nodes clustering in the networks of 

different structure (see Table 1 and Fig. 3) leads to the 

following conclusions:  

 For regular 2D structures the speed of formation of 

clusters of different sizes increases with the increase in the 

average number of connections per one node (for clusters of 

all sizes) in the row: regular Keiley network, 3.122 network, 

hexangular, square and triangular lattice. And for regular 3D 

structures in the raw: 3D structure with a base of 3.122 

lattice, 3D structure with a base of triangular lattice, cubic 

lattice, 3D structure with a base of hexangular lattice 

(hexangular structure). 

 With the total average number of connections (see, for 

example, the 5 to 6 connections area on Fig. 4) per one node 

being similar, the process of clustering in regular networks 

with 3D structure is faster than in 2D structures. Random 

irregular networks with 2D dimension and multiple 

connections between the nodes take an intermediate position 

between regular 2D and 3D structures with respect to 

clustering speed.   

 Having a similar spatial dimension of network structure 

(2D networks), the presence of symmetry makes the process 

of clustering slower compared to random structures. The 

increase in dimension from 2D to 3D increases the speed of 

clustering. In particular, two-dimensional and three-

dimensional structures with a similar average number of 

connections per a node (triangular lattice (2D structure) and 

cubic lattice (3D structure) – 5.99) can be compared. 

 For random 2D networks with multiple routes between 

the nodes, before at least half the nodes is blocked, the 

increase in average number of connections per one node 

increases the process of node blockage (within a homotypic 

structure). 

 Figure 4 represent data showing dependence of the 

amount of infected nodes at which the network of such 

structure loses its ability to transfer data (percolation 

threshold) from the average amount of connections per one 

node in a network of a given structure.  

 A part of blocked nodes of the whole network at which 

there is no open data transfer route (unblocked nodes chain) 

between two randomly selected nodes can be chosen as 

percolation threshold.  

 The dotes marked by numbers on Figure 4 correspond 

to the networks having the following structures: 3.122 (1), 

hexangular (2), square (3) and triangular (4) lattice, 3D 

structure with a base of 3.122 lattice (I), 3D structure with a 

base of hexangular lattice (II), cubic lattice (III), 3D structure 

with a base of triangular lattice (IV). The lines on Figure 4 

are to define common interdependencies of behavior for the 

adjusted percolation threshold for different networks 

calculated for a singular connection. 

 

Fig. 4. Dependence of percolation threshold per on node 

from an average amount of connections per one node in a 

finite size network (with a given structure) 

 When constructing a real information-computational 

network, economic expenses are unlikely to allow to 

significantly increase the number of connections even 

between critically important supporting nodes. Obviously, 

any supporting node can not have more than two connections 

(otherwise, it will be a hanging node), and the number of 

connections from 2 to 3 is quite acceptable. Therefore, the 

most interesting area on Figure 4 is one of a small average 

number of connections per one node.  

 Figure 4 shows that with a small average number of 

connections per one node, the highest percolation threshold 

per one connection belongs to 2D networks with multiple 

routes between the nodes (have percolation threshold from 

0.5 to 0.9, or per on connection - from 0.12 to 0.06). 
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 An average number of connections per one node in a 

finite size network with a given structure, as well as the 

amount of infected nodes at which the network loses its 

ability to transfer data were defined as a result of numerical 

experiments. 

 Random Kailey networks as well as random Kailey 

networks with additional connections are almost identical in 

respect to their percolational features. 

 Increase in dimension leads to increase in an average 

amount of connections per node. Because of this fact, it is the 

adjusted values of percolation threshold per one connection 

that should be compared. The increase in dimension from 2 

to 3 with the average number of connections staying the 

same increases the percolation threshold (reliability) of 

networks.  

 Symmetry in the network structure doesn't influence the 

increase or decrease of percolation threshold, same as change 

of its dimension (see Fig. 4 area of average number of 

connections per node from 5 to 8). 

 These conclusions are very important for potentially 

increasing the reliability of networks. The Internet is most 

likely a structure of random Kailey network type with 

additional connection channels between the nodes. However, 

due to relatively small changes it can be turned into a 

random network type structure with multiple routes between 

the nodes, which can substantially increase its reliability and 

fault tolerance in data transfer as a result of increasing the 

value of loss of conductivity (percolation) threshold. 

 The percolation threshold helps to consider the problem 

of ensuring reliability from one very important side. To enter 

a network and block the nodes, the existing computer threats, 

as a rule, use security vulnerabilities of a certain type (are not 

multi-vector), which are different for different hardware and 

software platforms, communication equipment, software, 

etc., which enable the work of the whole system. If, for 

example, the Internet is Kailey structure with a random 

number of connections per one node and additional channels 

by its topology, then interpolation of percolation threshold 

behavior per average number of connections of 3 (dotted line 

on Figure 5) produced the value of adjusted percolation 

threshold of 0.075, and for the whole structure – 0.225. 

Therefore, the amount of similar equipment and software for 

such a network should not exceed 22.5%, and for a random 

network with multiple connections between the nodes - 39% 

(0.13·3=0.39). This can passively prevent loss of network 

functionality as a whole despite the fact that the functionality 

and data transfer for some definite nodes and segments can 

be blocked. Possibly, it is necessary to introduce anti-

monopoly ban on part of the used equipment and software 

market, taking into account percolation threshold for the 

used networks topology.  

4 Conclusions 

1. As a result of conducted computational experiments it 

has been found that in two-dimensional (2D) as well as 

three-dimensional (3D) structures the increase in an average 

number of connections per one node increases the speed of 

formation fo cluster of blocked nodes as well as percolation 

threshold. In 3D structures the speed of clustering is higher 

and increase in percolation threshold is faster.  

2. Mathematical modeling has shown that with the 

common similar average amount of connections per one node 

in regular 3D networks, the process of blocked nodes 

clustering is faster than in 2D structures. Random networks 

with 2D dimension take an intermediate position between 2D 

and 3D structures in terms of clustering speed.   

3. Computational experiments have shown that with a 

small average number of connections per one node, the 

highest percolation threshold for blocked nodes calculated 

per one connection, as well as the biggest efficiency in terms 

of functionality loss, belongs to 2D networks with multiple 

routes between the nodes.  

4. Modeling has shown that increase in dimension from 2 

to 3 with the similar average number of connections 

increases the percolation threshold (reliability and fault 

resistance) of networks if nodes are blocked.  

5. It has been determined that the existence of symmetry 

in network structure (with the similar average number of 

connections per node) does not have a substantial influence 

on increase or decrease of percolation threshold to the same 

degree as change in dimension.  

6. Practical recommendations on how to defend networks 

from any sort of virus attacks are the following. In case of 

using equipment and software of similar type their amount 

should not be higher than 22% for Kailey structure networks 

with random number of connections and 39% for random 

network structures with a large number of connections 

between the nodes.  
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Mathematical model of service quality performance’s 

computing of multiservice network 
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Abstract This article devoted to effectiveness of 

multiservice networks’ functioning in order to provide the 

quality of these networks. Problem of the probability-time 

characteristics (PTC) of the network’s calculation 

represents the designers of most interest. Solution of this 

problem gives you opportunity to: significantly improve 

network performance, prevent network failures during 

overload traffic information, to determine the optimal 

direction of bypass traffic; calculate the optimum quality 

of service parameters of integrated network. 

Development of technologies for network management is 

closely linked to the mathematical modeling of processes 

and network management elements. For ISDN simulation 

to determine its threshold or actually parameters of the 

network, with which it becomes necessary to achieve a 

particular effect on the control network elements. The 

article presents the mathematical model calculations 

PTC, a new method for the formation of nodal load 

subnet switching channels, a system of equations with 

respect to the probability of nodal load losses 

communication channels, obtained a new method for 

calculating call blocking probabilities between each pair 

of nodes, we have proved the dependence of these 

probabilities of blocking probabilities losses for all 

outgoing directions from the initial node, obtained by the 

method of calculating the flow channel.  

 

Keywords: multi-service networks (MSN), 

mathematical model of probabilistic-time characteristics, 

methods of hybrid and adaptive switching, adaptive 

routing, detours traffic, inter-zone connection graph. 

 

1. Introduction 
 
Today, the popularity of the Internet is so vast that 

the technical capabilities of the World Network do not 

have time to provide full growing with each passing day 

the flow of information. Therefore, the task of the 

qualitative approach to networking is reduced to the task 

of selecting the topological structure of the network, 

determining the optimal number of nodes and links of the 

network to the calculation of its capacity, finding the 

shortest-path load transfer calculation probability-time 

characteristics of the network, etc. In the process of 

analysis and synthesis of networks, the problem of 

calculating its probability-time characteristics for 

designers is of greatest interest as a solution to this 

problem, you can: significantly improve network 

performance, prevent network failures during overload 

traffic information, to determine the optimal direction of 

bypass traffic; calculate the optimal parameters integrated 

network quality of service. 

In multiservice networks delivery of video and voice 

must be carried out in real time with the need to prioritize 

in the case of transport network congestion. However, the 

network industry never focused on real-time network, 

data delivered in accordance with the capabilities of the 

network in a specific period of time [1]. An important 

function of the ISDN is the establishment of bandwidth 

on demand. Radical extension of bandwidth local area 

network problems can be solved with QoS, but from an 

economic point of view in the regional network is not 

feasible. Therefore, the regional communications network 

designed to meet the optimization of resource usage for a 

particular type of traffic. When designing and building a 

network is widely used technology, which regulates the 

distribution of costs of various services, provided by the 

network to transmit information. In such networks in the 

first place there is the concept of quality of service 

networks[2]. 

 

2. Qualitative problems of multi-

service networks. 

 

Quality of Service technology provides the platform 

necessary for advanced applications, having much more 

stringent requirements for the width of the provided 

bandwidth and delay the passage of information in the 

network. Newer technologies providing quality service 

depended primarily on various implementations queuing 

algorithms, which include algorithms "first in - first out" 

priority queue, fair queue, etc. These algorithms are used 

by routers and other network devices. But it was 

impossible to control the continuous flow of traffic. The 

technology is able to provide the quality of service traffic 

distribution by category to allow the passage of higher-

priority traffic on the network with software settings and 

regardless of competition from other traffic. Determining 

when the use of technology is the quality of service is to 

provide protection for the most priority traffic from 

various "attacks" by the lower priority traffic, and not just 

"to use the media on a network". 

 

3. The problem of finding probability-

time characteristics of service quality 

ISDN 
 

This article discusses finding the following statistical 

parameters: 
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1) Capacity of branches (bandwidth) subnets and 

manual CC composed ISDN; 

2) The magnitude and nature of the load coming on 

each hybrid switching node in CC and manual modes and 

the total load is determined by each group path integral 

ISDN; 

3) The probability of losses in the branches and 

between each pair of nodes subnet spacecraft, as well as 

the distribution of these losses on transit routes and nodes 

in the network, the value of the average delay in the 

transmission of messages composed subnet CP ISDN. 

All of the above statistical parameters during 

operation ISDN, usually not constant, and changing them 

is often impossible to predict. So load change and gravity 

between switching nodes called the commissioning of 

new units, as well as other factors. In this regard, the 

modern communications systems a lot of attention paid to 

the choice of such an algorithm in customer service 

ISDN, which would take into account the emerging 

changes in the situation on the network and ensure 

conservation in a changing set point generalized criterion 

of quality of service. 

 

4. Method of assessment service 

quality in subnet CS 

 
This section presents the mathematical model for 

calculating the parameters of quality of service 

multiservice network[4]. It uses traffic types multiservice 

networks using the concept of load transfer detours. 

In determining the parameters of quality of service 

on the subnet QC made the following assumptions: 

1) Initial call flows are Poisson; 

2) Poisson character is stored as streams for 

redundant and missing for loads; 

3) The system is in a state of statistical equilibrium; 

4) System with obvious losses; 

5) Does not take into account losses in the switching 

and control devices; 

6) Setup time is zero. 

Baseline data to determine the parameters of quality 

of service are: 

1) Structure (location and capacity of the branches); 

2) input load for service in BH between the nodes of 

each pair of nodes; 

3) a plan for flows on the network. 

4. Probability of losses on branches 

In summary, you can get a number of QoS 

parameters, which were obtained: 

1) The magnitude of the total load on each branch; 

2) The probability of losses in the branches; 

3) The probability of losses between the nodes of 

each pair of nodes (the ratio of lost load to received); 

4) The probability of losses in the middle on the 

network (the ratio of load lost on the network, received a 

service); 

5) The value of the loads served and lost in each 

transit node on the network as a whole. 

The main parameter here is the probability of losses 

in the branches, and other parameters can be easily 

calculated through these values. Calculation of the loss 

probabilities on the branches in networks with circuitous 

directions complicated by the fact that the probability of 

losses in each branch in general depends on the loss 

probabilities for all other branches. 

Score predicted bandwidth and quality of service is a 

very important stage of designing multiservice networks. 

Choosing an appropriate traffic model defined selection 

criteria that use the following parameters: 

• Models Incoming calls 

• A call blocking, 

• Number of sources 

• Hold Time. 

These developments in the Erlang model is used for 

trunk groups without repeated calls since callers are 

redirected or expected low blocking factor. Calculation 

formula in Erlang traffic models 
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This recurrence relation formula Erlang loss 

probability calculation and presentation of this formula in 

integral form. Give proofs of Lemmas, theorems, 

corollaries. And the formula (1) is transformed into 

formula (3), (4) and (5). 
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These equivalent formulas much easier to calculate 

the probabilities of blocking subscriber messages[3]. 

 

4.1 Search for missing and excess burden 
 

The magnitude of missing or excess burden depends 

on the probability of loss )( jti of traffic distributed to 
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the branch )(ik . 

Distribution of the input load for all subsequent 

branches of the tree is based on the probability of service, 

calculated on all the previous branches of the tree paths. 

In turn, missed branch load )(mn  )( jLu
 is 

simultaneously input to the load node i. 
Finding transit loads at each node of the tree is 

performed using the following formula:                                  

            

),( 1 jktu
i = ),( 2 jktu

i =…= ),( 1 jktu
s = )( jr u

i         (6)      

 

Where )( jru
i  - input load i coming to the site j  

and designed a node s  - the node number of outbound 

directions. Note that in this case, the input load and 

stopovers are not fundamentally different from each 

other. In other words, the transit load input to the process 

to exclude the cyclic transfer paths. Input burden )( jr u

i  

for any node i is distributed over all outgoing 

directions )()( jLik u from it. Above all, since any 

node in the tree paths, except the first, is included only 

one branch, then this node, regardless of the choice of 

outgoing directions there from, the values of transit loads 

are the same.  

In accordance with the criterion of optimality for 

each branch, a member of one or the other route is 

determined by some of its weight (cost). The route with 

the minimum or the maximum weight which is a linear 

sum of the weights of the branches is optimal according 

to this criterion, or shortest route. If there are no available 

machines or free any one branch of the route - the path is 

considered locked. If all routes set ik blocked, the load is 

)( jti  a denial of service. When introduced assumptions 

subnet circuit switching (CS) is a Markov system with a 

finite - dimensional phase space E, which state changes 

occur at discrete points in time corresponding to the time 

of receipt message to the subnet CS. We assume that the 

network management U = {Ud, d = 0,1,2 , ...} markov 

type , then operation of the network can be represented as 

a controlled markov type process. 

 

4.2 Workarounds direction of load transfer 

subnet CS 
 

For more efficient use of time channels tract modern 

automatic switching system located on the nodes, in 

addition to allow the main ways of communication (the 

way the first choice) to use workarounds (path next 

election). For clarity, the above-described use of bypass 

areas of load transfer CS subnet network is illustrated by 

the fragment consisting of the i-th switching node and 

out of ti to neighboring nodes k1, k2, k3 directions load 

transfer ti (Figure 1). 

 

 

 
 

 

      Figure 1 - Using detours transmission nodal load  

 

 

Ordering of the elements of the set )( jK i is made in 

accordance with the choice of node j outgoing direction 

priority routes in the matrix Mi. Order given by a matrix 

of load distribution routes: 
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In accordance with the elements of this matrix is 

primarily used branch path of first choice (ik3). When it 

is formed overload excess flow, which is served by a 

sequence of branches (ik4), (ik1) and (ik2). Then the set 

)( jK i = {k3, k4, k1, k2}[5]. 

 

 

       
 

 

 Figure 2 - Count four intermediate network nodes.  

 

Probability of employment service areas (i, k ) is 

calculated by the formula 

 

                                             

 ik ik ik ik
k K j

j j p j p j

i

( ) ( ) ( ) ( )
( )

 


         (7) 

 

Multiplication ik j( ) *p jik ( )  is the share of 

the excess burden on the branch (ik).  
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Probability of losses П ji ( )  with load t ji ( )  in node j 

equals to 

 

         



s

i

iiki jпjpjп
1

 ).1;0()(            ),()(      (8) 

                                            

When calculating the total load (input at each branch, 

missed each branch and redundant for this branch ) we 

restrict ourselves to only finding missing branch total 

load . In turn, through the valuesp jik ( )  can easily 

determine the total load how each incoming branch and 

excessive for it. 

To select a method for assessing the quality of 

service on the subnet spacecraft use highly complex 

adaptive systems, network management, information 

flows and processes call service, subscribers to share the 

information. Management system, finding quality 

deterioration characteristics of various channels, 

rearranges the order of channels so that these channels 

will be engaged in the last turn. Likewise was built 

adaptive control system, which allows reducing any 

likelihood of loss of calls, the delay time to connect. 

Quality of service requests for the transfer of information 

communication system depends on a number of 

parameters, the main of which usually include: the 

amount of information to be transmitted, the bandwidth 

network structural reliability and network survivability, 

etc. 

In fact, as between each pair of nodes i and j are 

excluded cyclic routes, any node i for a given address is 

the upstream node relative to k. This means that every 

path from node i to j, passing through the node k, differs 

from all the paths between two nodes, k, j branch only 

(ik). In that case losses P ji ( )  will be proportionally 

decreased on amount of branch losses (ik), it means 

P ji ( )>P jk ( ) . Bandwidth t ji ( ) *P ji ( )  represents 

the excess load, and the value gij -missed load 

throughout the paths between nodes i and j. To describe 

the decentralized algorithms for calculating the main 

characteristics of data networks using circuitous 

directions formalized method of optimal allocation of 

channel resources multiservice network.  

 

4.3 Zonal principle hierarchical addressing 

and routing 

 
Hierarchical routing algorithm information flow 

based on the application of the principle of zonal 

hierarchical addressing and routing. When using a 

hierarchical addressing zonal address of any node may be 

represented as a vector  

 

         ),,...,( 11
1,

1
1 iiIiii AAAA                   (9) 

 

Where I - the number of levels of the hierarchical 

address, 

j
ikA  - the node address in the area of j-th level. 

When designing hierarchical routing algorithm has 

adopted the following assumptions: 

1) The traffic between the MC levels in a single zone 

at any level using only the internal path of this zone; 

2) The traffic between different zones CC k- th level 

(k = 1, m - 1) but belonging to the same zone (k + 1)-th 

level, is sent to the central zone to the CC level, then the 

path zone (k + 1)-th level to the Criminal Code, which is 

the central area in the k-th level, in which the recipient 

node, and further along the paths zone k- level node to the 

recipient; 

3) May allow a direct link between adjacent CC 

adjacent zones at any level. 

Task decomposition network into zones regarded as a 

goal graph partition 

 

),( 111
ii YXG   

1
iX X

1
, 

1
iY Y

1
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                    iI
1
={1,2,…,l1},                       

        

 

Where, I
1 

- number of pieces into which the graph 

(number of zones l-level).  

Partition graph G
1
 can be defined by analogy with 

the partition sets. Collection of pieces of P (G
1
) is 

called a partition of the graph G
1
 = (X

1
, У

1
), 

 

        
1
iG  Р (G

1
) [

1
iG ∅], iI;  


1
iG Р (G

1
) [

1
iG 

1
jG ]

1
iX  1

jX =                                  

                      =∅ 1
iY  1

jY = 

     = ∅ iY  jY =[Yij],
i

iG =G.    (11) 

In other words, the set pieces of Р (G
1
) = {

1
iG , ..., 

1

1l
G } is a partition of the graph G

1
, if any piece of this 

set is not empty, if for any two pieces of Р (G
1
) the 

intersection of the set of vertices is empty and the 

intersection of the set of edges may not be empty , and if 

the union of all the pieces is exactly equal to the graph 

G
1
. 

The expression (11) defines a subset Yij of the set of 

edges Yij   Y
1
, falling in between the pieces and cut 

the graph 
1
iG and 

1

jG , or in terms of hierarchical 

addressing , set Yij defines a set of direct links between 

zones 
1
iG  and 

1

jG .  

Each of the pieces
1
iG ,...,

1

1l
G , you must select the 
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set of vertices corresponding to 

 

                 ц
iX ,1 1

iX ; ц
iX ,1

S
2            (12) 

                           

where the value of 
S

2 is determined by requirements 

to network connectivity. (When
 S

2= 1 there is only 

one way out of the zone in the Criminal l other areas of 

the 1-st level, when
 S2= 2 - two paths, etc.) Next, we 

form a graph subnet level 2: 

      

                     
2
,1 цG =(X

2
,Y

2
),                            (13) 

 

           where X
2
=

i

ц
iX ,1

, Y
2
= 1

,цiY .                                      

Isolation sets
1
,цiX , . . . ,  

i
цiX ,  should be based on 

the requirements of the connected subnet level 2. Graph 

G
2 

need break apart 
2
iG = 

2
iX ,

2
iY  , 

iI
2
={1,2,…,l2} and so on up until the next 

partition to | Ik | = 1. Thus, the resulting partitions m 

obtain the following relation, specifies the identity of 

nodes and edges system-oriented graph (SOG) zones of 

different levels:  
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Thus, 
s
ijK    equal to the total length of all the pieces 

and the connecting edge 
s
iG  and 

s
iG s of the graph Gˢ. 

The connecting edges of all the pieces of the graph on the 

SIO s-m level 
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Total length of all edges of multilevel partitioning 
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m

s

sK
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Total length of all edges of multilevel partitioning 

object of m-level partition graph G
1
 = (X

1
, Y

1
) is to 

find a set of pieces, the total length of the connecting ribs 

at all levels meet the specified criteria K→ min.  

Let s level graph Gˢ broken into pieces 
sG1 , ..., 

s
l s

G . In accordance with this partition the set of edges 

Yˢ of the graph Gˢ can be written as                       
        

                          Y
s
= sl

i

s
iY

1
                           (18) 

Then each subset 
s

iY  represented as follows: 

           

      
s
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s

iY1 
s

iY 2 …
s

iiY 
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Where 
s

iY  - a subset of all the edges 
s

iX  incident 

to vertices piece
s
iG ; 

s
iiY - a subset of edges 

s
iX connecting vertices subset piece 

s

iG  together;
s

ijY  

- a subset of edges connecting pieces Gi and Gj  

We call the ratio of the total length of the inner ribs 

(ribs subsets
s

iiY ) to the total length of connecting ribs 

(ribs subsets
s

ijY ) of the partition coefficient  (G
s
) 

graph G
s
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Multilevel partition coefficient is defined as 
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This coefficient, as well as the value of K may serve 

as criterion for evaluating the tiered partition graph. The 

task refers to the problem of combinatorial and logical 

type, obtaining an optimal solution which is associated 

with a lot trying different partition. In order to simplify 

and reduce the result of the number of options offered to 

solve the problem using the own algorithm. In this case, 

each of the (m - 1) steps necessary to solve the problem 

of partitioning the graph in a traditional setting. However, 

in this case the number of choices at each level of the 

partition is large enough. So, for a graph G = (X, Y), | 

X | = n when splitting into pieces 1G ,…, lG  the same 

dimension n1 = ... = n1 = p the number of options 
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p
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p
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Even for n = 9, l = 3, p = 3, we get N = 1680. 

Solve this problem by sorting options are not 

possible, so it is necessary to use heuristic algorithms. 
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Let us now determine the size of the zone issues, the 

choice of metric for determining the length of the edges 

of the central node and select zones SOG. In this case, 

since we are considering the problem of separating the 

control zones SOG on a topological level, we use the 

results obtained for symmetric networks and symmetric 

networks with centralization. Selecting an algorithm 

adaptive routing control within the zone should be based 

on the coefficient of centralization zone kц = Nс / (N 

— 1), where Nс - number of commutation point (CP), 

related to the central node; N - total number of nodes in 

the system. The maximum allowable size of the area 

should be determined by the selected method of adaptive 

routing. Average packet transfer delay time in the manual 

mode can be represented as a sum 

 

4.4 Determining the size of the zone 

 
The very choice of adaptive routing control algorithm 

inside the zone should be based on the coefficient of 

centralization zone kts = Nc / (N - 1), where Nc - number 

of the authorized capital, adjacent to the central node; N - 

total number of nodes in the system. The maximum 

allowable size of the zone should be determined by the 

selected method of adaptive routing. Average packet 

transfer delay time in the manual mode can be 

represented as a sum of 

 

                 Ta = T0 + Tc                                        (23) 

                               

Where T0 - packet delay time at a fixed routing; 

Tc - additional packet delay time, depending on the 

service traffic. 

Given that Tc increases with the size of the zone, it 

is advisable to ask a certain threshold value and 

determine the size of the zone based on the relative N3: 

N3→∞ 

                                 Тс  .                             (24)                                      

 

Moreover, since it depends on the choice of control 

method, the value will depend on the N3 kц 

N3=











,

;
)2(

)2(

ццд

ццц

kkN

kkN
         (25)                                                

Where 
)2(

цk  - the boundary value of the coefficient 

of centralization, defined for a given network parameters 

and  . Depending on the boundary values of the 

coefficient of centralization selected centralized or 

decentralized area. 

Also adaptive routing algorithms in digital networks 

should be implemented algorithms for adaptive control 

constraint intensity of information flows. The control 

algorithm is a single set of procedures that control routing 

and volume (intensity) of the incoming streams of 

information. Management information exchange can be 

reduced only to the procedure of flow distribution 

(routing) in a relatively small traffic, ie, at low intensities 

in the network flow information.  

 

4.5 Аlgorithm limits the intensity of flows  
  

In accordance with the decision of the above task and 

the bandwidth allocation by circuitous paths ISDN load 

transfer mode commutation point (CP) algorithm 

restrictions flux intensity can be written as follows: 

Step 1. Data Entry: class with multi-channel call 

(MCC)c, tract integral group(TIG)k; 

Step 2. Class definition with(MCC)c, 

Step 3. Select (TIG)k according to the routing matrix; 

Step 4. If the number of (MCC)c in buffer (TIG)k 

)(c
k

l  less than the threshold 
)(c

k
l <

)(c

kl , then taken to 

load the information service, i.e. secured her an 

appropriate buffer. If the condition is 
)(c

k
l <

)(c

kl , not 

satisfied, then the load is a denial of service. 

This algorithm to determine the flow of information 

(ADFI) quite simple to implement, but in certain 

conditions of ISDN, such as a rapid build-up of the load 

intensity of the upper classes in the commutation point, 

the restrictions imposed by them, may not be enough. 

In order to more quickly and effectively limit the flux 

intensity in ISDN considers a more complicated 

algorithm IPR with the exchange of information overload 

between adjacent CC. The basic idea of the ADFI is that 

when the number of its own MCC buffer k- th TIG i-th 

CC threshold all neighboring j-th Commutation point 

relating to the channel switching (CS) transmitted 

message about blocking i-th CS. After that, the j-th CS 

own MCC who were to be sent to the j- th CS are 

blocked (or forwarded to the workaround). With 

decreasing values below the threshold all the j-th CS 

messages are sent to withdraw i-th block of the 

commutation point[6] 

ADFI consists of two parts. Upon admission to the 

unit CC, follow these steps: 

Step 1. Data Entry: class with MCC, TIG k; 

Step 2. Class definition with MCC; 

Step 3. Select TIG k in accordance with the matrices 

routes, 

Step 4. If the number of MCC in buffer TIG k does 

not exceed the threshold of 
)(c

k
l <

)(c
k

L , then go to step 

6, otherwise - go to step 9. 

Step 5. If 
)1(

k
l <

)1(
k

L  and TIG is not blocked, go to 

step 6, otherwise - go to step 9. 

Step 6. Take a load to the service. 

Step 7 Enlarge counter MCC in buffer TIG k per unit 

: 
)(c

k
l <

)(c
k

L +1, 

Step 8. If TIG k blocked, then finish; if not, send a 

message about blocking the i-th CC and finish. 

Step 9. Block CS and finish. 

By, the end of service in the i-th CC, CS perform the 
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following steps: 

Step 10. Decrement counter CS in buffer TIG 

)(c
k

l =
)(c

k
l -1; 

Step 11. If 
)(c

k
l <

)(c
k

L  - d and k- th TIG is blocked, 

then go to step 3, otherwise finish (parameter d is 

introduced to ensure the stability of the algorithm ); 

Step 12. Send to all the j-th CC adjacent to the i-th of 

the commutation point, the notice of withdrawal of the 

lock i-ro CC. 

The algorithms ADFI developed effectively control the 

intensity of flows in ISDN provided a constant ratio 

between different classes of traffic in CC. 
)( 2c  = const.  

I terms of variables
)( 2c  ADFI needs, allowing optimal 

ratio between the quantities 
)1(

k
L -

)4(
k

L  to redistribute - 

as otherwise the traffic will be blocked by the lower 

classes if there is sufficient spare capacity buffers CC 

reserved for the upper classes of traffic. The consequence 

of this is unjustified decline in performance ISDN. 

Let t  - update interval thresholds; P
~

 - Estimate of the 

average blocking probability MCC i-th interval of the 

commutation point on ],[ 11 ttt   ; 
)(~ cP - Estimate 

of the average blocking probability MCC class c in the 

interval in the i-th CC. The idea of the proposed 

algorithm is to convert thresholds that, under low load 

ISDN P
~
 1P  does not provide any advantages MCC of 

classes, by increasing a load, ie P
~
 1P receives higher 

priority traffic classes. This algorithm can be included as 

part of the algorithms described above in the TIG; while 

periodically at intervals t  , perform the following 

steps . 

Step 1. Detect mode ISDN, for which to calculate P
~

the 

interval ],[ 11 ttt   - the current time. 

Step 2. Secure another traffic class Tc and perform pp 3-

5. 

Step 3. If | 
)(~ cP  - P

~
 | <  , where  a certain 

threshold value , then go to step 4 , otherwise - to step 5 . 

Step 4. If 
)(~ cP  - P

~
     - then increase the 

threshold
)(cL : 

)(cL =
)(cL + 0l  . 

Step 5 .If P
~

 - 
)(~ cP    then reduce the threshold: 

 
)(cL : 

)(cL =
)(cL - 0l  ( 0l - increment threshold). 

Step 6. If considered all traffic classes, then finish, 

otherwise - go to p.2. 

IPR developed control algorithms allow for the restriction 

in the flow intensity ISDN, working in a variety of 

conditions and can be used to limit the intensity of flows 

when accessing the control zone, so; and to limit the 

intensity of the flow when accessing GAM within the 

control area. Selection of a particular algorithm IPR 

defined compromise between implementation complexity 

and efficiency , which in turn depends on the nature of 

the internal and mixed-zone traffic parameters IHT and 

GAM , dimension , zone control , and other factors , 

which may take into account when using a simulation 

model of ISDN. Numerical implementation of the 

algorithm is demonstrated by a specific example. 

 

5. Сonclusion 
 

Solving the problem of accurately calculate network 

performance leads to a significant reduction in mean -

time delivery of data packets to a user and reduce loss in 

the calls. Thus, due to the effective bandwidth 

redistribution integral paths network can achieve the 

optimal parameter values in customer service ISDN. All 

these above factors associated with the problem of 

optimal allocation of bandwidth between subnets CC and 

CP, in the end result, significantly increase the 

effectiveness of multi- network communication in general 

and thereby actually a transition to a more cost-effective 

networks.  
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on Social Network Users
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Abstract— Effective friendship identification among users
is demanded for most social network services. Nevertheless,
such task on a sparse social graph is challenging for network
service researchers. Other than the friend database used
in most previous researches, the presented study concerns
user’s textual interactions corpora, containing user’s posted
messages and received responses. From them, multiple
types of interaction features are extracted, including user’s
sentiment, content topics, response and link information.
The proposed identification is built on a stacking learning
mechanism and is verified using real social network data.
Compared to two other supervised learning models, the pro-
posed approach achieves the highest F1-score and the fastest
identification speed. Moreover, the experimental results show
that the addressed interaction features indeed play positive
roles for friendship identification on social network users.

Keywords: social network, friendship, user interaction, stacked
generalization, feature extraction

1. Introduction
Nowadays popular social network services provide people

convenient ways to interact with each other at any place
and any time. The network analysis and link identification
are more widely discussed than ever before [1][2]. The
research presented in [3] employed classification-based link
identification by extracting friend connections among users.
However such approach may fail in identifying the links
between those nodes which do not have any common neigh-
bors. In fact, the user textual interactions are informative,
characterizing the difference among friends and strangers.
As pointed in [4], friends tend to respond shorter messages
and contain more sentiment content in their interactions. It
is also observed from the collected corpus, the response time
among friends is generally shorter than the time among the
users who are not friends to each other. In this paper, the
friendship identification is applied to the users of Plurk, a
popular microblogging service in Taiwan. Both the textual
interaction corpus and friendship network are employed for
feature extraction. In total, twenty features are extracted,
including the presented twelve interaction features and eight
friend features described in [3]. The identification is imple-
mented by a stacking algorithm and is compared with Naïve
Bayes and SVM (support vector machine). The Experimental

results show that our method yields the best F1-score and
the fastest identification.

2. The Methodology
2.1 The Data

The data used for system development and testing were
acquired from 5,628 Plurk users and their friends. The data
contain 13,185,045 unique friend pairs, 13,271,338 messages
and 83,839,889 responses all posted during August 1, 2011
to February 16, 2012. The training data include 20,000 friend
pairs randomly selected from the friend pair lists and 20,000
non-friend pairs which are randomly coupled from 5,628
users and are not in the friend pairs. There are five sets of
testing data, each containing 4,000 friend pairs only and are
set aside from the training data.

2.2 The Method
The collected Plurk messages and responses are pre-

processed by our Chinese textual processing tools. We refine
the interaction features addressed in [3] and extract addi-
tional ones such as response time and word usage from the
user interactions. Table 1 describes all the features used by
the stacking-based identification and the compared models.

Stacking has been proved to be successful for many
applications in information extractions since it can combine
the results of different generalizers and minimize error rate.
It is implemented in two steps. In level-1, five logistic
functions (equation 1), each corresponding to one feature
type, are trained. The outputs of the level-1 logistic functions
are taken as points of a new feature space for the level-
2 logistic function. The level-2 function is also trained by
equation 1 to identify the friendships among users.

f
(
X
)
=

1

1 + e−
∑

θixi
(1)

3. Experiments
The identification performance is evaluated in terms of

precision, recall and F1-score. For model comparison, the
supervised methods, SVM and Naïve Bayes, are also imple-
mented and tested in the same experimental settings. Table 2
shows that the stacking method yields the best F1-score by
modeling the effect of each feature type independently and
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Table 1: The features.
Type Feature Description (note: user ui)

Link
the messages to which both ui and uj respond
the authors to whom both ui and uj respond to their
messages

Sentiment

the degree of sentiment agreement expressed in the
Plurk threads that both ui and uj participate
the degree of sentiment disagreement expressed in the
Plurk threads that both ui and uj participate
positive emoticons in responses between ui and uj

negative emoticons in responses between ui and uj

Content

response length of ui and uj responses
URL sharing in ui’s and uj ’s responses
word overlap of nouns and verbs of ui’s and uj ’s
messages and responses

Time

average responding time between ui and uj

response count of the most recent month between ui

and uj

time gap of the most recent message and response

Friend

common neighbor
Admic/Adar Index
Jaccard Index
preferential Index
ui’s friend count
uj ’s friend count
opinion leader
social balance status

Table 2: Identification results.
No. Classifier Feature Precision Recall F1-score
1 Naïve Bayes Friend 97.5 75.2 84.9
2 Naïve Bayes All 98.3 82.5 89.7
3 SVM Friend 86.0 92.7 89.2
4 SVM All 96.0 92.0 94.0
5 Stacking Friend 95.2 90.5 92.8
6 Stacking All 95.9 94.4 95.1

the outputs of level-1 logistic functions of all feature types
are maximized so that better results are generated. Table 2
also shows that all the methods obtain better results when
all features are used. Moreover, the stacking method using
all features (indicated as classifier #6 in Table 2) identified
additional 1,075 friend pairs out of 20,000 pairs than the one
without interaction features (indicated as classifier #5).

As shown in Fig. 1, the proposed interaction features
are effective in identifying those friend pairs containing
few mutual friends. Here, we categorize friend pairs into
different groups in accordance to their mutual friend count
and calculate the cumulative F1-scores. All the methods
using friend features only (line 1, 3, and 5 of Fig. 1) are
limited by mutual friend information.

Moreover, the proposed stacking based model (imple-
mented in C language) is 100 times faster than SVM
(implemented by LibSVM). We believe that it is easier to
deploy the stacking based friendship identification method
on a distributed system since the outputs of level-1 base
functions can be calculated separately.

Fig. 1: Cumulative F1-score

4. Conclusion
Undoubtedly, an effective friendship identification facili-

tates people’s interactions through social network platforms.
In this paper, we present a stacking-based identification
using multiple types of the features extracted from both user
interactions and user profiles. Compared to Naïve Bayes and
SVM approaches, the proposed identification achieves the
highest F1-score and fastest identification speed. In addition,
the addressed user interaction features are proved to be
complementary for the friendship identification on a sparse
social network graph.
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Abstract— Many “big data” software systems are not 

interactive, automated, or run in a real-time mode. The true 
utility of cloud computing and “big data systems” can be 
increased by providing an execution framework and control 
software that is native to cloud architectures and supports 
interactivity and time synchronization. In addition, a 
framework to integrate different artificial intelligence and 
machine learning algorithms is combined with the execution 
framework to create a powerful cloud computing system 
development platform. 

Keywords—cloud computing; analytics; 
complex system representation; integration; 
interoperability; conceptual graphs; 
prediction; intelligent systems; anticipatory 
intelligence; timing; synchronization 

1. INTRODUCTION 
Current cloud computing application development 

and systems integration suffer from the following 
problems: 

• Batch oriented – the systems are not made to run 
interactively, or continuously. 

• Brittle – easily fail with slight perturbations to 
the information transacted 

• Difficult to maintain as systems are upgraded 

• Complicated to scale when adding additional 
information and constituent systems 

• Cannot provide clear, concise implementations 
among diverse sub-system sets 

Developing operationally relevant computational 
capabilities requires access to a more cost-effective, 
compute-focused path. Some jobs or tasks require high 
performance computing platforms and some do not – 
the goal is to optimize execution based on available 
assets. This will be accomplished using an orchestrating 
system leveraging the runtime performance, throughput 
and features of enterprise supercomputing platforms. 
Additionally, this architecture and its realization 
employ highly optimized software coding, algorithms 
and applications, specific hardware, benchmarks and 
logic workflows to achieve the premier supercomputing 
conditions. 

Consolidation and execution of high performance 
and supercomputing (HPC-SC) systems – the goal is to 
provide a heterogeneous environment where resource 
and task are optimally matched. Understanding the 
interplay between algorithm and hardware is key to 
optimization at the architectural level. 

A cloud application development and integration 
framework for intelligent systems, called the Joint 
Execution Environment (JEE) [1], address these 
challenges. JEE’s biologically inspired characteristics 
have the ability to: 

• Create complex, realistic, and scalable networks 
of component inter-relationships 

• Distribute autonomous controls and monitors 

• Implement complex webs of cause and effect 

• Dynamically alter the execution structure  

• Adapt and evolve the system.  

The goal is to build systems where decision 
algorithms are integrated and interoperable with a wide 
variety of system components. Such “intelligent 
algorithms” can now be capable of implementing robust 
monitoring and active control systems that have human 
oversight and intervention. The speed of the battlespace 
required that systems anticipate and handle that gap in 
time when data and measurements exist to draw a 
conclusion with a high probability that something is 
going to happen, and any human decision-maker 
drawing the same conclusion.  

Systems, responses, and countermeasures can now 
be activated in advance of events that negatively affect 
operations. Consider the task of controlling a ground 
vehicle in an urban environment. Standard “rules of the 
road” provide the example for one type of behavior – 
that of following either crisp of fuzzy rules via an 
inference or rules engine. Now consider the case where 
children are present. The system must recognize the 
presence of children, which is most efficiently 
calculated employing a fundamentally different 
algorithm type than a rule or inference system.  

To implement a robust system response, or 
anticipatory intelligence, advancement beyond 
traditional Bayesian networks, sometimes referred to as 
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Figure 1 Real-Time, Multi-INT Architecture. The architecture solution improves information content and flow to the warfighter 
using superior regional domain awareness through Joint Execution Engine (JEE). 

belief networks, is required. A Bayesian network1,2, 
roughly speaking, would say that since the probability 
is higher of something suddenly coming into the vehicle 
path, given the presence of children, speed should be 
lowered and a higher scan rate/decision cycle until the 
hazard is passed. 

As stated, entity extraction from unstructured data, 
or recognizing something from an image of video 
stream, is a set of algorithms and processes that must be 
coordinated in the context of other decision algorithms 
and processes, such as feeding the Bayesian network 
monitor for road hazards. The goal is to integrate 
multiple algorithms as appropriate to provide robust 
automated systems with anticipatory intelligence. What 
is required is an approach that naturally permits 
algorithm integration, in addition to system component 
integration and interoperability. 

In addition, JEE addresses the challenges by fusing:  

• Advanced systems theory and practice 

• Advanced software development 

• Low-latency, high throughput, reliable, and 
robust computer communications 

• Sophisticated software integration, 

                                                 
1 http://en.wikipedia.org/wiki/Bayesian_network 
2
http://www.dmoz.org/Computers/Artificial_Intelligence/Belief_Net

works/Software/ 

interoperability, and synchronization 

Common approaches to complex system 
infrastructure, such as systems based on Microsoft’s 
.NET framework [5], process-based programming (e.g., 
systems utilizing threads, semaphores, and locks) 
[6][7][8], object request brokers [9][10], ERP 
infrastructure [11][12][13], and cluttered web-based 
technologies, [16] fail in one or more of the problem 
areas listed above. The tremendous number of 
constructs causes significant setbacks with most 
application development and integration methods. JEE 
(with a macro-based sub-language) easily represents 
and constructs these complex system capabilities. 

As outlined by the Chairman of the Joints Chiefs of 
Staff [2], it becomes imperative to support mission 
command by effectively leveraging, and/or developing 
and distributing the requisite technological solutions to 
align with situational and regional needs. Reference 
Section 6, Sub-Factor 4: Innovation and Vision, 
Paragraph 1. 

2. MULTI-INT ARCHITECTURE 
This architecture enables intelligence community 

(IC) and Department of Defense (DoD) standards 
including the use of the IC Trusted Data Format (TFD)  
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and smart data tagging schemas including the 
Enterprise Data Header (EDH), Access Rights Header 
(IC-ARH) and Information Resource Metadata (IC-
IRM) as components of the Standard Data 
Representation 2.0.  

Appropriate interfaces to the IC’s Unified 
Authorization and Attribute Service (UAAS) federated 
Identity and Access Management (IdAM) service 
(ICITE/ AA provider) and the community cloud, 
widget, widget interface and data interface standards 
are available.  

Collaborative integrated intelligence efforts within 
the IC (notably object based production(OBP), Red 
Force Tracker (RFT) pilot) to facilitate unifying 
information, conforming to the IC in shaping and  
organizing the “known,” as Object Based Targeting 
(OBT) expands and scales to new intelligence domains 
(called INTs), and object types will increase the 
effectiveness of monitoring the areas of responsibilities 
(AORs). Our approach implements Object Management 
as a Service (OMaaS) to enable users, through war 
gaming and discovery for governance, policy, security 
and accountability processes associated with OBP.  

In particular, intelligence can be linked to known 
Objects facilitating semantic methods and 
understanding. This approach will expand OBP 
capability to the any AOR, improving situational 
awareness through large object identification to include 
named areas of interest, missile and launch facilities. 
Additional INTs may include near real-time video, 
infrared and MASINT to improve situational 
awareness. The objective is to establish end-to-end 
performance of calculating new knowledge and 
determine how to send new information to the Global 
Command and Control System (GCCS) for improved 
understanding. 

2.1 Real-time Access and Understanding of Multi-
agency Data  

Real-time access and understanding of intelligence 
data is the hallmark of this approach. The infrastructure 
has been architected to enable true real-time system 
integration, interoperability, and implementation. Every 
algorithm has been extensively analyzed and its 
implementation optimized.  

A key differentiator to existing enterprise offerings 
is the ability of this infrastructure to be ported to any 
operating system and compiler set. This enables direct 
integration between IT, C4ISR, weapons systems, and 
emerging unmanned systems in a way previously not 
possible. 

Several technologies are combined to implement 
real-time access and multi-agency understanding. A key 
implementation feature is the incorporation of 
Accumulo product within an enterprise hardened 
commercial version of the Hadoop technology 

ecosystem. Our approach unifies the current efforts by 
various agencies and leverages commercial versions of 
technologies that include advanced enterprise features 
focused around performance, reliability and 
availability. The improvement in this version of 
Hadoop is the elimination of a single name node. We 
eliminate a key bottleneck in the existing architecture 
and enable a system that delivers linear performance as 
the size of the system grows.  

Our implementation also features an expanded set 
of ingest APIs and methods that permit real-time 
streaming and other standardized file and database 
system interfaces. These factors improve performance, 
integration, reuse, and interoperability.  

Expanded interfaces also permit the usage of a 
diverse commercial analytics, data, analysis, and data 
management tools. Our technical approach also permits 
the usage of high performance solid state storage 
technology that can revolutionize the manipulation and 
analysis of large objects and real-time, or near real-
time, performance of data analytics. A HPC-SC event 
service bus is employed to enable data analytics scheme 
to be implemented. The event bus infrastructure enables 
programming complex orchestration while delivering 
real-time performance. The nature of the bus permits 
inter-architecture integration between multiple systems 
simultaneously. 

2.2 Advanced Analytics Capability to leverage High 
Performance Environment  

Tailored algorithm implementation is the key to 
optimizing advanced analytics for HPC-SCs to 
understand how to phrase the analytic algorithms to 
avoid processing bottlenecks. Algorithm optimization 
occurs in several different parts of the architecture 
beginning with the HPC-SC event service bus. The 
implementation enables event queue distribution over 
the processing nodes and coordinates an advanced 
synchronization algorithm. We support data marshaling 
between the data sources and stores in the analytic 
algorithms and integration and interoperability between 
analytic algorithms and entire analytic architectures.  

This technical implementation permits the 
federation of heterogeneous analytic architectures in 
real-time providing not only improved performance but 
the ability to utilize all interagency and operational 
analytics.  

A wide variety of libraries of algorithms, data 
structures, and message distribution and 
synchronization constructs which are optimized for 
HPC-SC infrastructure will be provided. This enables 
analytics to be parallelized leading to drastically 
reduced run times. Analysis performance can also be 
enhanced by the inclusion of graphics processing 
engine providing the system with the ability to support 
emerging GPU APIs that can support the type of vector 
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and matrix operations required by advanced analytics. 
Such a polymorphic computing architecture optimizing 
algorithm implementation and execution, in addition to 
algorithm scheduling and synchronization, provides a 
comprehensive approach to the full utilization of HPC-
SC resources.  

2.3 Command Support 

Central to the proposed architecture and 
implementation is the ability to integrate and 
interoperate with existing military command 
information, C2, and C4ISR systems. This is 
accomplished thru the external module interface 
framework in the overall HPC-SC event service bus 
framework, Object Based Production, Red Force 
Tracker, Army Advanced Analytics, GCCS I3 COP, 
NGA GEOINT, and other OZONE Widget capabilities.  

This implementation includes a gateway for GCCS, 
Army Battle Command System (ABCS) publish and 
subscribe system, Command and Control PC (C2PC), 
Command Post of the Future (CPOF) and the Theater 
Battle Management System (TBMCS). This will 
provide a framework and re-useable code base intended 
to incorporate other sensor interfaces and systems as 
necessary for instance, integrating the sensor suite from 
the Global Hawk/Trident surveillance programs. 

The ability to integrate new analytics and permit 
composition to meet emerging requirements is fully 
optimized and supported by the framework. For 
example, systems multiple domain analytic systems 
will be integrated and incorporated easily. The 
framework has a natural spot for the inclusion of 
security and the ability to support cross-domain 
solutions. This approach will also revolutionize the use 
of personnel assets in terms of their location in the 
Battlespace / AOR. 

2.4 Advanced Analytical Capabilities, Framework, 
Data Layer, and High Performance Computing 
System  

This approach permits the integration or 
implementation of any new analytic tool or algorithm. 
This effort will provide a framework for the ingestion 
of all source data, both structured and unstructured; 
expand the heuristics for problem solving, learning and 
discovery, and provide mediation and normalization 
unifying access to and analysis of all data. Specifically 
this effort provides several new commercial analytics 
tools and utilities.  

A novel video and sensor analysis classification and 
metadata tagging tool and framework will be provided 
so that for the first time, full motion video (FMV) and 
other sensors can be classified and metadata tagged 
upon ingest, and both the object and the metadata can 
be streamed into a unified Data Layer. This increases 
the value of the data for a wide variety of analytics and 
provides critical improvements to intelligence and 

operational decision systems and processes, leading to 
faster production of decision quality data and 
acceleration of the mission command and the decision 
process.  

A variety of analytics engines are featured that will 
be employed capable of creating indexing schemes 
which can be used separately or combined in the 
decision process. This capability will lead to the 
advancement of analysis, intelligence and decision 
processes in new ways. For example an index can be 
created based upon the ingestion of a variety of 
classified data sources and integrated with indexes from 
other departments or classification levels without 
compromising source data or methods and improving 
analytics queries.  

Combining capabilities together is the HPC-SC 
event service bus and associated HPC-SC optimized 
support libraries, packages, and utilities. This team will 
work with both commercial vendors and relevant 
Government and academic analytics packages and 
technologies to improve their native utilization of HPC-
SC technologies and development methodologies to 
enable individual analytic tool performance. 

2.5 Trusted Systems 

One of the true challenges is the computationally 
efficient trusted systems. The need to constantly 
enforce security policy at every stage of operation is a 
significant overhead. The JEE provides a set of 
execution control primitives that are “lightweight” from 
the perspective of memory and processor cycle 
consumption.  

The development of trusted systems is clearly 
associated with three driving development areas: 

1. Enterprise testing 
a. Create the necessary baseline 
b. Freeze the baseline and testing 
c. Maintain the state 

2. Representing  composite relationships within 
the cloud 

a. Functions and functionality 
b. Identify where the work is being 

performed 
c. Understand how we establish trust in 

the cloud 
3. Implement trust in the cloud 

a. Emphasize workload and metrics 
b. Constant software modeling, 

simulation, and coding from test to 
operational readiness 

c. Code management 
d. Repeatable, auditable, and 

demonstrable 
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This architecture and implementation demonstrates 
how cloud and system tuning can be simplified by 
allowing all aspects of the hardware and software 
infrastructure to be optimally accessed. State-of-the-
practice enterprise systems always want to define their 
own “pure” architecture based on some seemingly 
relevant philosophical concept. This approach allowing 
the most efficient system functions, and when trust is 
implemented the systems perform poorly. 

Regarding how cloud computing techniques and 
technologies could be used to enhance interoperability 
and improve the sharing of geospatial information 
across a broad range of users and devices, the 
architecture allows both high performance and 
resilience to system failure. Geospatial information 
sharing in operational environments must be resilient to 
infrastructure attacks and failure. This approach allows 
not only highly available “traditional” resources in 
terms of compute and data storage, but also in terms of 
communication. In all other systems, a communication 
link problem results in data transmission failure, 
whereas this architecture and implementation feature 
the ability to have completely reliable, yet efficient, 
data communication. 

This approach provides a consistent and secure 
single map solution for appropriate users through open 
APIs. A wide variety of messages, formats, and 
protocols can be used based on what different 
communities indigenously support. This avoids costly 
enterprise standardization, and focuses on letting 
communities immediately interoperate, while providing 
a smooth evolution path to increased shared 
development operations (DEVOPS), resulting in a 
natural technical convergence. Legislated, top—down 
convergence efforts rarely succeed, and when they do it 
is only at great cost. 

This architecture also enable success in the 
development of broad international collaboration efforts 
by virtue of the flexible nature of data sharing APIs and 
methods. Many partner nations utilize a large quantity 
of legacy systems, and modern enterprise approaches 
do not easily support older systems and alternative 
architectures. 

3. ARCHITECTURE IMPLEMENTATION 
 

The architecture shown in Figure 1 will improve 
information content and flow to the warfighter, 
enabling superior regional domain awareness through a 
robust synchronization capability inherent in the Joint 
Execution Engine (JEE) software component. This is 
provided as an optimizing and enhancement mechanism 
to the HPC-SC and Enterprise Service Bus (ESB) 
functionality currently used in the IC. The JEE 
introduces a mediation layer that effectively enables 
introduction of analytics to Map Reduce in the cloud. 
This also introduces a multi-source input, a co-creative 

environment and other commercially developed efforts 
in guided information search/discovery/filtering to 
optimize information flow to the warfighter.  

Data flow modeling is employed to document flow 
through the interface to ensure data credibility from 
source to product. Through this interface we will ingest 
C4ISR resources to support strategic and tactical data 
into the data layer to include emerging advanced 
analytics widgets. Our proposal highlights innovation in 
several dimensions that address requirements as set in 
the above. The design and implementation of the Data 
Layer delivered via the JEE and its integration of key 
products, unifies the inter-agency Data Layer strategies.  

The Data Layer ingest is significantly expanded to 
permit streaming data, POSIX file system files, and 
existing database standard interfaces. The 
implementation provides an enterprise level by the 
automation of mirroring and other persistence services 
in the Data Layer. The architecture supports the 
existing analytics and Widget framework.  

The scope of real-time support is extended by 
employing a high performance, real-time event engine 
optimized to provide real-time, continuous analytics 
support to the Warfighter. Existing C2 and C4ISR 
systems and envisioned future Warfighting capabilities 
including unmanned systems, future sensors, 
automation frameworks and intelligence sources are 
supported. The HPC-enabled event bus permits the 
orchestration of widgets, Map Reduce jobs, any 
commercial analytics, other analytics models (i.e., SQL, 
POSIX, or JDBC/ODBC), and simulations as desired 
by an AOR or IC user. 

3.1 JEE Architecture Description 

JEE is an object-oriented, event-based, high 
performance execution system. JEE [1] provides high 
speed communications, which is central to its 
framework [2], and utilizes numerous messaging 
fabrics for inter-processor communication: shared 
memory, wireless, fiber optic, ATM, TCP, IP, and 
multicast (implemented in a variety of media). The 
Communications Services provide a variety of 
mechanisms linking clients to intelligent application 
services, or the hosting processors. Communications 
Services API (internal and external) is standardized for 
simplified integration [1]. An abstraction is then 
supported for unicast and multicast, and permits various 
implementations, and thus protocols, to work 
simultaneously. 

State-Saving Framework and State-Saving 
Services support reliability, synchronization, fault-
tolerance, and implementation of persistence services. 
The Core Programming Services provides Standard 
Template Library (STL) programming API, and utilizes 
the state-saving and persistence features. 
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Event Management Services (EMS) provide high-
performance data structures to develop exceedingly 
complex, reliable, interactive intelligent applications 
more rapidly.  

Synchronization Management Services, closely 
coupled with EMS, control synchronization and timing, 
which are essential for real-time intelligent applications 
interfacing with hardware [2]. 

Standard Application and Integration API 
(SAIA) expedites development of complex, robust 
intelligent applications by code generation macros and 
APIs. SAIS synchronizes components as the overall 
system executes, and scales to simultaneously execute 
large numbers of components (an interactive 
synchronization mechanism hides programming 
complexity).  

 
Figure 2. JEE architecture layering 

 

Distributed Object Management Services and 
Data Translation Services provide location 
transparency and a powerful, yet easy to use, distributed 
object computing framework (e.g., the complexity in 
using different inter-processor communications). 

Figure 3. Sample JEE System Layout 
 

The Metadata Infrastructure (MDI) provides: 

• A syntactic notation for relational associations  

• Logical constraints, consequences, and role-
based behaviors entailed by the relationships 

• A system of primitive relational abstractions 

• Method to change abstractions into conceptual 
hierarchies 

• Means to compose and structure relationships 
into frameworks and architectures  

JEE utilizes additional state of the art technologies 
in its architecture: Knowledge Execution Engine 
(KEE) and Knowledge Representation Integration 
Infrastructure (KRII) employ the lower layers for 
location transparency, and are based on conceptual 
graphs (CGs) [3].  

Collectively, the extensions embodied in JEE 
signify precision in the art. All services adhere to the 
External Integration Framework, and easily integrate 
intelligent applications and WAN (Figure 2) [1]. 

4. INTELLIGENT SYSTEMS 

 
The JEE utilizes CGs [1] to integrate hardware and 

software systems. Visually, a CG mimics knowledge 
representation in common diagrams for discussions 
(using whiteboards, slides, or even table napkins). The 
diagrams, or drawings, are often text snippets (typically 
enclosed in squares or ovals) and lines (such as labels) 
connecting one snippet to another. Experts often use 
visual aids to quickly communicate complex details 
during brainstorming sessions (see Figure 4). 

ConceptsConcepts ActorsActorsRelationshipsRelationships

CAT STAT LOCSIT MATCAT STAT LOCSIT MATMAT

A Cat sits on a matA Cat sits on a mat Une Chat assis sur
une matte
Une Chat assis sur
une matte

 

Figure 4. Basic CG example 

In CGs, text snippets (in a square) are called 
Concepts. The line connections are enhanced with 
ovals, called Relationships, containing additional text. 
Hence, representation of semantic relations, between 
various concepts, occurs in a manner consistent with 
common “brainstorming pictures”. Actors (diamond 
shaped symbols) provide a method to encapsulate 
interfaces to hardware or software components, and 
indicate data or signal transforming activity is 
occurring.  
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Structurally, a CG provides the following 
advantages for representing and integrating complex 
systems: 

• Inherently hierarchical; permits operation at 
increased aggregated levels, when beneficial 

• Can decompose components to appropriate levels 
of detail, to meet requirements 

• Ability to conceptualize the entire system, or one 
specific concept 

• Capable of capturing any aspect of the system 

Using CG’s, JEE simplifies hardware and software 
component integration; and simultaneously, concisely 
represents the entire system control logic. 

Developers typically manage functional blocks with 
various data sending and receiving protocols. However, 
most developers lack standard approaches across the 
enterprises (usually one method works as well as the 
next). Consequently, accurate prediction of time and 
cost is difficult. JEE provides an organized template for 
encapsulating functional blocks (hardware or software), 
which is easily mastered by integrator engineering 
staffs, thereby solving the prediction challenge. 

CG Relationships have simple rules - one concept 
node must be connected by an incoming arc to a 
relationship; and one concept node must be connected 
by an outgoing arc. Relationship nodes provide critical 
semantic structure to system descriptions, and 
frequently represent modifiers, qualifiers, and 
constraints. 

Concept nodes may be connected to relationship 
nodes or actor nodes, but direct connections between 
concept nodes is not permitted. A concept node may 
have any number of incoming arcs or outgoing arcs, 
and represent a variety of system features. Concepts 
may be components (or objects), or they may represent 
actions (or verbs). Relationships act as modifiers 
(adjectives and adverbs).  

Concept 1

Relationship 1

Relationship 1

Concept 2

Concepts or Other Actors

Actor 1

Actors or Relationships 

Actors or Relationships 

Concept 1

Concept

Concept or other Actors

Concept 1

Relationship 1

Actor 1

INVALID

 
Figure 4.  Conceptual Graph creation rules 

 

Actor nodes can have any number of incoming arcs 
from other nodes. However, they have only one 
outgoing arc. The outgoing arc may be connected to 
another actor node, or a concept node. Actor nodes 
provide the critical ability to encapsulate hardware or 
software components. Hence, actor nodes enable 
system integration. 

One of the purposes of the Knowledge Execution 
Engine (KEE) involves controlling the execution of a 
collection of hardware and software components, as a 
cohesive and robust system. Relationships have the 
simplest rules - one concept node must be connected by 
an incoming arc to a relationship; and one concept node 
must be connected by an outgoing arc. Relationship 
nodes provide critical semantic structure to system 
descriptions. They frequently represent modifiers, 
qualifiers, and constraints. 

5. IMPLEMENTATION EXAMPLES 
One of the central tenets of the JEE is to make the 

programmers job simpler by virtue of API design. The 
act of sending data from one component to the other 
can often be a challenging task in modern enterprise 
implementations. Monolithic, complex data models 
must be maintained, and complied with, leading to what 
practically results in an expensive and slow moving 
social engineering process.  

In addition, the state-of-the-practice for the 
implementation of data interoperability has resulted in a 
philosophy that requires internal data structures to be 
rectified and flattened into text files in XML syntax. 
Ideally, the natural data structures used by developers 
would be sent, and there would be no monolithic data 
model. Any one component typically only required the 
interaction with a small set of other components, so 
practically speaking this should be decoupled 
technically and in process implementations. 

5.1 System Synchronization 

One of the most difficult tasks is the precision 
implementation of causality between system 
components. The current state-of-the-practice in real-
time systems focuses on the accurate control and 
estimation of the time to complete a function. The JEE 
provides such timing constructs, and extends the 
paradigm to integrate logical controls with timing. This 
permits the notion of an interrupt to a timed component, 
a strictly logical synchronization of components in a 
real-time environment, and component synchronization 
timeouts. 

Consider the following example where the firing of a 
gun is controlled over the network or locally. In some 
fashion the gun engages a target by moving the barrel 
into position and then firing the weapon. The process of 
moving a gun into position can be expressed and 
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implemented with slew and elevate functions, as 
indicated in the figure below. 
 

Slew Elevate 

Fire When Slew and Elevate are Complete 

Process Firing Commands (and Queuing Them) 

 
Figure 5. Gun dynamics 

The code fragment to implement this is: 
 

void Turret::fire() 
{ 
   P_VAR 
       
   P_BEGIN(2) 
 
      // Wait until the turret movement is completed 
 
      WAIT_FOR(1, slewComplete, -1); 
      WAIT_FOR(2, elevateComplete, -1); 
 
      // Fire the weapon, this would activate the real gun 
 
      Fire_M256();  
      RB_cout << "Flash, Boom, Bang, Echo" << endl; 
      fireComplete = 1; 
   P_END 
} 
  

The key to ease of programming is illustrated by the 
use of programming macros to generate code patterns 
and implement transparent semantics. The WAIT_FOR 
macro implements a thread-like suspend and resume, 
but utilizes the local stack defined in the P_VAR-
P_BEGIN block, which drastically reduces memory 
from megabytes to store the stack frames normally used 
in thread packages to do the same function to bytes. 

The slewComplete and elevateComplete are types 
of semaphores, and can be released by network or local 
API calls. This implements net-centric systems 
optimally, and with precision. These same primitives 
can be used to implement trust policies that control 
execution paths. 

5.2 Data Distribution 

The following example is from the Joint Strike 
Fighter (JSF) Shared Synthetic Environment (SSE) 
Risk Reduction Activity (RRA). In this case, JSF (F-35) 
data must be sent to a variety of clients. One can 
envision a JEE collective as depicted below. Some 
numbers of different types of functional elements (FE) 
perform computation, and some variable speed 
communications fabrics provide communication 
between them. Systems and data sources are plugged in 
to the collective via an easy to program publish and 
subscribe API.  
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Figure 6. JEE polymorphic computing architecture 

The native data structure StateUpdate is sent as a 
segment of binary data. The CdParameterSet has the 
ability to contain both structured and unstructured data 
in a single package using a series of Set functions. 

 
 
On the receiving side in a system to be integrated with 
the JSF would insert the following code in order to 
operate with the JSF state data. 

 
The ability to simply send any collection of data in a 

lossless manner is now possible. The developer needs 
to know nothing of the communications method, 
security method or controls, encryption, or compression 
being used. The code is then more resilient and flexible 
at the developer level. This approach permits code in 
Java, Python, Ruby, or PHP. 

5.3 System Control 

Consider a more complex scenario than driving, 
such as large-scale battlespace threat monitoring and 
response, specifically that aspect regarding anti-
access/area-denial (A2AD). There is always an order of 
battle, or sequence of inistializing actions that have to 
take place before any complex offensive or defense 
operation, the goal is to have key sensors that can 
collect, ideally, sufficient statistics for relevant 
phenomena, infer meaning from those measurements, 
such as from a Baysian, or belief, network, and act on 
that information.  
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The term proposed for this new pattern of activity is 
collect-correlate-alert-act (C2A2). Various algorithms 
can now be inserted as part of the mechanism that 
actually triggers activity. In the case of battlespace 
monitoring consider the case where a connection is lost 
with an unmanned aerial vehicle (UAV) and a satellite. 
An alert is generated warning of a possible 
electromagnetic pulse attack, and appropriate actions 
are taken such as powering certain systems down and 
activating others, such as a mobile AOC.  

In other words, based on multiple and certain 
sequences of events, both systemically and socially 
there exists a probability of event that would necessitate 
activating AOC (M) system, thereby placing a pilot 
(UAV or in-cockpit) in an advantageous rather than 
disadvantageous situation in a potentially denied area, 
as opposed to having to improvise independently due to 
the slow speed of human and organizational 
coordination. The goal is to not create another 
Situational Awareness System, but a cognitive/active 
anticipatory system that reduces and reverses the 
disadvantage being created by our adversaries. 

A2AD Monitor  performs 
Sensor 
Health 

Monitoring 

Social 
Media 

Monitoring 

Comms 
Health 

Monitoring 

Cross 
Correlation 
Processes 

Alert 
Generation 
Processes 

generate 

Command 
Alert 

System 
Alert 

Operator 
Alert 

 
Figure 7. A2AD conceptual graph 
 
CdConceptual Graph A2ADMonitor; 
… 
A2ADMonitor.Initialize(a2ad.owl); 
A2ADMonitor.Execute(); 
… 
CdConceptualGraph::Execute() 
{ 
P_VAR 
P_BEGIN 
 
while (Active) 
   WAIT_FOR(1, systemInterrupt, scanInterval); 
 
P_END 
}   

The code to implement this is straightforward. A 
conceptual graph entity is initialized with the CG in 
figure 7, and then periodically executed. The 
complexity is in the actor subgraphs, and these can be 
modified by reloading the top level CG, or the CG 
replaced completely. This allows the system to adapt in 

terms of behavior, and with dynamic binding we can 
even add new functional components. 

6. SUMMARY 
There are many advantages of this approach to 

complex, automated, intelligent system development.  
Key advantages include ease of use, with an intuitive 
implementation framework for developers; and 
reduction of rework – getting the job done right the first 
time.  The JEE helps meet practical needs in system 
development. Frequently testing, security, and 
interoperability are considered too late; and capitalizing 
on software engineering research rarely occurs. 

Furthermore, existing assets can be re-cast and 
given “a new life”; and existing hardware assets have a 
longer lifespan.  As such, the next generation of 
solutions is enabled, which mitigates many of the major 
problems associated with application development and 
systems integration.  Scalable, robust solutions are 
provided for complex, real-world problems. 
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Abstract—Road safety continues to pose a significant 

problem in the United States. Although significant time, 

effort, and money have been spent to improve 

transportation management systems and decrease 

accidents, statistics show that this epidemic continues to 

remain unsolved. This highlights the need for advanced 

data systems that complement existing technology and 

help identify and solve today’s challenging safety 

problems in transportation system. To this end, this paper 

presents work-in-progress to create a big data analytics 

system for transportation safety management. The initial 

work focuses on determining human-perceived level of 

safety in areas of emphasis within transportation safety. 
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I. INTRODUCTION 

Road safety continues to pose a significant problem for the 
Florida Department of Transportation (FDOT). According to 
a 2013 report by the National Safety Council (NSC), Florida’s 
rate of car accident deaths is one of the nation’s highest [1]. 
The NCS reports that the number of fatal car accidents in 
Florida in 2012 was 2,442, revealing a 3 percent increase from 
2,372 traffic deaths in 2011. Florida’s rate of highway fatalities 
in 2012 was third-highest in the nation behind Texas, 
California, and slightly ahead of Pennsylvania. These figures 
point to inadequacies in Florida’s traffic management systems, 
where enormous human potential is being destroyed, with also 
grave social and economic consequences. Traffic management 
that leads to road safety is thus a major public health issue 
throughout the state of Florida.  

Although FDOT spends significant time, effort, and money to 
improve transportation management systems and decrease 
accidents, statistics show that this epidemic remains 
unsolved—not only in Florida, but worldwide. According to 
the comprehensive World Report on Road Traffic Injury 
Prevention [2], there is a need for developing “good data 

systems for identifying problems and evaluating responses.” 
Creation of such data systems should help increase 
“understanding not only of the volume of traffic deaths, 

injuries and crashes, but also of which road users are most 

affected; in which geographic areas the greatest problems are 

found,” and “what risk factors are contributing”. [2] 
Although massive and continuous traffic datasets abound in 

the social media space, no solution exists with demonstrated 
capabilities to seamlessly integrate this information for 
creation of such data systems. Harnessing “Big Traffic Data” 
from social media would provide data systems capable of 
producing and analyzing data so large that it would contain 
significant low probability events—something that would be 
absent from traditional statistical sampling methods. 
Therefore, there is a need for advancing intelligent 
transportation systems’ technology further into the area of 
automated massive analytics and visualization of streaming, 
unstructured data; which complement traditional data 
collection methods and help solve Florida’s traffic 
management problem. 
 
This paper presents work-in-progress to develop a Big Data 
analytics system for transportation safety management. The 
initial focus of the work is on determining human-perceived 
level of safety based on major emphasis areas identified in the 
2012 Florida’s Strategic Highway Safety Plan (FSHSP). 
These include: 

 
 

• Aggressive Driving  

• Distracted Driving  

• Intersection Crashes 

• Traffic Data  

 
 
The approach leverages of social media (Twitter) data to 
continuously monitor transportation safety data; cluster the 
data into groups representative of emphasis areas, and extract 
human-perceived level of safety (for particular cluster) in the 
form of sentiment analysis. The rest of the paper is organized 
as follows. Section II provides a brief description of the 
system’s physical and logical architectures. Section III 
describes our clustering algorithm, which is used in the 
system as a pre-processing step to form groups of similar 
documents which can be mapped to FDOT’s areas of 
emphasis. Section IV describes the preliminary results of the 
sentiment analysis algorithm, which is used in this work as 
main method for determining human-perceived opinion for 
each document in a given cluster. Finally, section V 
summarizes the work and provides important areas of future 
work. 
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II. SYSTEM ARCHITECTURE 

The transportation analytic system is modeled using the 
Unified Modeling Language (UML) to specify a system of 
systems, where multiple, dispersed, independent systems 
interoperate to form a larger, more complex system. To 
support this, the overall architecture is designed using the 
representational state transfer (REST) architectural style, 
which (implicitly) includes other important architectural styles 
and patterns that support service-orientation and distributed 
computing. The distribution of architectural components is 
best documented by the client-server architectural pattern, 
which includes two major components: a server component 
and client component. To increase flexibility, the server 
component is deployed as one or more web services, with each 
service providing its services using a REST-style interface so 
that clients can initiate requests to servers, servers process 
these requests, and return appropriate responses. This allows 
multiple services to be deployed in different locations across 
geographical sites. The initial system’s analytics capabilities 
include (replaceable) components that provide services for 
document clustering and sentiment analysis. The client is 
composed of HTML5 interface that can be used by analysts to 
access the server’s services in distributed fashion 
 

A. The Physical Architecture 

 
The physical view of the system represents the physical or 
deployment aspects, where the main elements of analysis are 
nodes, connections between nodes, and the mapping of 
software artifacts to nodes. Physical machines, devices and 
processors are reflected as nodes, and the internal 
construction is depicted by embedding artifacts, which are 
binary entities depicted by a box with a file icon in the upper-
right corner. Artifacts, such as executables, jar files, etc., are 
allocated to nodes to model the system's run-time 
configuration. The physical view focuses on modeling of 
elements that directly affect quality requirements, such as 
availability, performance, and scalability [3]. In our system, 
availability is addressed via server redundancy (not depicted 
for simplicity), which requires downstream design and 
development to think about techniques for identifying faults 
and swapping between primary and redundant server nodes 
when necessary to support the system's availability. 
Performance is mainly addressed by selection of appropriate 
server hardware to support throughput and other 
computational requirements to be specified. A simplified 
view of the deployment model is presented in Fig. 1. 

 
As seen, the server computer hosts the web services 
responsible for the overall analytics clustering and sentiment 
analysis of transportation-related twitter messages. For 
simplicity, Fig. 1 depicts one analytics service, hosted by one 
server; however, multiple services can be deployed on 
multiple computers, collaborating as part of the system. The 
physical model also shows how binary artifacts are mapped 
to hardware components, and how logical components are 

manifested by these artifacts, providing full mapping between 
the physical (i.e., hardware) and logical (i.e., software) 
design. 

 
 

Fig. 1. A portion of the system’s physical architecture. Physical devices 
are reflected as nodes, where artifacts, such as executables, jar files, etc., are 
allocated to model the system's run-time configuration. The <<manifest>> 

relationship is used to connect physical and logical architectures.  

B. The Logical Architecture 

 

The logical view of the software system is used to decompose 
systems into logical components that represent the structural 
integrity that supports functional and nonfunctional 
requierements.  

 

Fig. 2. A portion of the systems’ logical architecture. Each component 
represents an abstraction of a major system function. Components use well-
defined interfaces to interface with other components, which makes them 

replaceable within their environment. 
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Using this view, the static structure of the system can be 
modeled using UML component diagrams to decompose, 
abstract, and encapsulate the services that the system needs to 
provide to its users. By using these diagrams, the major 
components, their interfaces, and their associations with all 
other components are identified. Architectural logical designs 
exist at a higher level of abstraction and provide the building 
blocks for further detailed design and construction. They also 
present the main interfaces between components—these are 
referred to as stable interfaces, since they expose the main 
functions provided by each component while hiding the 
details of their implementation. Stable interfaces are 
necessary for increasing the extensibility of the system. When 
using stable interfaces, each component can be replaced with 
another component that provides similar or enhanced 
functionality but equal interface. The main logical design for 
the system is presented in Fig. 2. 

 

III. CLUSTERING COMPONENT 

 
 
Document clustering is a necessary pre-processing step before 
sentiment analysis can take place. The ultimate goal is to find 
clusters of similar messages and relate those clusters to the 
FSHSP’s emphasis areas, including: aggressive driving, 
distracted driving, intersection crashes, and other traffic data. 
Many different clustering algorithms exist. An example can 
be seen using Hierarchical Affinity Propagation. Affinity 
Propagation (AP) is a clustering algorithm introduced by Frey 
et al. [4], motivated by the simple fact that given pairwise 
similarities between all input data, one would like to partition 
the set so as to maximize the similarity between every data 
point in a cluster and the cluster's exemplar. An exemplar is 
an actual data point that has been selected as the cluster center. 
As we will briefly discuss, these ideas can be effectively 
represented as an algorithm in a message passing framework. 
In the landscape of clustering methodologies, which includes 
such staples as K-means [5], K-medoids [6], and Gaussian 
Mixture Models [7], predominantly all methods require the 
user to input the desired number of cluster centers. AP avoids 
this artificial segmentation by allowing the data points to 
communicate accumulated evidence encoded in their 
similarity values, which organically gives rise to a 
partitioning of the data. In many applications, like document 
clustering, an exemplar-based clustering technique gives each 
cluster a more representative and meaningful prototype for 
the center, versus a fabricated mean. 

 
Hierarchical Affinity Propagation (HAP) introduced by [8] 
extends AP to allow tiered clustering of the data. The 
algorithm starts by assuming that all data points are possible 
exemplars. Each data point is viewed as a node in a network 
connected to other nodes by arcs such that the weight of the 
arcs ���  describes how similar the data point with index i is to 
the data point with index j. HAP takes as input this similarity 

matrix where the entries are the negative real valued weights 
of the arcs. Having the similarity matrix as the main input 
versus the data patterns themselves provides an additional 
layer of abstraction—one that allows seamless application of 
the same clustering algorithm regardless of the data modality 
(e.g. text, images, general features, etc.). The similarity can 
be designed to be a true metric on the feature space of interest 
or a more general non-metric [4]. The negative of the squared 
Euclidean distance can be used as a metric for the similarities. 
The diagonal values of the similarity matrix,��� , are referred 
to as the “preferences” which specify how much a data point 
j wants to be an exemplar. Since the similarity matrix entries 
are all negative values, -∞<���≤0, ���=0 implies data point j 
has high preference of being an exemplar and ���≈-∞ implies 
it has very low preference. In some cases, as in [4] [8] [9], the 
preference values are set using some prior knowledge, for 
example uniformly setting them to the average of the 
maximum and minimum values of ��� , or by setting them to 
random negative constants. Through empirical verification, 
we experienced better performance with randomizing the 
preferences and adopt this approach for most of our 
experiments. 

 
Once the similarity matrix is constructed and provided as the 
primary input to the HAP algorithm, the network of nodes 
(data points) recursively transmits two kinds of intra-level 
messages between each node until a good set of exemplars is 
chosen. The first message is known as the “responsibility” 
message and the second as the “availability” message. The 
responsibility messages, ���� , are sent at level l from data point 
i to data point j portraying how suitable node i thinks node j 
is to be its exemplar. Similarly, availability messages, ���� , are 
sent at level l from data point j to i, indicating how available j 
is to be an exemplar for data point i. The responsibility and 
availability update equations are given in Eq. (1) and Eq. (2), 
respectively. 

 
 ������ ←	���� +��	[��� , −�����.�.��	�{	���� + ���� }	] (1) 
 

������ ← 	�� �0, !�� + "�� + ���� + # max'0, ���� (�	�.�.�∉{�,�}
* (2) 

 ������ ← !�� + "�� + # max	{0, ���� }�	�.�.���
 (3) 

 
 
 
where L is the number of levels defined by the user and 
l∈{1,⋯,L}. Eq. (3) is the self-availability equation which 
reflects the accumulated positive evidence that j can be an 
exemplar. The self-responsibility messages are updated the 
same way as the responsibility messages. To avoid numerical 
oscillation, the responsibility and availability messages are 
dampened by λ at every level l. 
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 ���� = .���� (012) + (1 − .)���� (�56) (4) 
 ���� = .���� (012) + (1 − .)���� (�56) (5) 

 
 
 
HAP also introduces two inter-level messages that send 
messages between the different levels. These messages are 
denoted by τ in Eq. (6), which receives messages from the 
lower level and ϕ in Eq. (7), which receives messages from 
the upper level. At every level, the cluster preference !�� 	is 
updated using Eq. (8). 

 
 ���7� = !�� + ���� + # max	(0, ���� )��.�.�\9:;	�

 (6) 
 
 "��<� = ����(���� + ���� ) (7) 
 !�� ← ����(���� + ���� ) (8) 

  
 
 

A variety of strategies can be employed to update the 
similarity matrix ���� 	to vary level-wise. We have achieved 
good results by simply taking into consideration the cluster 
relationship of the previous level: 
 

 ����7� = ���� + =	����	�.�.		���[���� + ���� ] (9) 
 
 

where κ is a constant value within [0,1]. This updates the 
relation between data points in level l+1 by negatively 
increasing the similarity between points that belong to 
different clusters in level l and enforces the similarity between 
points that fall under the same cluster in level l. 

 
After all messages have been sent and received, the cluster 
assignments are chosen, at every level, based on the 
maximum sum of the availability and responsibility messages 
as in Eq. (10). These cluster assignments can be used to 
extract the list of exemplars.  

 
 5�� ← �>?����{���� + ���� } (10) 
 
 
 

These net message exchanges seek to maximize the cost of 
correctly labeling a point as an exemplar and gathering its 
representative members (a cluster). In Algorithm 1, we detail 
the pseudo-code implementation of HAP. 

 
 

 
Algorithm 1 Hierarchical Affinity Propagation 

1: Input: Similarity (S), Levels (L), Iterations, and . 
2: Initialize: � = 0, � = 0, � = ∞, " = 0, ! = 0,5 = 0 
3: for A5> = 1 → Iterations do 
4: for 1 = 1	 → Levels do 
5: Update ����  (eq. 1) & Dampen �� (eq. 4) 
6: Update ����  (eq. 2 & 3) & Dampen �� (eq. 5) 
7: Update ��� , "�� & !�� (eq. 6, 7 & 8) 
8: Optional Update ����  (eq. 9) 
9: end for 

10: end for 

11: for 1 = 1 → Levels do 
12: Update 5�� (eq. 10) 
13: end for 

 

 
Fig. 3. Hierarchical Clustering with HAP 

 
Figure 3 demonstrates the effectiveness of HAP to perform 
hierarchical clustering without predefining the number of 
clusters. The images are shown from the lowest level, top left 
image, to highest cluster level, lower right image. Once the 
clusters are formed on data-streams consisting of 
transportation-safety twitter messages, more detailed analyses 
can be performed to derive actionable intelligence based on 
particular safety emphasis areas. As example, the general 
public perception of safety-related issues can be extracted 
using sentiment analysis. 

 

IV. SENTIMENT ANALYSIS COMPONENT 

Once particular clusters are created using HAP, evaluation of 
human-perceived level of safety is carried out using sentiment 
analysis on each cluster of interest. Sentiment Analysis (SA) 
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is a form of text classification for predicting attitudes or 
dispositions towards objects or persons. The task of SA can 
be briefly summarized as creating the prediction function 
γ(d)=c , where the classifier (γ) receives an input document 
(d) and produces or predicts a class (c), where c is the most 
likely representation of sentiment (e.g., positive or negative) 
conveyed by d . In our system, this process is streamlined by 
employing a bag-of-words model, where text documents are 
transformed into word (frequency) vectors that maintain each 
word in the document as a feature, but ignores other 
information such as special formatting or the order of the 
words (i.e., position) in the document. This model allows for 
a simplified approach for representing text documents as 
feature vectors that can be employed during training of the 
classification algorithms and for representing future 
documents (for prediction purposes) the same way. 
 
Our initial effort employs a Naïve Bayes classifier to classify 
twitter messages that have been clustered using HAP to 
determine human-perceived quality of services as sentiment. 
The Naïve Bayes algorithm is presented in (11), 
 
 C ← �>?���DE∈F G(C = !�)∏ G(��|C = !�)�   (11) 
 
 
where C is the class (i.e., positive or negative) assigned to a 
given twitter message given a set of features xi (i.e., each word 
in the message). Our initial dataset included a total of 97,356 
labeled instances captured and filtered through Twitter’s API 
1.1. Our training and testing phase was performed using 10-
fold cross-validation, where the dataset is divided into k=10 

groups of samples, called folds. The prediction function was 
learned using k-1 folds, and the fold left out was used for 
testing. The results of the performance evaluation metrics are 
illustrated on Figures 4 and 5. 
 

 

 

 
Fig. 4. Output of n=10 cross-validation iterations 

 
Fig. 5. Output of a Naïve Bayes classifier used for Sentiment Prediction of 

Tweets 

From the performance metrics, the following is realized: 
 

• Nearly every tweet that is pos is correctly identified as 
such, with 89% recall. This means very few false 
negatives in the pos class. 

• A tweet given a pos classification is 96.6% likely to be 
correct. This leads to around 3% false positives for the 
pos label. 

• Tweets that are neg are correctly classified. High recall 
throws a 4% false negatives for the neg label. 

• Any tweet that is identified as neg is 90.8% likely to be 
correct. This means very few false positives for the neg 
class. 

 

V. CONCLUSION AND FUTURE WORK 

 
This paper presented work-in-progress for a big data analytics 
system for transportation safety management. Specifically, it 
presented the initial stages for determining human-perceived 
level of safety that can be extracted from social media data. 
Since the presented work deals with the general problem of 
determining human-perceived level of safety, there are 
several avenues for improvement and future work. Data 
cleansing and pre-processing poses a labor-intensive problem 
that needs to be resolved. Despite having used a focused 
twitter-search approach (related strictly to the area of 
transportation), many noisy messages were captured, 
expressing information unrelated to the desired topic. Many 
of the transportation-related messages were noisy and 
required pre-processing, which is a labor intensive task. In 
addition, other natural language scenarios in sentiment 
analysis need to be further investigated; the presence of 
sarcastic messages remains a difficult problem to tackle when 
using a bag-of-words approach. That is, sarcasm detection 
should be based on relation or dependence of two or more 
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words, which clearly cannot be done under a bag-of-words 
model. This leads to some tweets containing sarcastic 
narratives that may correspond to a positive feeling, define a 
negative situation. 

 
 

Future work includes extending the investigation to the 
following tasks: 
 

• Delving on the contextual analysis of the messages in 
order to perform techniques of noise elimination. 

• Data fusion and stream mining of real-time tweeter 
message flows, Waze, and current sensors used in 
transportation systems today. 
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Abstract— Modern robotics often involves the use of web

technologies as a means to cope with the complexity of

design and operation. Many of these technologies have

been formalized into standards, which are often avoided

by those in robotics and controls because of a sometimes-

warranted fear that “the web” is too slow, or too uncertain

for meaningful control applications.

In this work we argue that while web technologies may not

be applicable for all control, they should not be dismissed

outright because they can provide critical help with system

integration. Web technologies have also advanced signifi-

cantly over the past decade. We present the details of an

application of a web server to perform open- and close-loop

control (between 3Hz and 1kHz) over a variety of different

network topologies. In our study we also consider the impact

of a web browser to implement the control of the plant. Our

results confirm that meaningful control can be performed

using web technologies, and also highlight design choices

that can limit their applicability.

Keywords: web standards, browser standards, robotics

1. Introduction
Modern robots are being applied in a dizzying array of

tasks to solve a number of complex challenges. Unfortu-
nately, as the complexity of the tasks increases, and as the
complexity of the domain of available tools also increases,
the development/programming of the robots may be just as
difficult. The resulting complexity in robotic development
requires a plurality of functional expertise (e.g. control
systems, system administration, software engineering, me-
chanical engineering, etc.). As such, a significant obstacle
in robotic development are the system integration challenges
associated with getting tools and quickly getting these tools
to work together.

Service-Oriented Computing [1], [2] is a paradigm that
leverages the creation of basic blocks to quickly develop
reusable applications [3]. The service-oriented approach is
interesting in robotics because it readily provides an ap-
proach that permits subject matter experts to encapsulate
their knowledge into useful building blocks that can then
easily be used by others. ROS [4] and other service-oriented
robotic offerings like those published in [5] are making
effective strides, but more is needed.

We believe one path to accelerate service-oriented de-
velopment in robotics builds upon advances in Networked
Control Systems. These are control systems where networks

provide the connections between spatially distributed system
components [6]. In this work we discuss how the web, and
standards developed for it that permit it to leverage the
network, can more broadly be applied in robotics.

We begin with a brief characterization of the spectrum
of web standards that can be applied in robotics. We then
select one configuration of components selected from this
spectrum and exploit it to demonstrate both the limitations
and the opportunities for robotics and control.

Although not formally recognized in the literature, we
believe that one source of objections relating to incorporating
“the web” into robotics is related to timing variability and
delay. These properties have a significant impact on feedback
control systems. Therefore, exposing the impact that web
standards can have on these properties is a valuable research
contribution.

2. Background

Combining robotics and web technologies is not a new
concept. As early as the mid-1990’s robotic arms and other
devices were being shared on the web for public and private
use [7], [8]. At that time, sensing and actuation were severely
constrained by the data rates of the existing technology. As
such, teleoperation was, at best, tolerable; and meaningful
automatic control tasks were not realistic applications of the
technology.

Since that time, data rates on the Internet have increased
by three orders of magnitude [9]. Accompanying such devel-
opments in Internet and computing technologies also have
been advances in sensing and actuation. These advances
have been built upon processing and storage, which are both
faster and consume less power, and all this change provides
opportunities for personal and industrial applications of web
technologies – if they can be effectively harnessed in a
principled manner. These opportunities can be advanced
through the use of web standards.

2.1 Ecosystem of relevant standards

The Internet Engineering Task Force (IETF) and the
World Wide Web Consortium (W3C) are two of the more
visible bodies that are responsible for web (and Internet)
standards. In fact, due to the omnipresence of the web
in modern life, bodies like these increasingly function as
standardization bodies for broader computing. For example,
neither PNG (RFC2083) nor JPEG (RFC2045/2046) are data
types that are only considered in web applications. They are
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common formats chosen for images in wherever computers
are used. As another example, Bluetooth and Wi-Fi are two
networking standards that are defined in the IEEE-802 suite
of definitions. These standards are widely used in devices
from televisions and printers, to the recently announced
MYO, a Bluetooth connected EMG sensor.

In addition to data types and networking, there are pro-
tocols like HTTP (RFC 2616) that enable data communi-
cation over the multiple networks. Standardization has also
enabled resources to be identified in a principled manner
in this highly complex and dynamic environment. Such
Uniform Resource Identifiers (URIs), defined in RFC3986,
also include key=value pairs which readily enable data to be
encoded for robotics and control use.

Finally, because these standards do not operate in a vac-
uum, the ecosystem around them is strongly influenced by
their existence. For example, web servers and web browsers
support many of these formal standards and although they
are not formally sanctioned by any agency, they provide an
informal standard that can be leveraged for our needs.

2.2 Approaches to leverage standards

We have presented the plurality of standards that are
provided for the web, and in this section we describe
how these standards can be combined in one configuration
relevant to robotics, and subsequently we assess/quantify the
characteristics of their use.

Specifically we leverage a web server, a RESTful web-
service and clients written in python and javascript to show
how standards that these components are based upon can
be leveraged for autonomous control. Leveraging standards
in this way provides a path to avoid the development of
“yet another framework” that only runs on a given operating
system, or with a given programming language, or only with
a particular type of task. In this approach we demonstrate
how operating frequency and networking conditions affect
control. Our aim is to convince the reader that 1) there
are many practical web standards that can be leveraged in
robotics, 2) while “the web” may in general be the wild west
of computing, there are configurations that can be effectively
applied in relevant control.

3. Experiments

3.1 Configurations

In this work, we implement two types of clients, one
written as a client-side javascript application and the other
written in python. For both types of clients blocking requests
are made to the server. This means that the client code
halts until the server provides a response, or a time-out is
triggered.

In the first portion of this work, the server’s response is
solely an acknowledgement that it has received data. This is
a precursor to feedback control and is used to characterize

Table 1: Relevant properties for computers used in testing.

OS Firefox Python Processor

A OSX 10.6.8 6.02 2.6.6 2.4GHz Core 2 Duo
B Ubuntu12.04 3.6.12 2.6.5 2.4GHz Core i7
C Ubuntu12.04 3.6.13 2.6.5 1.66GHz AtomN450
D Ubuntu12.04 N/A 2.7.1 2.4GHz QEMU

the timing. Subsequently the server will respond with the
updated state of the system coupled with it.

Usability studies [10], [11] have long suggested human
computer users demand response times on the order of 100-
âĹŠ250ms. While typical web browsing does not require
constant refreshing of content, this response time suggests
that the underlying Internet infrastructure can permit infor-
mation to change at rate of 4 Hz. As such we will run
each client at 3.3 Hz, 10 Hz, and 100 Hz. The 100 Hz
number is selected to show the potential of these resources
in significant control applications, like quadrotor attitude
control [12] or control of a PUMA robotic arm [13].

3.1.1 Locations and Computers

The experiments in this work were performed with clients
running on four networked computers. The first machine,
Machine A, is also running the web server. This machine
is the constant during each of the experiments while the
other clients vary slightly. Machine A is wirelessly con-
nected to the network using 802.11g. The second machine,
Machine B, sits on a wired gigabit ethernet connection to
the network. The third machine, Machine C, also uses a
wireless 802.11g network connection, but unlike Machine

A, it is connected to a WPA2 encrypted network. WPA2
(also called WPA-802.1X) is a networking standard that
defines security for wireless networks and is associated with
increased network overhead. The fourth machine, diego, is
housed in a remote data center. This machine was accessed
in two ways, resulting in different network topologies. The
first involved a wired gigabit ethernet connection, while the
second leveraged a Virtual Private Network.

All communication in this work leverages HTTP. As
indicated by the ping statistics (Table 2), blocking commu-
nication between client and server can take up to seconds
to occur, but characteristically occurs on the order of tens
of milliseconds. Packet loss is a possibility in network com-
munication; however, the TCP provides a reliable connection
between nodes and will retransmit lost packages (invariably
adding delay).

A five second timeout is used in the python clients, and
the javascript clients in Firefox are also documented to by
default also have a five second communication timeout that
is known as an “unresponsive script” timeout.
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Table 2: Statistical summary of the response packets received
from ping commands between the server (Machine A) and
each of the machines used to run the clients. diego2 includes
an off-campus, VPN facilitated communication.

min(ms) avg(ms) max(ms) σ(ms) loss

A 0.031 0.108 0.625 0.069 0.0
B 1.360 3.376 4.539 0.484 0.0
C 4.896 104.188 3033.374 336.043 1.6%

D1 0.943 3.155 13.42 0.752 0.9%
D2 39.01 53.14 145.2 21.75 0.0

Fig. 1: Closed-loop control system example.

3.1.2 Data Collected

In the message sent from client to server in each of the
runs, we log the time that the message was sent and the time
it was received. We do not perform clock synchronization
between the two machines, so all reported results are based
on relative time changes with the candidate reference points
as the first noted time stamp for each of the time sources.

3.2 Closed-loop Control

To explore the impact of timing on closed-loop control,
the client and the server are coupled with digital implemen-
tation of a motor controller and a D.C. motor. The transfer
function for the controller and the plant are selected from
[14]. In the original work these authors investigated the
performance degradation introduced by delays in the control
loop, and they are used for the same reason here.

The transfer function implemented in the client is defined
as follows:

GC(s) =
a0s+ a1

s
, (1)

where a0 = 0.1701 and a1 = 0.378. In the server, the plant’s
transfer function is:

GP (s) =
b0

(s+ c0)(s+ c1)
, (2)

and b0 = 2029.826, c0 = 26.29, and c1 = 2.296.
This closed-loop control system, captured in Fig. 1, per-

forms PI control on the plant, and is slightly different from
the cited source. In this original work, τca and τsc (the
delay between controller and actuator, and between sensor
and controller) are experimental parameters. In this work,
however, these two delay values are influenced only by
the location of the client. Another difference is that the
values of τca and τsc are only weakly correlated. While data
often travels the same path to and from the server, it is not
guaranteed to do so. Furthermore, even if the path remained

Table 3: Percentage of packets sent from javascript clients
that arrived at the server (Machine A) at the same time as
the previous packet in the sequence during 600 seconds of
client operation.

100Hz 10Hz 3.3Hz

A 0.2494 0.0 0.0
B 0.0746 0.0 0.0010
C 0.0882 0.0051 0.0005

consistent, the conditions along the way can vary from time
to time. For this reason, the assumption that τca = τsc does
not hold.

For both client and server, to discretize the transfer func-
tion, the backward Euler method is applied. This method,
widely used in commercial control applications, is one in-
tegral based, numerical approximation method. It is applied
by using the substitution formula in (3),

s =
z − 1

zh
, (3)

where h is the simulation timestep. In this work, the same
timestep is applied in both the controller and the plant.
Values of h = 3ms and h = 1ms were both applied in
this work.

4. Results

While TCP guarantees in-order and lossless communica-
tion between end points, there is no guarantee that the web
server will process all messages in order. Due to factors
such as packet buffering, queuing, message retransmission,
and operating system scheduling, it is possible for sequential
network packets to be provided to the server at the same
time. When messages arrive at the server at the same time,
the server spawns threads to process them. No guarantees
can be made on which threads complete their processing first
however. As such, it is possible for messages that arrive at
the same time to be applied out of order in spite of TCP’s
sequential guarantees.

As indicated in Table 3, this occurrence is affected by
both the operating frequency of the client and the network
connection to the server. The effect of occurrences like these
is that control commands can be issued by the server out of
order. This means that control noise is introduced in the data
generated by the client.

While this effect is magnified by higher operating fre-
quencies, its impact is also marginalized with faster control.
Since higher operating frequencies result in shorter time
between control actions, there is also less time for the system
dynamics to develop. In this work, this effect is noticed as
additional noise in the inter-departure times and the existence
of zero values in the inter-arrival times. Inter-arrival times
should not be less than the inter-departure times, which in
the ideal case are the inverse of the operating frequency.
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Fig. 2: First 600 arrival times for messages from the
javascript client running at 100 Hz on Machine A.

4.1 Timing with 100 Hz Javascript Client

In figure 2 we show the first 600 samples of the time
series generated by the javascript client running on Machine

A. This figure captures variability, delay and a dilation effect
(the altered slope) that is likely to be related to processing
overhead.

The last two of these terms, overhead and transmission
delay, both have long-term impact on the number of mes-
sages that are transmitted during control. Specifically, they
both result in increased system latency. The 600th message
should have been sent six seconds after the first message.
This graph shows that it was sent two seconds late. In the
first six seconds, just shy of 400 messages were transmitted.
Over the ten minutes of the client’s operation, only 55
thousand messages were transmitted, better than the effective
rate observed during the first six seconds, but still short of
the 60 thousand messages that should have been sent.

If open-loop control was performed under such conditions,
this would mean that after 600 seconds of operation, the
controller would be issuing control that is roughly 50 sec-
onds delayed. For every ten seconds of control, the controller
falls an additional second behind. For applications with long
standing interaction, this would be quite problematic. When
closed-loop control is considered, however, this is dimin-
ished. After ten minutes of operation, the controller would
still be operating on the most recently received input, which
according to the data from traceroute and ping commands
(See Table 2), should only be delayed on the order of tens
of milliseconds.

4.2 Impact of client location

To explore how the timing vagaries are affected by the
selection of different clients, we next consider how the
messages generated by the clients compare to the desired
reference timeline. We test this on each of the three machines
and first consider javascript and python clients running at
3.3Hz.
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Fig. 3: The difference in the time stamps of generated
messages from python (blue) and javascript (green) operating
at 3.3Hz on Machine A (3a), on Machine B (3b), and on
Machine C (3c). Figures 3d-3f are for 10Hz control on these
machines as well.
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Fig. 4: The difference in the time stamps of generated
messages from python (blue) and javascript (green) operating
at 100Hz clients on each of the three machines.

In figure 3, the plots of error for the respective clients are
shown. In all of these cases, the python client effectively
generates messages that are received on the desired timeline.
This is evident because there is little difference between the
timestamps for the client messages and the ideal values (zero
slope). What should also be evident from these figures is that
the javascript clients all diverge from the reference with time
(non-zero slope).

The same basic trend is observed at higher operating
frequencies (See figure 4). At these higher frequencies, the
impacts of the network delay and network jitter are more
pronounced because the messages are being transmitted
more frequently. At the same time, the impact of noise in
the client timing infrastructure is also more pronounced. One
millisecond of error is more significant in ten millisecond
intervals than it would be when that interval is 100 or
300 milliseconds. Messages should have the same base
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Fig. 5: Unit step responses for controllers and plants running under different network locations.
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Fig. 6: Unit step responses operating at 333Hz for javascript client on Machine A (6a), and for python clients on diego

connected via a VPN from off-campus (6b) and over the campus LAN (6c).

transmission delay, but the effects of queuing and conflict
resolution for the shared medium are now amplified. (Recall
that the server’s acknowledgement is also guaranteed to be
sent back to the client.) These effects are evident in the non-
zero differences from the reference.

At 10Hz, even though the python client (See Figures 3d-
3f) has non-zero differences from the reference, the devia-
tions are largely isolated to impulses (i.e. errors injected at
instances) not the continuous deviation that appears constant
for javascript clients. For these clients, there is no significant
divergence as the slopes of data (in blue) are essentially zero.
As the highest operating frequency, 100Hz, such stability no
longer exists in the data (See Figures 4a-4c).

4.3 Closed-loop Control

From the figures presented thus far, it is clear that unde-
sirable timing characteristics exist between the clients and
the server. To contextualize the impact of these, closed-loop
control was performed over the network and facilitated by
the web server, URI encoded queries and a web browser to
run javascript versions of the client. The operating frequen-
cies in these closed-loop cases are higher than the 100Hz
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Fig. 7: Sample intervals observed for the server operating
with 0.001s intervals and 0.003s intervals (Figure 7a and 7b
respectively).

previously considered enabling comparison with published
results.

As the graphs in Figure 5 confirm, even in the light of
these timing challenges, closed-loop control with python
controllers on Machine A, Machine B, and Machine C were
all successfully demonstrated.

The performance is in keeping with [14] and even when
the operating frequency is increased to 1 kHz, effective
control was performed. Recall that this controller was not
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Fig. 8: Distribution of control intervals observed for each controller operating at 333Hz (each should be 0.003s).

designed for network use, and makes no accommodation
for the timing challenges of distributed control. When the
javascript controller is used however, the settling time of
the system increases ten-fold (see Figure 6a). The system
remains stable, but would not be practical for use where
response times on the order of fractions of seconds are
required. It may be possible to leverage Kalman filters to
avoid this issue, but it is not yet clear what circumstances
should warrant such efforts.

Surprisingly, as seen in Figure 6b, when a python con-
troller is run from an on-campus location, to an off-campus
plant (server), the settling time was only quadrupled. If that
same location is used and the plant is moved on-campus,
its operation is in keeping with performance on Machine

A, Machine B, and Machine C for both 333Hz and 1KHz
control.

Plainly put, these results confirm that meaningful closed-
loop control, in this case control of D.C. motor with time
constant 30ms, is only negatively impacted the use of web
standards when a javascript client is used. The javascript
client, which runs in-browser, is crippled because it shares
the same thread for control and the other core functionality
of the browser’s operation. The usefulness of this resource
for high-speed control is thus significantly hindered by this
operating constraint.

To reveal why the system is able to successfully operate
under these circumstances, we explore how the intervals in
which new control signals are generated are affected by
client/server locations.

As can be seen in Figure 7, the sampling intervals on
the computers are quite noisy. The higher the frequency,
the larger the variation in the intervals. As expected, the
means of these intervals are 3.0ms and 1.004ms while their
standard deviations are 2.984ms and 3.705ms respectively.

It is known that real-time operating systems have merit
in control, but these plots highlight precisely how. Even
before considering the variations introduced by the use of
the network or web standards, there is noise injected into
system control. The reduction in the number of negative and

zero-length intervals also evident in this figure is associated
with the additional overhead to calculate control values, a
factor not previously present for the data in Table 3.

The impact of variability can also be seen when comparing
the histograms in Figure 8. For the client that is closest to
the server (Figure 8a), the impact of the controller sampling
frequency is the dominant factor influencing the control
intervals. In this case, since the sample time in on the order
of the transmission time, it is possible, especially in the face
of the sampling noise, to receive multiple control signals
during a single sampling interval. It is also possible to send
multiple control signals before the response is received from
the plant (and new control values are generated). These two
factors account for the strong presence of periodic intervals
that are multiples of the sampling time, and also for zero-
length intervals.

As the transmission time for control signals increased
(Figures 8b and 8c), the likelihood of sending multiple
control signals before receiving a response increases. At the
same time, the possibility of the plant receiving multiple
control signals in a sample interval decreases. These two
changes are appropriately reflected in these histograms (flat-
ter noise profile, and more zero-length intervals), as well as
in Figure 9b.

These graphs all suggest that the use of a desktop operat-
ing system, and communication with very high transmission
latency have a more significant impact than the use of the
web server, and URI encoded control (and responses).

The timing challenges of using javascript at this frequency
have already been stated. Neither the browser, nor the
scripting language was designed to operate in this manner,
and it is clear when one considers the wide distribution
of control intervals associated with 3ms intervals (See 9a).
Design notwithstanding, this histogram shows support for
avoiding control with time intervals on the order fractions
of seconds. This guideline should be reconsidered within
2 years, as modern browsers are transitioning to different
interaction paradigms and implementations.

Considering the histogram for control intervals to an off-
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Fig. 9: Undesirable effects of client type and network delay
on the desired control interval (0.003s). Figure 9a is was
measured for the javascript client running on Machine A

while 9b is for the python client running on diego connected
via a VPN from off-campus.

campus controller (Fig. 9b), the impact of transmission
delay at minimum on the order of 40ms is evident. As
previously indicated, the increased transmission time results
in more zero-length intervals and although not even the
target sampling rate is evident, control can still be stably
demonstrated in the system.

All of the presented data are for relatively short time
intervals (on the order of minutes). This time scale facilitated
the initial focus and confirmed that the infrastructure was
reasonable for the task. This provides the needed validation
to continue to quantify the impact of these standards in more
challenging conditions. When using networks, especially
wide area networks, or the Internet, the jitter and delay can
vary radically over larger timescales. Figure 10 is generated
from the control of the plant over a VPN connection between
Oklahoma and South Carolina, using the public Internet. The
data show that while the impact of noise is evident (upto
1m of error), most of the error is less than 30% of the target
amplitude.

5. Conclusion
From these results we can conclude that relevant control

can be performed at operating frequencies meaningful in
robotics. Further study is needed with systems that are
unstable to characterize the opportunities for other relevant
classes of robotic systems. Preliminary work has begun with
the ball on plate.

This work shows that by leveraging resources and stan-
dards long pervasive in networked control environments,
that exciting opportunities to connect to high-level dis-
tributed control systems, with little additional investment
by researchers and developers. Web standards and browser
standards are powerful, yet underutilized tools in many
computing applications.

To enable these resources to be more widely appreciated,
we advocate that meaningful collaboration must occur across
disciplines and many practical activities attempted to permit
researchers to learn each other’s languages and to recognize

Fig. 10: Closed-loop control of an unstable system (5 hours
45 mins of data). The amplitude of the target is 0.1m, and
the median absolute error is 0.03m.

each other’s needs. In this way our fields can become
better equipped to address the many complex and interesting
challenges that we have long dreamed to address.
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Abstract - In order to obtain a real-time situational 

awareness about the specific behavior of target-of-interests 

out of huge-scale sensory data-set, this proposed work 

presents a generic sensor-oriented information system based 

on Hadoop cluster (SOIS-Hadoop).  NoSQL database is 

used to store and manage the heterogeneous sensory data; 

Hadoop/MapReduce programming paradigm is employed to 

optimize the parallelism of data retrieval and analysis.  

Using two representative sensor-oriented information 

processing and analysis problems as examples, the 

mechanism of data analytics based on modeling and 

simulation for sensory data is also presented in this paper. 

Keywords: sensor-oriented analysis, Hadoop cluster, 

NoSQL, modeling and simulation, data analytics, 

mathematical model.  

 

1 Introduction 

  It is an extremely computationally intense, labor-

intensive and highly unreliable job to obtain a panoramic, 

timely, trusted understanding about the observed behavior 

of target-of-interest (TOI) [1-3]and its future status by 

exploiting networked sensor assets (autonomous, 

heterogeneous and multi-layer sensor nodes). Featured with 

massive volume, high generation velocity, large variety of 

formats, and great value, the sensor-oriented information 

system can be regarded as a typical big-data problem, which 

is conventionally implemented using Hadoop platform[4].  

 This project proposes a generic sensor-oriented 

information system based on Hadoop cluster (SOIS-Hadoop) 

to monitor and analyze the specific behavior of target-of-

interest (TOI) according to persistent surveillance sensory 

data. The addressed SOIS-Hadoop has the following 

features: 

• Maintaining the consistency of difficult target-of-

interest via trajectory prediction based on mathematical 

modeling and simulation[5-7]. 

• Using smart sensor network techniques such as 

collective control and self-optimization to achieve the 

optimal observations about target-of-interest.   

• Employing Hadoop/MapReduce programming 

paradigm [4] to handle the processing and storage of huge-

scale sensor data over cluster platform. 

 The remainder of the paper is organized as follows:      

Section 2 discusses the hardware infrastructure of the SOIS-

Hadoop system; Section 3 discusses the software framework 

of the SOIS-Hadoop system; Section 4 briefly introduces 

the flowchart of the system; Section 5 uses two 

representative examples to demonstrate the data analytics 

according to sensory data extracted from Hadoop; Section 6 

summarizes the effort. 

2 Hardware Architecture of Hadoop 

Xen Clusters 

 As an efficient and timely strategy for processing 

large-scale data, Hadoop allows developers to create 

distributed applications running on clusters of computers. 

This infrastructure can then be leveraged to tackle very 

large data sets--by breaking up the data into "chunks" and 

coordinating the processing of the data out into the 

distributed, clustered, environment. 

 Fig. 1 shows the hardware-configuration of Hadoop 

based sensory data processing and analysis system. The 

proposed system consists of three hardware components:  

• Data acquisition and pre-processing based on mobile 

computing platform (e.g., iPhone, laptop, etc.). Sensory data 

may be acquired by multiple sensors at the same time. Pre-

processing indicates translating stream sensory data such as 

video data into semi-structured format data such as XML[5-

8]. 

• Data storage and analysis based on Hadoop cluster, 

which is formulated using multiple inter-connected Xen 

virtual stations. 

• Data analysis and visualization. The component 

provides a user’s interface. 

 The proposed hardware system is completely 

constructed over internet, the bandwidth and reliability will 

determine the accuracy of the analysis outcome. 
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Fig. 1 Hardware Configuration of SOIS-Hadoop (dash-line indicates those 

internet link). 

 

 

3 Software Infrastructure Of SOIS-

Hadoop 

  In order to efficiently detect, track, understand and 

evaluate the behavior of target-of-interests (particularly for 

those difficult target) activity according to persistent 

surveillance sensory data, this project investigates a generic 

sensor-oriented information system (SOIS) based on 

Hadoop/MapReduce (SOIS-Hadoop) programming 

paradigm [4] is given in Fig. 2. As illustrated in Fig. 2, 

geographic information system and persistent surveillance 

sensory data constitute two major important inputs for 

SOIS-Hadoop; Hadoop/MapReduce module processes, 

integrates, analyzes and stores the sensory data over a 

distributed cluster platform in parallel; analytics about 

sensory data is obtained based on the mathematical 

modeling about the observed behavior of target-of-interest.  

 
Fig. 2: Infrastructure for SOIS-Hadoop. 

 

 Sensor-oriented information analysis is generally 

featured with huge amount of data processing, query-type 

work load, Hadoop/MapReduce is employed in this work 

because it provides (1) distributed storage model for huge-

volume sensory data, and (2) large-scale data parallel 

processing framework [4]. NoSQL database [9] is used to 

store the sensory data, most of which are semi-structured or 

none-structured. Compared to traditional database format, 

NoSQL database are applicable for dynamic data structure 

and has superior scalability because it does not need to 

category and parse the sensory data into fixed format. 

4 A Generic Flowchart For Sensor-

oriented Information Analysis 

System 

  Fig. 3 shows a generic flow-chart about the sensor-

oriented information analysis system [9]. Among the 

modules described in Fig. 2, geographic information module 

defines the geometry configuration of the scene; 

mathematical model about the expected behavior of TOI is 

generally given in the form of partial differential equations, 

which is used to anticipate the evolution of observed 

behavior about TOI; persistent surveillance sensory data is 

directly acquired from sensors. 

   

Fig. 3:  A generic flow-chart about sensor-oriented information analysis 

system. 

 Fig. 3 also illustrates that the implementation of 

sensor-oriented information analysis system consists of 

following two threads: (1) Formulating the mathematical 

model (e.g., spatial- and temporal-dependent partial 

differential equations) using historical sensory data about 

the expected behavior of target-of-interest (TOI) [1, 2, 5-8, 

10]. (2) Processing and integration of observed sensory data. 

A situational awareness is derived from these two threads 

[5-8]. Then the situational awareness will reversely guide 

the self-optimization of data-collection and cooperative 

control of sensor nodes so as to generate more accurate 

understanding about external events.  

 The mathematical model about the expected behavior 

of target-of-interest is formulated according to the 

geographic information and the historical records about 

target-of-interests. The core calculations corresponding to 

mathematics modeling include (1) statistical analysis about 

the historical sensory data stored in HDFS, and (2) 

numerical solution to the mathematical simulation (e.g., 

using finite element method [10, 11] to solve the temporal 

and spatial-dependent partial differential equations).   
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 Processing of persistent surveillance video data 

includes the following operations: (1) acquisition of video 

data; (2) segmentation, which extracts pixels of target-of-

interests (TOI) from background; (3) isolation of TOIs out 

of noise or other moving objects; (4) translation of optical 

behavior features (i.e., the velocity and position of moving 

targets within the sensor coordinate system) of detected 

pedestrians into their actual geographical features (i.e., the 

velocity and position of moving targets within the 

geographic coordinate system); (5) documentation, which 

posts the output in a format suitable for post-processing and 

includes position, velocity, and track. The implementation 

of both threads is highly computation and storage-intensive. 

5 Data Analytics Based On 

Mathematical Model 

 In the context of sensor-oriented analysis, data 

analytics of sensory data aims to disclose specific behavior 

of target-of-interest (TOI) out of sensory data [5-8]. For 

example, it is a significant task to detect those speeding or 

wrong-way vehicle out of surveillance video on the road; 

therefore a description about the expected (or normal) 

traffic flow is needed so that those abnormal vehicles can be 

identified. The expected behavior (i.e., normal behavior) of 

TOI is commonly modeled using micro-scale or macro-scale 

method. Micro-scale method, which is also called agent-

based method, provides a detailed formulation about the 

behavior of TOI while suffers from inhibitive computational 

cost and accumulated numerical error. Macro-scale method 

generally uses time- and space-dependent partial differential 

equations (PDE) to formulate the expected behavior of TOI. 

In this paper, micro-scale method is used to simulate the 

aggregation of carp and macro-scale method is used to 

identify anomalous vehicle on the road. 

5.1 Aggregation of Carp 

 It is known that Asian carps are causing serious 

damage to the area’ fresh-water ecosystem because they out-

compete native fish for food and habitat, lower water quality 

by killing off sensitive organisms like native freshwater 

mussels. In order to control the populations of Asian carps, 

a molecular-dynamics based mathematics model (a micro-

scale method) is presented to formulate the aggregation of 

Asian carps in this work.  

 The force-field among carps, which is derived from 

empirical sensory data, is formulated according to the 

pairwise interaction between neighboring carps. The 

pairwise interaction ijU
is defined using modified van der 

Waals forces, where the corresponding potential function 

ijU
 between carp-i and carp-j is defined by the Equation (1). 
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where: 

jiij XXr 
    

(2) 

and 

6 2

sR


    

(3) 

In Equation (1), sR , hR and kR are illustrated in Fig. 4. ijr  

indicates the distance between two neighboring carps. 
 and  are constant coefficient for van der Waals forces. 

It should be remarked that the moving orientation, water 

flow velocity and blind zone is not considered in the 

formulation of Equation (1). 

forward direction

Rs

Rh

Rk

repulsion zone(S)

parallel orientation zone(H)

attraction zone(K)

out of perception zone
(random movement)

blind zone

: blind angleβ

 

Fig. 4: Interaction zones between neighboring carps 

 

As illustrated in Fig. 5, given the initial status of carp school 

(Fig. 5a), the future status of carp school can be derived 

from the sensory data using molecular-dynamics 

mathematics model (Fig. 5b). Based on the preliminary 

simulation results, the motivations of fish aggregation, such 

as foraging advantages, reproductive advantages, predator 

avoidance, or hydrodynamic efficiency, can be disclosed.  

     

Fig. 5: Aggregation of carp: (a) initial status of carp school acquired via 

sensors; (b) aggregation predicted by data analystics. 
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5.2 Vehicle Traffic Analysis 

 In vehicle traffic analysis, the expected traffic flow is 

formulated using temporal and spatial-dependent partial 

differential equations [5]. The governing equations for 

traffic flow are defined by the following partial differential 

equations: 

  0V
t





 


                               (4) 

max

( , )
( ) log ( )

r
X t

V A X A X
               (5) 

2DV
P V g

Dt
                       (6) 

Where ( , )X t is the number of vehicles over unit length, 

( , )V X t is the expected velocity of the vehicle, 
maxV  is the 

speed limit, ( )A X  is the cross-section width (or bandwidth) 

of the road. Equation (4) is derived from conservation of 

mass. Equation (5) ensures that traffic flow slows down up 

at nozzle and keeps constant speed at fork.  

 

 Fig. 6a shows the pressure field and velocity field 

resulted from the solution of governing equations. The 

boundary conditions and the coefficient equations for 

governing equations are obtained according to historical 

traffic data. Using the density field, velocity field and 

pressure field about traffic flow as reference, the observed 

vehicles can be measured and evaluated. As illustrated in 

Fig. 6b, a blue-circled car is identified as “abnormal” 

because its movement is inconsistent with expected traffic is 

identified and noted using red-line. 

 

 
Fig. 6 (a) expected traffic flow; (b) identified anomalous vehicle (circled in 

blue color) with reference to expected traffic flow. 

 

 

6 Summary 

 A simple SOIS-Hadoop platform has been set-up and 

applied in a variety of practical problems such as the spread 

of epidemics diseases [7], vehicle traffic analysis[2, 5, 8], 

anomalous pedestrian detection [6], etc. Some preliminary 

while promising outcomes has achieved.  

 Our future work will focus on the high-performance 

storage and retrieval of sensory data in NoSQL database. 
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