
SESSION

GENE EXPRESSION AND REPRESENTATION,
MICROARRAY, SEQUENCING, ALIGNMENT,

AND RELATED BIOINFORMATICS ISSUES

Chair(s)

TBA

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 1

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



2 Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  |

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



Investigating the Stability of Housekeeping Genes Using 
Microarray Datasets 

 
Fariba Nosrati, Ayse Bener 

Data Science Lab, Department of Mechanical & Industrial Engineering, Ryerson University, Toronto, Canada 
Asli Uyar 

Department of Computer Engineering, Okan University, Istanbul, Turkey 
 
 

 
 

Abstract— Results of microarray experiments would be 
considered reliable if the non-biological variations, which are 
introduced into the data during the multiple stages, are as low 
as possible. The elimination of technical variations is mainly 
performed during data normalization process. In the popular 
Housekeeping Gene normalization method genes designated as 
"housekeeping genes" have been used as internal reference 
genes under the assumption that their expression is stable and 
independent of experimental conditions. However, verification 
of this assumption is rarely performed. This study attempts to 
identify the suitable housekeeping genes for normalization 
purpose in the reproductive field for mice. The stability of 
housekeeping genes was investigated and it was confirmed that 
housekeeping genes will have different expression stability 
across different experimental conditions. Our results show that 
the most stable genes in this field are: GAPDH, TBP, ACTB and 
PPIA.      

Keywords— Microarray, Housekeeping Genes, Stability, 
RMA, Normalization 

1.  INTRODUCTION  
Microarray technology is used for genome-wide 

transcription profiling [1]. Since microarray technology works 
on the whole genome expression simultaneously, it gives better 
spectra of interactions between thousands of genes in 
comparison with other gene expression analysis methods [1]. 
One of the main results in microarray analysis is finding the list 
of genes that are differentially expressed under different 
conditions [2]. 

In differential expression analysis the raw microarray data is 
preprocessed and then analyzed.  Since microarray analysis is a 
multi-stage procedure, one of the main challenges is that 
variations could be introduced into the data in different stages. 
This may lead to less analytical precision because of the 
undesired variations. The preprocessing stage aims to eliminate 
these variations by removing the background noise and 
normalization [3]. Robust Multichip Average (RMA) is a 
common preprocessing method that includes background 
adjustment, quantile normalization, and probe set 
summarization stages [4]. 

Another popular normalization method is normalization 
against internal controls or Housekeeping Genes (HKG) [4]. 
HKG are the genes in basic cellular functions regardless of tissue 
or organism. They are assumed to be expressed uniformly in all 
cells at different conditions [5-6]. However, different studies 

have shown that popular well known HKG may show variations 
in their expression at different conditions [7-10]. So, when using 
HKG normalization method, the internal reference with higher 
expression stability across different experimental conditions 
should be identified. 

This study attempts to identify the suitable HKGs for 
normalization purpose in the reproductive field for mice. Thus, 
the stability of HKGs was investigated. The structure of this 
paper is as follows: section II describes the background and 
motivation of the research.  The methodology is introduced in 
section III. In section IV the results are presented and discussed. 
The threats to validity of the results are mentioned in section V 
and finally section VI concludes and discusses future directions.  

2.  BACKGROUND AND MOTIVATION 
 Microarray studies had a great impact on gene expression 
analysis and led to evolution from single-gene to whole-genome 
investigation [11]. Thus, high-throughput microarray 
procedures are one of the popular transcriptomic investigations 
nowadays [11].   

2.1. Microarray Experiments 

 To perform a DNA microarray procedure, single-stranded 
polynucleotide probes which are prepared and fixed on a solid 
two-dimensional array, are prepared. A microscopic spot on the 
array corresponding to a specific mRNA is attached to each 
probe. Because of having a large number of probes on a single 
chip, the expression analysis of thousands of known genes can 
be performed simultaneously. The procedure continues with 
multiple steps including: labeling, hybridization, scanning, and 
data analysis [12]. In this section, these steps are explained with 
regards to Affymetrix, which is one of the most common 
microarray platforms [11]:  

 The isolation of RMA and reverse transcription of 
mRNA is performed.  

 Amplification and labeling of cRNA will be done. 
 The fragmented cRNAs are hybridized on the array. 
 After washing the array, the chip is illuminated by laser 

light. The more complemented to those labeled 
cRNAs, the more fluorescence will be emitted.  

 The fluorescence intensity of each probe is captured by 
scanners into an image and these intensities would be 
an estimate of gene expression quantity.  
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 From this stage on, the raw microarray data from the 
image files is available for preprocessing and 
differential expression analysis.  

2.2. Need for Normalization 

The entire microarray experiment is prone to errors and non-
biological variations due to its multi-stage procedure. In order 
to have more accurate and reliable expression analysis results 
these unwanted variations should be reduced as much as 
possible [13]. One of the major steps performed in preprocessing 
of microarray data analysis is normalization of raw data that 
specifically aims in reduction of the variations. The main goal of 
any normalization method is to eliminate non-biological or 
technical variations which have been introduced into data from 
different sources. Plenty of methods and algorithms have been 
proposed during past decade, each of them has its own strengths 
and limitations [4].  It is important to choose a method that 
optimizes the performance in conducting any kind of microarray 
analysis [2].  

2.3. RMA Normalization 

One of the most popular preprocessing methods is Robust 
Multi-Array Analysis (RMA) algorithm [4]. This method 
consists of three steps: (1) Background adjustment, (2) Quantile 
normalization and (3) Summarization. It uses the convolution of 
signal and noise distributions in order to adjust the background 
fluorescence. RMA algorithm is based on Quantile 
normalization to remove the technical variations. Quantile 
method aims to make an identical distribution of probe 
intensities of a set of arrays [4]. This algorithm first adjusts the 
arrays for background noise on a raw intensity scale, and then 
the perfect match probes are corrected for background. After 
that, the intensity values are transformed to log 2 values and 
normalized by quantile algorithm and finally summarized [4].  

The biological assumption is that a treatment would result in 
decrease or increase of the expression level in only a limited 

number of genes and the other genes’ expression would remain 
stable [14]. In addition, it is supposed to have equal amounts of 
RNA on each array; therefore the sum of all expressions among 
the samples of one condition should be the same. As the RNA 
amount is not completely under control and these assumptions 
might not be met, in measuring the actual expression values, use 
of a control would be helpful [14]. 

2.4. Housekeeping Gene Normalization 

Another popular normalization method is normalization 
using internal controls or HKGs. In this method, gene 
expression levels are normalized against a stably expressed 
reference [15]. HKGs are the genes in basic cellular functions 
with hypothetically stable and consistent expression values in all 
cells regardless of tissue or organism [6]. These genes are 
assumed to be expressed uniformly in all cells at any 
differentiation stage, tissue type, developmental stage or any 
external signal [5-7]. Therefore these genes could be perfect 
candidates as internal controls  

[10, 16-19].  

In normalization against HKGs using multiple HKGs 
proposed to be more accurate normalization algorithm [10]. The 
overall algorithm of normalization against HKG is [10]: 

 Select the HKGs.  
 Calculate the normalization factor per array by 

using the geometric mean of chosen genes’ 
expressions.  

 Divide all the expression values of the array by the 
normalization factor.  

A major challenge facing these studies is the design of 
experimental controls that will permit comparison of 
quantitative expression profiles [20]. In many studies the 
popular s (such as ACTB, GAPDH, etc.) are selected under the 
assumption that their expression is stable and independent of 
experimental conditions However, verification of this 
assumption is rarely performed [7]. Furthermore, different 

Experiment Description Type Organism 

E-GEOD-46875 Association of maternal mRNA with the spindle in mouse oocytes other, 
transcription 

profiling by array 

Mus 
musculus 

E-GEOD-45668 The presence of the Y-chromosome, not the absence of the second X-
chromosome, alters the mRNA levels stored in the fully grown XY 

mouse oocyte 

transcription 
profiling by array 

Mus 
musculus 

E-GEOD-35106 Polysome-bound mRNA during oocyte maturation transcription 
profiling by array 

Mus 
musculus 

E-GEOD-17985 Transcription profiling by array of mouse Dicer-deficient ooctyes transcription 
profiling by array 

Mus 
musculus 

E-GEOD-5668 Transcription profiling of immature germinal vesicle stage oocytes with 
mature metaphase II oocytes to identify and characterize the changed and 

stable transcripts during mouse oocyte maturation. 

transcription 
profiling by array 

Mus 
musculus 

E-MEXP-1146 Transcription profiling of mouse in vivo matured MII oocytes and fully in 
vivo grown germinal vesicle oocytes to identify gene transcripts linked to 

epigenetic reprogramming 

transcription 
profiling by array 

Mus 
musculus 

Table 1- EBI-EMBL datasets used in the current investigation 
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studies have shown that popular well known HKG may show 
variations in their expression at different conditions [7-10, 20-
21]. 

 Thus, as the first step of this process, the most stable genes 
with minimum variation need to be identified and selected.  
Large-scale expression data profiling is used for this purpose to 
examine the expression values of genes and identify the stable 
genes across different conditions [22]. Different statistical 
algorithms and software bundles such as GeNorm [10], 
NormFinder [8] and BestKeeper [23] are tools to identifyHKGs.   

In GeNorm method, the genes with initial expression 
stability (M) values within the recommended range (M < 1.5) 
are considered as normalizer [10]. In GeNorm algorithm a pair 
of HKG is chosen based on the M-value of multiple candidate 
genes. M-value is an estimation of pairwise variation for each 
gene. [10].   

NormFinder is an algorithm for identifying the optimal 
normalization gene among a set of candidates [8]. It ranks the 
set of candidate normalization genes according to their 
expression stability in a given sample set. The algorithm is 
rooted in a mathematical model of gene expression and uses a 
statistical framework to estimate not only the overall expression 
variation of the candidate normalization genes, but also the 
variation between sample subgroups of the sample set [8]. Also, 
NormFinder provides a stability value for each gene, which is a 
direct measure for the estimated expression variation enabling 
the user to evaluate the systematic error introduced when using 
the gene for normalization [8].   

BestKeeper determines the best suited standards, out of ten 
candidates, and combines them into an index. The index can be 
compared with further ten target genes to decide, whether they 
are differentially expressed under an applied treatment. When 
the BestKeeper index was constructed, it can be applied as an 
expression standard in the same way like any single HKG [23]. 

As it was mentioned, in using HKG normalization method, 
identifying the internal reference with higher expression stability 
across different experimental conditions, may be a challenge [7]. 
In an attempt to identify genes that are expressed at constant 
levels in the field of reproductive biology, in this study the 
stability of HKGs in oocyte samples were investigated by using 
NormFinder algorithm [8]. 

3. METHODOLOGY 
Using   the   public   data   repository   from   European 

Molecular Biology Laboratory – European Bioinformatics 
Institute (EMBL-EBI) website [24], the study was narrowed to 
oocyte samples analyzed by transcriptional profiling using 
arrays in mouse. As shown in Table 1, there were 6 data sets 
available with raw data for further investigation [25-30]. Figure 
1 illustrates an overview of the research methodology.  

After choosing the datasets, the arrays of 6 available datasets 
were normalized by RMA normalization.  This method is 
performed with Quantile algorithm that aims to make an 
identical distribution of probe intensities of a set of arrays. RMA 
normalization was performed by MATLAB software using 
standard bioinformatics toolbox and the expression analysis of 

the genes after preprocessing was also performed by MATLAB 
software (R2013b). 

 

Figure 1- Overview of research methodology 

The quantile normalization for a set of data vectors is 
performed as follows [4]: 

 

 Having  n arrays  with length  p, making  matrix 
X with dimensions  p×n, in which each column is 
an array; 

 Sort X to have Xsort  
 

 Calculate the average across rows of Xsort  and 
substitute each element of row with the average 
to have X'sort  

 Rearrange each column of X'sort to have the same 
ordering as the original X and the result will be 
Xnormalized. 

 
Then, 8 candidate HKGs were selected based on the studies in 
the literature for mouse [31] and their inter-group variances, 
intra-group variances and their stability were studied. In this 
research, the stability of the following genes was investigated: 
GAPDH, ACTB, TUBB5, PPIA, B2M, PGK1, TBP and GUSB.  
   Using NormFinder methodology and software package [8], the 
intragroup variation, intergroup variation and the stability value 
for each candidate gene were calculated.  There are some 
requirements for using NormFinder algorithm:  

Datasets selection

•Public data repository 
from EMBL

•Narrow the study to 
oocyte samples analyzed 
by transcriptional profiling 
using arrays in mouse 

RMA normalization

•All datasets preprocessed with 
RMA to get gene level 
expression values (By MATLAB 
software using standard 
bioinformatics toolbox)

Candidate HKG

•8 HKGs were selected from 
available references for mouse

HKG stability investigation

•Gene expression stabilities 
were determined using 
NormFinder software packages
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1) The validity of the approach is related to the number of 
samples and candidates analyzed. The more samples 
and candidates be used, the estimates would be better. 
The sample set should minimally contain 8 
samples/group  [8]. It should be mentioned that two of 
the investigated datasets (E-GEOD-45668 and E-
GEOD-5668) had 6 samples/groups.  

2) The number of candidates should be at least 3 for 
technical reasons, but 5–10 are recommended [8]. Since 
in this study 8 candidate genes were investigated this 
requirement was fulfilled. 

3) It is also required that the candidates are chosen from a 
set of genes with no prior expectation of expression 
difference between groups. This requirement is used to 
say that the average expression level is approximately 
the same in the different groups. Therefore, instead of 
assuming the individual candidate genes to show no 
systematic intergroup variation, it is assumed that the 
average of the candidate genes to show no systematic 
variation [8]. The candidate genes in this study were 
selected from previously published references as HKGs 
and this fulfills the requirement. 

4. RESULTS AND DISCUSSION 
   After estimation of both the intra-group and inter-group 
variations, they are combined into a stability value by 
NormFinder software package, which adds the two sources of 
variation and thus denotes a practical measure of the systematic 
error that will be introduced by using the gene for as a 
normalizer. NormFinder ranks the candidate genes according 
to their expression stability. Table 2 summarizes the results for 
the most stable genes and the best combination of genes in each 
of the experiments. 
   As it can be seen in table 2, the most stable gene in each 
experiment may be different and thus there is no one stable 
HKG for all conditions. Even when the study is completely 
narrowed to reproductive biology, in mouse and for oocyte 
samples, the results are not the same for different conditions 
and different experiments. Overall, the most stable genes in 
oocyte samples of mouse were identified as follows: GAPDH, 
TBP, ACTB and PPIA. 
    Plotting the inter-group variances will show the effect of 
using any of the candidates for normalization. Our aim is to 
look for a candidate gene with an inter-group variance as close 
to zero as possible. To obtain confidence intervals on the inter-
group variances, the average of the intra-group variances will 
be plotted as error bars to inter-group variances [8].  We still 
aim that having a candidate gene with an inter-group variation 
as close to zero as possible, and at the same time having as 
small errors bars as possible. Therefore a candidate is found 
this way, and it will be the top-ranked candidate picked by 
NormFinder. The plots for all the 6 datasets are presented in 
Figure 2. 
    As it is illustrated in Figure 2, there are cases that the genes 

show small intergroup variations. Since their intra group 
variations are high the overall stability value would be high 
and thus it is not suitable to be used as internal control for 
normalization. This can be seen for GUSB in E-GEOD-
46875 experiment or for GUSB in E-GEOD-5668 dataset.  
   It is also obvious based on Figure 2 that both inter-group and 
intra-group variations depend on the experiment and its 
conditions and vary in different situations. This confirms that 
one cannot choose the internal control genes based on popular 
previously published HKGs and the need for analysis of gene 
expression stability and choosing the most stable genes for a 
specific condition and then use them as normalizer. 
 

Table 2- Result of NormFinder for the most stable gene (with the 
lowest stability value) and the best combination in each experiment 

 
Experiment Most Stable 

Gene 
Best Combination 

E-GEOD-46875 PPIA PPIA and TUBB5 

E-GEOD-45668 TBP GAPDH and TBP 

E-GEOD-35106 GAPDH GAPDH and PGK1 

E-GEOD-17985 TBP GAPDH and TBP 

E-GEOD-5668 GAPDH ACTB and TBP 

E-MEXP-1146 ACTB B2M and TBP 

5. THREATS TO VALIDITY 
   Threats to validity of this research include external, 
internal, construct, and statistical threats: 

 External validity: This study has been performed on 6 
publicly available datasets. These data sets may not be 
a good representative of the population and this may be 
a threat to external validity of the investigation. Also the 
study was narrowed to reproductive biology and this 
could be an external threat to validity of the results. 
Investigating other   systems   and   genomes   may   
lead to different results. Another threat could be the 
choice of organism; in this study the datasets were   
chosen   from   mouse   genome and analysis on other 
organisms may have different results. Another threat to 
external validity of this study may be due to the type 
of microarray experiments which was RNA assay. 
Other microarray types may show different outcomes. 

 Internal validity: There may be inherent    
uncertainties    for    our experiment such as unknown 
biological factors that would affect the cause and 
effect relationships.  Also, it could not be assured that 
other extraneous factors were under control because 
the data were imported from online datasets.   

 Construct validity: The procedures in this study were 
well defined and thus it is fulfilled. 
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 Statistical validity:  One threat could be using RMA 
normalization for the preprocessing stage and 
changing preprocessing method may lead to different 

results. Also in this Study NormFinder methodology 
was used to evaluate the stability of the genes and 
using other methodologies may show different 
outcomes.  

 
 

 
 

  

 

 

 

Figure 2- The results of plotting the inter-group variations and the average of intra-group variations as the error bars
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6. CONCLUSION AND FUTURE 

WORK 
In investigating the stability of HKGs using microarray 

datasets, our results showed that the most stable gene in each 
experiment may be different and thus there is no one stable 
HKG for all conditions. Even when the study is completely 
narrowed to reproductive biology, in mouse and for oocyte 
samples, the result is not the same for different conditions and 
different experiments.  
    The most stable genes in oocyte samples of mouse were 
identified as follows: GAPDH, TBP, ACTB and PPIA. 

We have also seen that both inter-group and intra-group 
variations depend on the experiment and its conditions and vary 
in different situations. Therefore, choosing any normalization 
methods may result in wrong conclusions. We recommend that 
clinical researchers should analyze gene expression stability and 
then choose the most stable genes for a specific condition before 
they use them as normalizer.  

Going forward, we would like to investigate different 
methodologies for evaluation of gene stability. We would like to 
study other organism and cells as well. Another research 
direction may also be investigating different preprocessing 
method and its effects on the results.  
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A Comparative Analysis of Computational Indel Calling
Pipelines for Next Generation Sequencing Data

Jacob Porter, Jonathan Berkhahn, and Liqing Zhang
Computer Science, Virginia Tech, Blacksburg, VA, USA

Abstract - Insertions and deletions (indels), are one of the most
common class of mutations in the human genome. Correctly
detecting and identifying indels is important in the study of
human genetics and disease.  We evaluated the precision and
recall of combinations of read mapping and indel calling
software on calling short and longer indels with variable read
coverage on simulated data.  We examined the popular read
mappers BFAST, Bowtie2, BWA, and Shrimp and the indel
callers Dindel, FreeBayes, and SNVer.  Interestingly there were
interactions between read mappers and indel callers.  On
simulated data, the BFAST-Dindel and Shrimp-SNVer pipelines
showed superior performance in most cases.  Real data from
human chromosome 22 with indels determined from an
alternative indel pipeline were used to validate the
computational pipelines and to assess run-time.  The Shrimp-
SNVer pipeline was the most accurate, while pipelines with
FreeBayes did poorly.  We discuss reasons for pipeline
accuracy.

Keywords: indel calling bowtie2 bfast bwa snver

1 Introduction
Indels are the second most common class of mutation in

the human genome [1]. They consist of an insertion or deletion
of one or more DNA bases into a genome. This can have far
ranging effects concerning gene expression and genetic disease
[1]. Detecting and identifying indels is a multistep process that
can introduce error at every step. Starting with a set of DNA
sequence reads and a reference DNA genome, reads are first
mapped to the reference genome with a mapping program and
then the mapped results are inputted into indel calling software
to identify indels.

A growing variety of software is available for read mapping
and indel calling. New tools are constantly being developed
with an eye towards better performance and increased
accuracy. As the variety of available tools and the complexity
of the technologies involved in indel calling increases, it
becomes increasingly important to understand the relationships
between mapping software and indel calling software. While
previous work [2, 3] assessed the accuracy of indel calling by
only varying mapping software or by only varying indel calling
software, we studied the accuracy of mapper and indel calling
software combinations. We evaluated the accuracy of pipelines
consisting of four popular mapping programs and three indel

calling programs on simulated data based on a portion of
human chromosome one. For mapping, BFAST [7], Bowtie2
[4], BWA [5], and SHRIMP [6] were selected. For indel
calling, we used Dindel [8], Freebayes [10], and SNVer [9].
We varied the coverage of the reads inputted to the mappers to
study the effects of different levels of read coverage on the
precision and recall of called indels.  We evaluated the
accuracy of these pipelines on indels from 1-30 bases long.

Furthermore, pipeline accuracy was assessed with real human
data from chromosome 22.  The indels were validated with an
alternate method described in the paper [12].

The remainder of this paper is organized as follows.  Section 2
discusses the read mapping software and the indel calling
software we selected.  It discusses methods we used to generate
our simulated and real data sets, and the statistics that we used
to evaluate the accuracy of our pipelines. Section 3 discusses
the accuracy results of the pipelines and runtime on real data.
Section 4 concludes.

2 Methods
2.1 Software Workflow

We selected mapping software that was both widely used
and that covered a variety of different algorithms. Bowtie2 [4]
and Burrows-Wheeler Aligner (BWA, [5]) were both popular
tools that use the Burrows-Wheeler transform to map reads.
SHRiMP [6] and BFAST [7] are both hash-based mapping
tools. Shrimp creates a hash table index of the read sequences,
but BFAST creates a hash table index of the reference
sequences.  For indel calling, we selected two programs that
use Bayesian statistics, Dindel [8] and Freebayes [10]. SNVer
[9] is based on a frequentist binomial-binomial model
developed by the SNVer authors.

All of our experiments were run on SystemG nodes.  SystemG
is a research cluster at Virginia Tech.  Each node had two quad-
core 2.8 GHz Intel Xeon processors and 8 gigabytes of RAM.
The mappers were run with four threads when possible, but the
indel callers were single-threaded only.

Each tool was run with default settings since that is how the
tools will most likely be used.  The workflow consisted of
creating SAM files from each read-mapper and then
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transforming the SAM files into BAM files with samtools.
Finally, each indel-caller produced a VCF file from the BAM
files.  The following are the version numbers for the software:
bfast-0.7.0a, bowtie2-2.1.0, bwa-0.7.1, SHRiMP-2.2.3,
dindel-1.01, freebayes-0.9.9, and SNVer-0.4.1. The real data
workflow was similar to the simulated data workflow.  The
differences are that Shrimp was run with --no-qv-check and --
qv-offset 33 because the real data were Sanger traces rather
than Illumina reads, and Dindel was run with --
numWindowsPerFile 1000000.  Dindel was not used much on
real data because at one day of running, it was still not
finished. The workflow and arguments used were the
following.

1. Read Mapping:

BFAST:
bfast fasta2brg -f reference.fasta
bfast index -f reference.fasta -m
1111111111111111111111 -w 14 -n 4
bfast match -f reference.fasta -r reads.fastq -n 4 -t 1>
bfast.matches.bmf 2> bfast.matches.out
bfast localalign -n 4 -t -f reference.fasta -m
bfast.matches.bmf 1> bfast.aligned.baf 2> bfast.aligned.out
bfast postprocess -f reference.fasta -i bfast.aligned.baf -o 3
-a 3 > align.sam

Bowtie 2:
bowtie2-build reference.fasta reference
bowtie2 -x ref -U reads.fastq -S align.sam

BWA:
bwa index reference.fasta
bwa aln reference.fasta reads.fastq > align.sai
bwa samse reference.fasta align.sai reads.fastq > align.sam

SHRiMP:
gmapper -N 4 reads.fastq reference.fasta > align.sam

2. BAM Conversion:

Samtools:
samtools faidx reference.fasta
samtools view -b -S align.sam > align.bam
samtools sort align.bam align.sorted
samtools index align.sorted.bam

3. Indel Calling

Dindel:
dindel --ref reference.fasta --outputFile dindel_output --
bamFile align.sorted.bam --analysis getCIGARindels
makeWindows.py --inputVarFile dindel_output.variants.txt
--windowFilePrefix realign_windows --
numWindowsPerFile 1000
dindel –analysis indels --bamFile align.sorted.bam –
doDiploid --ref reference.fasta --varFile
realign_windows.1.txt --libFile dindel_output.libraries.txt --

outputFile stage3_output
echo "stage3_output.glf.txt" > list.txt
mergeOutputDiploid.py -i list.txt -o indels.vcf -r
reference.fasta

Freebayes:
freebayes --no-snps --no-mnps --no-complex -b
align.sorted.bam -f reference.fasta -v indels.vcf

SNVer:
java -jar SNVerIndividual.jar -i align.sorted.bam -o
indels.vcf -r reference.fasta

2.2 Simulated Data
The simulated data was generated from 10 megabases of

chromosome one from a publicly available human genome
available from the National Center for Biotechnology
Information. Artificial mutations were introduced using
inGAP, a software tool for the manipulation of genetic data
[11].  SNPs were inserted at a divergence rate of 0.1%, and
indels were inserted at a divergence rate of 0.02%.  These
values were chosen since they were realistic [1].  Indel lengths
were uniformly distributed from one to thirty bases. Ten
replicates of simulated reads were produced to generate
average and error statistics for the tests.  Reads of uniform 50
base pair length were generated from the mutation sequences
in the fastq file format using inGAP.  Reads of length 50 were
chosen because indel identification is more complex for shorter
single-end reads since they “lack insert length variance” [2], so
short single end reads represented a good test of indel pipeline
sensitivity.  In order to study the effects of varying coverage
on the accuracy of the pipelines, reads were generated for 10x,
50x, and 100x coverage for each of the mutation sequences.

2.3 Real Data
Applied Biosystems (Sanger) paired-end traces from the

set Chr_22_7340 were identified and downloaded from the
NCBI trace archive.  These traces were used in a Devine lab
study that searched for indels in human chromosome 22 [12].
The paper identified 6487 indels for the Chr_22_7340 traces.

We cleansed the traces of contamination using NCBI
VecScreen where traces with vector contamination in the
middle were discarded, and traces with vector contamination
on the ends had the contamination trimmed off.  After this,
there were 217,924 traces with sizes as much as 2000bp.  Since
short read mappers perform poorly with very long sequences,
10 million 100bp portions of the traces were sampled with
replacement in order to simulate short reads.  The 10 million
simulated single-end sequences were run through the pipelines
with timing tracked with the Linux “date” command.
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2.4 Indel Detection
A confusion matrix for each pipeline on each data set was

created that recorded true positives, false positives and false
negatives.  Indels were recorded as true positives if the
predicted indel's position was plus or minus 5 nucleotides of
the actual indel's position and the predicted length was within
5 percent of the actual length (with all lengths set to be one if
5 percent of the actual length was less than 1).  The indel had
to be correctly classified as an insertion or a deletion to be
marked a true positive; otherwise, it was classified as a false
positive.  The sequence identity of predicted and actual indels
was not checked since differences in sequence identity were
rare.  A false positive was a predicted indel that didn't meet the
preceding criteria, and a false negative was an actual indel that
wasn't identified by the indel classifier.  Precision, recall, and
F1-score were calculated for all pipelines to assess accuracy.
Python 2.6 and Bash scripts were created to do the statistical
analysis and workflow.

3 Results and Discussion
3.1 Analysis of F1-Score and Coverage on

Simulated Data
In our results on simulated data with indels of size 1-30

bases there were clearly pipelines that performed better than
other pipelines as measured by the F1-score (Figure 1).  For
each pipeline, Figure 1 shows average F1-score and the
minimum and maximum F1-score of the 10 replicates.  Most
indels called had fewer than 10 bases.

Figure 1 shows that pipelines with 10X coverage have the best
F1-scores, and that 50X and 100X coverage perform less well.
This was explained by a tradeoff between precision and recall
caused by both increasing false positives and increasing true
positives.  As coverage increased, recall increased since indel
callers return more predicted indels and thus more genuine
indels.  However, there were more false positives as coverage
increased, so precision went down as coverage increased.  The
general downward trend of the F1-score was because precision
decreased more than recall increased with increasing coverage.
This suggests that there is some coverage amount that
maximizes F1-score for the data, and increasing coverage isn't
always desirable.  This result was consistent with other work
that showed statistically significant precision and recall trends
with increasing coverage [2].

The three top performing pipelines were BFAST-Dindel (avg
F1-score 0.66), SHRIMP-SNVer (0.53), and BFAST-SNVer
(0.51) in the 10X coverage for 1-30 indels.  The BFAST-
Dindel pipeline had the best average F1-score for all coverage
amounts (Figure 1). SHRIMP pipelines were interesting since
the F1-score varied considerably. The Shrimp-SNVer pipeline
was among the top performing, but Shrimp-Freebayes and
Shrimp-Dindel performed poorly.  By default, Shrimp mapped
some reads to multiple positions.

Read mappers use a seed and extend strategy, and BFAST’s
seeding strategy used a sliding window at every base. Bowtie2
used multiple 20bp seeds with an offset determined by the read
length. Perhaps BFAST’s seed strategy allowed it to be more

Figure 1 : The F1-score of indel calling pipelines on simulated data with reads containing indels of 1-30 bases. The results are
divided into sets of 10X, 50X, and 100X coverage. The F1-score is shown with average, low and high scores.
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accurate. All the mappers’ extension phases are similar since
they use local or global alignment algorithms [4, 5, 6, 7].

The F1-score difference for 10X coverage between the best
pipeline (BFAST-Dindel) and the worst pipeline (BWA-
SNVer) was about 0.546.  BWA generally performed poorly
and this could be because it only supported gaps less than 10
bases in its alignments [5].  Even though BWA and Bowtie2
used a similar seeding strategy with the Burrows-Wheeler
transform, Bowtie2 pipelines usually had better F1-scores.
Bowtie2’s split seed approach handles some variation in the
seed [4].

Interestingly, there isn't one clear indel caller that did the best
overall.  Bowtie2-SNVer was among the lowest performing
while SHRIMP-SNVer was among the best performing.
Dindel did well with BFAST but not very well with SHRIMP.

3.2 Precision and Recall on Simulated Data
With Smaller and Longer Indels

Figures 2 and 3 show a comparison of the effects of
longer indels on precision and recall at 10X coverage.
Pipelines performed worse for data with indels of 1-30 bases
(Figure 3) than for indels with 1-10 bases (Figure 2).  Figure
3’s precision-recall tuples are generally shifted left when
compared to Figure 2.  The Bowtie2-Freebayes pipeline did
noticeably better with 1-10 indel lengths.

The precision-recall plots show which pipelines are
conservative, which generous, and which are balanced.  The
pipelines involving BWA and Bowtie2 were the most
conservative with high precision but low recall.  Pipelines

involving Freebayes were the most generous with low
precision but higher recall.  BFAST-Dindel and Shrimp-
SNVer had the most balanced precision and recall results with
(0.648,0.771) and (0.640,0.799) respectively for indels of
length 1-10.  The BFAST-Dindel pipeline performed better
than Shrimp-SNVer for indels of length 1-30.

Bowtie2 pipelines generally appeared mediocre in our tests.
BFAST pipelines had generally good performance with
different indel callers while SHRIMP pipeline performance
varied considerably with indel calling software.  BWA
pipelines performed poorly.

3.3 Accuracy of Real Data
The only accurately called indels on the real data were

smaller than 5bp.  Figure 4 shows the F1-scores of the real data
pipelines. SNVer pipelines had the best F1-score. Similar to
the simulated data, pipelines with Freebayes were too generous
with high recall but low precision.  Average precision and
recall for Freebayes was 0.000440955 and 0.010906428, but
with SNVer it was 0.00117591 and 0.001079081.  Thus,
SNVer was more conservative in indel calling.  The Shrimp-
SNVer and Bowtie2-SNVer pipelines did the best while BWA-
Freebayes was the worst.  The choice of read mapper made
little difference, and this could be because only small indels
were called.  True positives were few relative to indels called
(Table 1). For the BWA mappings, Dindel completed in 6.6
hours with similar precision (0.00062) and recall (0.0026) to
the BFAST-SNVer pipeline (0.00079, 0.0012).

Figure 2 : Average precision and average recall for 10 simulated data replicates for the indel calling pipelines.  Precision and
recall was calculated for indels with only 1-10 bases at 10X coverage. The reads contained indels as large as 30 bases.
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3.4 Run-Time Performance on Real Data
Table 1 summarizes run-time performance for the

pipelines for the real human chr22 data. Bowtie2 and BWA,
had the fastest runtimes at 27 and 23 minutes respectively.
BFAST and Shrimp were the slowest mappers, and both used
a sliding window hashing seed strategy. BFAST was about 10
minutes slower, but Shrimp was 6.2 times slower than BWA,

making Shrimp pipelines the slowest. The Shrimp read
mapping percent is more than 100 percent since it mapped
some reads to multiple positions by default.

The indel callers did not have multithreading, so they were
slow.  Freebayes was always faster than SNVer, and SNVer
took 145 minutes with Shrimp’s input making the Shrimp-
SNVer pipeline the slowest. Dindel took over a day (except

Figure 3 : Average precision and average recall for 10 simulated data replicates for the indel calling pipelines. Precision and
recall was calculated for all indels.  Indels had 1-30 bases at 10X coverage.

Figure 4 : F1-Score for the indel calling pipelines on 10 million real human chromosome 22 traces.
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with BWA input), making it less tolerable for big indel calling
projects; however, Dindel has the ability to split its work into
multiple files for manual multiprocessing.

4 Conclusions
To our knowledge, this work is the first to look at the

accuracy of the combination of mapping software and indel
calling software with larger (>10 nucleotides) indels.  F1-
score, a measure of accuracy, fell with increased coverage,
belying expectations. Indel calling accuracy depended on the
combination of mapping software and indel calling software.
Some of the top performing pipelines were BFAST-Dindel,
SHRIMP-SNVer, and BFAST-SNVer on simulated data.  The
best pipeline had an F1-score 0.6 higher than the worst pipeline
on simulated reads.  On real data, SNVer pipelines were more
accurate than FreeBayes pipelines in all cases.  SNVer and
Shrimp can have slow runtimes, but Dindel was by far the
slowest.  Future work could include exploring the parameter
space of the tools to observe the effects of argument selection
on sensitivity.
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Mapper Caller Minutes Total Minutes % Reads Mapped Total Indels Called True Indels
BFAST 38 0.5437498

Samtools 5
SNVer 18 61 20486 8
Freebayes 37 80 358574 139

Bowtie2 27 0.4850195
Samtools 4
SNVer 19 50 9812 6
Freebayes 16 47 114679 54

BWA 23 0.412648
Samtools 4
SNVer 18 45 6388 5
Freebayes 9 36 30789 14

Shrimp 143 1.7618786
Samtools 4
SNVer 145 292 9145 9
Freebayes 59 206 168684 76

Table 1 : Mapper, caller, pipeline run-time, percent mapped, and indels called on 10 million real human 100bp reads
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Abstract— Cell Signaling Pathway Simulation is a very
useful tool in the drug discovery process. These simula-
tion programs can be divided into dynamic simulation and
Knowledge-Based Discovery. In the first case the simulation
is based on differential equations and could be considered
in "real-time", meanwhile in the case of Knowledge Based
Discovery Programs KBDP the consistency of the model is
checked. The most efficient KBDP approach is based on
first order logic (FOL). In this paper, algorithms based
on Default Logic are proposed to check-out the consis-
tency of the simplest representation of DNA double strand
breaks. DNA double-strand breaks are among the most
severe genomic lesions. This representation is concise and
adequat for keeping the flow of information represented by
gene expression, receptor and protein structure through the
apoptosis and cell cycle.

Keywords: Double Strand Breaks, DNA Damage, Default Logic,
Extensions, Abduction, Consistent Pathway

1. Introduction
Today the conception of artificial systems attempts to

imitate the natural systems by developing new concepts
of reasoning able to handle a high level of heterogeneity
and uncertainty. These complex systems have a dynamic
evolution in terms of structure and organization. In order to
model and control these systems there is a need to observe
and reconstruct their behavior by a relevant model which
should make sense of large amounts of heterogeneous data
gathered on various scales. System Biology is a research
field, which needs an appropriate evaluation of their know-
how corroborated with the available experimental data in
order to represent knowledge and discover new knowledge.
Therefore, System Biology could be view as a complex
network constituted of protein-protein interactions, small-
molecule metabolism and gene regulation.

From the standpoint of Artificial Intelligence, cells are
sources of information that include a large amount of intra
and extra cellular signals. Disease and cancer in particular
can be seen as a pathological alteration in the signaling
networks of the cell. The study of signaling events appears
to be the key of biological, pharmacological and medical
research. For a decade signaling networks have been studied
using analytical methods based on the recognition of proteins

by specific antibodies. Parallel DNA chips (microarrays) are
widely used to study the co-expression of candidate genes to
explain the etymology of certain diseases, including cancer.
The resulting data allows the modeling of gene interactions.
The biological experts look for evidence of interactions
between metabolites and genes. Therefore the representation
by graphs is the best way to understand biological systems.
This representation includes mathematical properties as con-
nectivity; presence of positive and negative loops which is
related to a main property of genetic regulatory networks.
Biochemical reactions are very often a series of time steps
instead of one elementary action. Therefore, one direction
research in system biology is to capture or to describe the
series of steps called pathways by metabolic engineering.
All reactions that allow the transformation of one initial
molecule to a final one constitute metabolic pathways. Each
compound that participates in different metabolic pathways
is grouped under the term metabolite.

The study of gene networks poses problems well identified
and studied in Artificial Intelligence over the last thirty
years. Indeed, the description of network is not complete:
biological experiments provide a number of protein interac-
tions but certainly not all of them. On the other hand the
conditions and sometimes the difficulties of the experiments
involves these data are not always accurate. Some data may
be very wrong and must be corrected or revised in the future.
Finally the information coming from different sources and
experiences can be contradictory. It is the goal of different
logics, and particularly non-monotonic logics, to handle this
kinds of situation. Afterwards this interaction maps should
be validated by biological experiments. Of course, these
experiments are time consuming and expensive, but less than
an exhaustive experiment.

In this paper we focus on three main problems: handling
the conflicts which can occur in the gene representation,
completing in-silico the gene network and the practical
handling complexity of the algorithm allowing the inferences
for knowledge discovery on these networks. Our approach is
based on default logic allowing to handle the incomplete in-
formation, and abductive reasoning to complete the missing
information from the gene network. The last part is dedicated
to a new language of representation, which seems to be the
key to algorithm complexity handling.
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2. Declarative Representation of Sig-
nalling Pathway

Figure 1 shows a simplified pathway of interactions in
a cell. Through different mechanisms, not shown here, the
ultraviolet UV drives the cell to cancer. This is represented
by an arrow : UV → cancer. On the other hand the UV
activate the protein P53 (UV → P53). This protein activates
a protein A (P53→ A) ) and A blocks cancer (A a cancer).
But, in some conditions, Mdm2 binds protein P53 and the
obtained complex, activates B and B blocks A. This example
is of course very elementary, but it helps to ask questions
related to the representation of networks of genes side view
of artificial intelligence and algorithms. In practice, this may
include pathways with thousands of genes, which will pose
problems of computational complexity. In this article, to test
the representation and the algorithms, we use the example
introduced in [1] and [18] (Fig. 1) and the map given by
Pommier [21] (Fig. 2).
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Fig. 1: The Simplified Model of Double Strand Break.

2.1 Double strand break of DNA
The cell’s response to a double strand break of DNA

(DBS) has been studied for some years, but the ATM-
dependant signaling pathway has only been clarified since
the discovering of H2AX [2], the phosphorylated form of
histone H2AX. All the protein interactions of this pathway
have been reported [21], including the signalization of the
double-strand break (involving important proteins such as:
H2AX, MDC1, BRCA1 and the MRN complex) but also
for the checkpoint mechanisms (involving p53, the Cdc25’s
and Chk2).

In a general way, the cell can receive information by
protein interactions that will transducer signals. First, the
information is discovered by sensor proteins, which will
recruit some other mediator proteins whose function will
be to help all the interactions between the sensors and the
transducers. These transducers are proteins that will amplify
the signal by biochemical methods such as phosphorylation.
In the end, the signal will be given to effectors that will
engage important cell process. In this pathway, the DSB
is recognized by the MRN complex, which in turn will
recruit ATM in its inactive dimer form, and then ATM
will phosphorylate itself and dissociate to become an active
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10 pt

Fig. 2: DNA Double Strand Break Map.

Symbols :  
(a)   Proteins A and B could link, the knot represents the binding 

A:B ;  
(b)   Multimolecular Complex binding ;  
(c)   Covalent Modification of  A ;  
(d)   Degradation of A ;  
(e)   Enzymatic stimulation in transcription ;  
(f)   Autophosphorylation 
(g)      General Stimulation;  
(h)      Necessity ;  
(i)       Inhibition ;  
(j)       Activation of transcription ;  
(k)  Inhibition of transcription 

monomer. This active form of ATM will phosphorylate many
mediators such as γ−H2AX, MDC1, BRCA1 or 53BP1.
Then, the signal is transduced by important proteins such
as Chk2, p53 (a very important protein, which can cause
cancer if mutated) or the Cdc25’s. The effectors can be
different with the context: p21 and Gadd45 will induce the
cycle arrest, whereas Box, Nas, Puma and Fas will induce
the cell apoptosis.

3. Logic representation
Genes and proteins are considered the same object (the

genes produce proteins). In this article, we often use a
propositional representation. But, in practice the detailed
study of interactions will be asked to represent increases or
decreases protein concentration. It therefore falls outside the
scope of propositional logic, but the basic problems are the
same, especially for the issue of computational complexity.
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Indeed the protein concentration is rarely precise, and often
in practice, the biologists experiment shows a qualitative in-
terpretation of increasing or decreasing of the concentration.
To represent a change in concentration some predicates such
as increased or decrease are used.

To describe interactions between proteins it is possible to
use a language of classical logic (propositional or first order
logic). We can say, for example stimulation(UV ) to say
that the cell is subjected to ultraviolet or GlassScreen →
¬stimulation(UV ) to say that a glass screen protects
against ultraviolet. We are in a logical framework, so it is
possible to represent almost everything in a natural way. The
price to pay, if you use the entire first order language, is in-
completeness and the combinatorial explosion of complexity
algorithms. It is therefore essential to reduce the expressive
power of language.

3.1 Causality and Classical Inference
Interactions between genes can be seen as a very simple

form of causality. To express basic interactions, it is common
to use two binary relations trigger(A,B) and block(A,B)
[1], [10]. The first relation means, for example, a protein
A triggers or activates the production of a protein B.
The second relation is an inhibition. Conventionally, these
relations are represented by A → B and A a B. Theses
kind of relations gives a basic form of causality.

Many works were written to represent causality. It is
possible to use symbolic or numeric formalisms. You can
use Bayesian approaches, probabilistic logics [24]. It is
impossible here to go around all these works. We will simply
try to describe and use a form of causality (the simplest
possible) sufficient for the application to the cell.

The inferences of classical logic A → B or A ` B are
fully described formally, with all the "good" logic properties
(tautology, not contradiction, transitivity, contraposition..).
But the causality cannot be seen as a classical logic relation.
A basic example is "If it rains the grass gets wet". The
formula Rain→ lawn−wet meant that if it rains the grass
is always wet. But this formula is too strong. Indeed, there
may be exceptions to this rule (the lawn is under a shed...).

In a first approach, the first properties that we want to
give can be expressed naturally:

(1) If A triggers B and A is true, then B is true.
(2) If A blocks B and A is true, then B is false.
Depending on the context, true can mean the known,

certain, believed, proved... The first idea is to express these
laws in classical logic by axioms:
trigger(A,B) ∧A→ B
block(A,B) ∧A→ ¬B
They can also be weakly expressed by inference rules,

close to Modus Ponens :
trigger(A,B), A ` B
block(A,B), A ` ¬B

But these two formulations are problematic when there
is conflict. If for example we have a set of four formulas
F = {A,B, trigger(A,C), blocks(B,C)} , we will in the
two approaches above infer from F , B and ¬B. This is
inconsistent. To solve such conflicts, we can try to use
methods inspired by constraint programming, such as the use
of negation by failure in Prolog or Solar. It is also possible
to use a non-monotonic logic.

The first method, negation by failure, poses many theoret-
ical and technical problems if you go further as the simple
cases. These problems are often solved by adding properties
to the formal system, properties that pose other problems.
Therefore, we will use a classical non-monotonic formalism,
the default logic of Reiter.

3.2 Causality and Default Logic
To resolve the conflicts seen above, the intuitive idea is

to weaken the formulation of rules :
(1) If A trigger B, if A is true and it is possible that B,

then B is true.
(2) If A blocks B, if A is true and it is possible that B is

false then B is false.
The question then is to describe, what is formally

possible. This question began to arise in artificial intel-
ligence thirty years ago. In this type of reasoning, one
has to reason with incomplete information, uncertain and
subject to revision and sometimes false. On the other hand
we must often choose between several possible conclusions
contradictory. Here we use default logic [23]. This logic
can be seen as an improvement and a generalization of the
negation by failure in Prolog. It is also a generalization of
ASP formalisms which appeared later [17]. With default
logic the previous rules will be expressed intuitively :

(1) If A trigger B, if A is true and if B is not contradictory,
then B is true.

(2 ) If A blocks B, if A is true and if ¬B is not
contradictory then ¬B is true.

In default logic, these rules can be represented by normal
defaults which are special, and specific, inference rules
written :

d1 =
A : B

B
and d2 =

A : ¬B
¬B

• A is the prerequiste of default d1 and d2
• : B (resp. : ¬B) are the justifications of d1 (d2)
• B (resp. ¬B) are the consequents of d1 (d2)
Therefore, the information is represented here using de-

faults theory ∆ = {W,D} where W is a set of classical
logic formula and D is the set of defaults.

3.3 Extension and choice of extension
The goal of default logic is to find extensions of a

default theory ∆ = {W,D}. Simplifying, an extension E
is a consistent set of formulas obtained by adding, under
condition, to W a maximal set of consequents of D. An
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extension can for example, represent a subgraph without
conflict, of the gene network.

The classical definition of extension is based on the
utilization of W and a subset of defaults D. An extension
is built starting with W and subsequently it is added the
maximum consistent set of consequences of D. The condi-
tion to use a default starts by checking if the prerequisites
(here A for d1) are satisfied and the justification (here : B
for d1) does not lead to contradiction. In a simple manner
that means the negation of B is not verified. If this request
is True we add the consequent B to W and the algorithm
is restarted until all defaults has been used.

For example if we consider ∆ = {W,D} with W = {A}
and D = {d1, d2} , we obtain two extensions :
E1 = {A,B} if d1 is used.
E2 = {A,¬B} if d2 is used.
By using default logic, the conflict is resolved, but it is

not possible to rank the extensions: B is true or false? In fact
this will really depend on the context. For biologists, some
times the positive interactions are preferred to negatives
(or reverse). Another possibility is to use probabilistic or
statistical methods or to weight each extension based on the
evaluation of the knowledge. From an algorithmic viewpoint
the ranking of extension could also be evaluated during the
calculation of the extensions and even the off-line ranking
could be preferred.

4. Completing the Signaling Networks
by Default Abduction

Previously, we introduced a fun-filled example which
sums up the question:

"How to block cancer by preventing B ?"
For this example, biological experiments have shown that

a protein X could be a candidate for this block. Figures 3 and
4 show two types of interactions with X to hypothesize the
blocking of B. Here the biologist completes the causal graph
and, for the case of big data, it is necessary to automatize
the process. The problem is thus complete in-silico network
genes. Biological experiments are done to try to complete it,
but these experiments are time consuming and expensive. We
need to find, in-silico, a molecule (a future drug) which has
a chance to act effectively. This is a problem of abduction.

Classical logic primarily uses three types of reasoning:
deduction, induction and abduction. The purpose of deduc-
tion is to find out when a result R is inferred from a set
of information C, written C ` R. Induction generalizes
the deduction, whereas information is not complete in all
its generality, but we know the special cases (examples,
experiences..). It should then use these cases to discover
general rules.

To simplify, abduction generalizes induction. Here, we
do not share examples. The information is incomplete and
make abduction amounts to adding to C a set of hypotheses

!
!

!

Fig. 3: mdm2 binds X.
!

!

!Fig. 4: p53 binds X.

H such that C ∧ H ` R and H is consistent with C.
In Artificial Intelligence, the notion of abduction is of
paramount importance.

The trouble comes with implementation of the algorithms.
Abduction algorithms are far too high computational com-
plexity. Even limited to propositional calculus, the theo-
retical complexity revolves around

∑p
2 which is totally

unacceptable when we go beyond small examples. Many
theoretical studies have been done on the complexity of
the abduction and research sub-language of propositional
calculus where complexity is reduced. These sub-languages
most often cover the Horn clauses and renaming. But even
here the complexity is too great for even, more or less, NP-
complete. Conversely, existing polynomial classes provide
only a low power of expression on issues to be addressed. On
the other hand, for many real applications, experience shows
that it is not necessary to use the full expressive power of
logic. It seems that this is particularly the case for the study
of gene networks.

For genes networks, abduction is used mainly to search
missing interactions. These interactions would yield a result
(for example "block cancer"). To search if one of these
missing interactions:
X → Y

can be used to obtain the result, it is possible to consider
a default of type:

X : Y

Y

Then you must calculate extensions that contain the result
and see the defaults used in these extensions.
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5. Logic Representation of Signaling
Pathway to Reduce Computational Com-
plexity

Today, programming language does not exist allowing
abduction reasoning under the incomplete and uncertain in-
formation. We present the outline of a language dedicated to
discovery of biological interactions answering these requests.
This formalism uses the default logic and also has a dynamic
approach by considering time as a succession of events. The
syntax inspired from Prolog is described in the next section.

5.1 Clauses and Horn clauses.
In our representation, product(P53) means that the pro-

tein p53 increases in concentration and ¬product(P53)
means that it is not possible to determine if the p53 con-
centration is increasing. The dynamic of the system can
be, for example, specified by concentration(p53, 100, T )
which means the concentration of p53 at the time T is equal
to 100 a.u. And ¬concentration(P53, sup(200), T+3) says
that at the time T+3, the concentration of p53 is not greater
than 200 a.u.

The simplest formulas are the clauses. Formally, a clause
is a disjunction of literals l1 ∨ .. ∨ ln. If the connectors are
deleted, a clause is a set or a list of literals. For example
{a,¬b,¬c, d} or a,¬b,¬c, d represents a ∨ ¬b ∨ ¬c ∨ d. A
Horn clause is a clause with a maximum of one positive
literal. The clauses a and ¬b∨¬c∨ d and ¬b∨¬c are Horn
clauses. And a ∨ b is not one. For the rest we use Horn
clauses which are interesting for two reasons.

First using Horn clauses is a natural way to represent
knowledge. In fact the formula a∧b∧c∧d→ d is equivalent
to the Horn clause ¬a ∨ ¬b ∨ ¬c ∨ d. In the same time the
formula ¬(a∧b) (a and be cannot be True in the same time)
is equivalent to the negative Horn clause ¬a ∨ ¬b.

The second advantage of Horn clauses, fundamental here,
is that their use drastically reduces computational complex-
ity. Indeed, any logical formula can be rewritten as a set
of clauses, so complexity problems may arise in terms of
clauses. For propositional calculus the fundamental problem
is whether a set of clauses is consistent or not. This is the
problem SAT which is NP-complete. Otherwise all known
algorithms are exponential in the worst case. On the other
hand, if all clauses are Horn causes, algorithms can be linear
proportional to the size of the data. For genes pathways, the
use of Horn clauses provides practically usable algorithms .

Obviously Horn clauses can not represent all formulas.
In particular a ∨ b is not a Horn clause. But in practice,
this type of positive disjunctive information is quite rare.
We have not really found it for the gene networks that
we studied. If there are, most of the time you can use
renaming techniques to solve the problem. Finally, if nothing

works and it is impossible to use only Horn clauses, there
are techniques to limit the combinatorial explosion. For
example use strong backdoors, managing mutual exclusion
and cardinality, recognition of symmetries [4] [5]. Here we
are in the topic of practice solving NP-complete problems.

5.2 Language syntax
A rule is a triplet (< type >,< corps >,< weight >).
• <type> can take 2 values : hard or def . If the value is

hard the rule is an hard-rule and represents an Horn clause,
which is sure and non-revisable. If the value is def the rule
represents a normal default.
• <weight> weights the rule. These weights will make it

possible to choose between the different extensions proposed
by the algorithm.
• <corps> is a couple (L,R). The left element L is a set

of literals (l1, ..ln) perhaps empty. This set is identified to
l1 ∧ .. ∧ ln. The right element R is either a single literal or
empty. If the rule is hard, the couple (L,R) represents the
formula L→ R. If the rule is a default, the couple represents
a normal default L:R

R An increased attention is done to these
two cases.

Hard Rules
A hard rule (L,R) represents the formula L→ R where

L is a conjunction of literals and R a literal. How we decided
to restrict our algorithm to Horn clauses all literals of L are
positive. The literal R can be positive or negative. Here we
have two special cases. :

1) L is empty. Therefore the rule represents a positive
or negative unary clause. The unary clauses are elementary
sources of information. They did not contain variables,
they are ground clauses. This allows the decidability of the
algorithm. However the other clauses can contain variables,
leave the pure propositional calculus.

2) R is empty. For this empty-consequence, the rule L→
∅ is equivalent to ¬L equivalent to a negative clause. For
example, we can use such a clause to represent a mutual
exclusion "It is impossible to trigger and to block a protein
at the same time".

Default Rules
If the rule (L,R) is a default, then it represents a normal

default, the prerequisite is L, and R is the justification and
also in the same time the consequent. If the prerequisite is
empty, the default is without justification. By definition of
the defaults it is impossible to have an empty consequence.
Contrary of the hard rules the prerequiste R can contains
negative literals.

5.3 Cell Signaling Pathway Representation
We have worked on the bibliographic data of the response

to DSBs translated on a map of molecular interactions Figure
2 given by Pommier et al. [21]. A draw back of this map
is that it is very difficult to add a new interaction or protein
without full reassessment. In particular the management
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of conflicts (for example simultaneous trigger and block
interaction ) is very difficult. So we worked on the translation
of this map into our language. Initial results have translated
this map and tested some algorithms [14], [15].

Today, the map is translated by 206 rules in a very natural
way, without having to "tweak" the predicates or the rules.
The rules are expressed in the syntax above. These rules can
be hard rules or defaults. With our syntax it is very simple to
change the nature of the rules to test different configurations.
We can calculate the extensions in a very short time. We
never needed to use non Horn clauses. This reinforces our
opinion that it is possible to use a nonmonotonic logic and
also abduction and also time, on real applications.

5.4 Rule Examples
In the context of cell pathways, a predicate can be an

action on one or more protein. For example :
product(P ), binding(P,Q,R), block-bindind(P,Q),
stimulation(P ), phosphorylation(P )
dissociation, transcription-activating..

The predicate can also represent properties on protein con-
centration :
concentration(P,> 1000),
incrasse(P ) and decrease(P )..

We give here some examples of rules written for our
example :

hard : stimulate(dsb, dna)
that is an elementary fact (a ground unary clause) who says
that dsb stimulates ADN.
def : stimulate(dsb, dna)→ product(altered-dna)

that is default rule "Generally when dsb stimulates DNA,
altered DNA is produced.
hard : product(p-atm-atm-bound)

→ ¬product(atm-atm)
that is a negative clause.
product(p-s15-p53-mdm2) ∧ product(p-chk1)
→ phosphorylation(p-chk1, p-s15-p53-mdm2)

Using a simple logic formalism can express much of what
biologists are needed to represent.

6. Algorithm and implantation.
The algorithm is written with SWI Prolog.
A rule :
(< type >,< corps >,< weight >)

is represented by a unary Prolog clause:
rule(< type >,< corps >,< weight >).
Therefore, the rules and the algorithm are in the same

Prolog program, which is very practical. Another advantage
to use Prolog is that the unification, the backtracking and
the lists management are well optimized. Of course Prolog
is interpreted, so it is slower than compiled languages (but
not that much). In the other hand Prolog programs are short

and simple, which saves a lot of time to test programs and
heuristics.

This algorithm calculates the extensions. As the clauses
are Horn clauses and as the defaults are normal, the research
tree is optimized. Particularly it is easy to calculate exten-
sions without duplication (we do not calculate several times
the same extension). For algorithms, we can also use a weak
form of negation as failure [6,28].

For initial tests, given by the map of the entire network
of Pommier [21], we can calculate all extensions in a short
time. For example with most of the rules by default, there
are two extensions. The calculation takes 500000 LIPS and
0.4 seconds of CPU time on MacBook. The temporal aspect
of gene networks has been tested for small examples, but the
scaling has not yet been done. For the abduction, it is almost
the same. The algorithm has been tested on small examples
and passing the scale remains to be done, but again that
should be possible. There are no theoretical problems.

1/16	  

PML regulates p53 acetylation and premature senescence induced by oncogenic Ras. 
The mechanism of p53 activation by oncogenes remains largely unknown 

Fig. 5: DNA double strand break generated automatically by
using the most relevant extension.

7. Results
Basically, many researchers are trying to complete the

Signaling Map. In our approach the map is simplified which
is very useful for biological experiments. Introducing time
in defaults (the prerequisite considered at time t and the
conclusion at time t + 1), we obtained a simplified map of
Pommier. The most interesting result is the identification
of the molecule "X" from figure 1 as be PML which
regulates p53 acetylation and premature senescence induced
by oncogenic Ras.
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Fig. 6: The Molecular Interaction Map and Rationale for
Chk2 build-up "manually" by Pommier [22] using biological
cause-effect graph.

At first we tested the notion of production fields and a con-
sequence finding algorithm for producing clauses [7], [19].
We tested also the SOLAR language that uses production
field and this algorithm. The results are mixed in the case of
"big" examples. We also looked at the ASP formalism [17].
Again the impression is mixed. Indeed ASP deal mainly with
normal defaults without prerequisites. Getting all the power
representation of defaults with prerequisite is possible by
rewriting techniques. But you lose a lot of clarity and also
efficiency.

By generating automatically the DNA double strand
breaks map (Figure 5) we noticed that the protein p73
is not directly involved in activation of apoptosis as in
the case of Pommier map (Figure 6). This result obtained
from incomplete knowledge constitutes a theory formation
framework for "Knowledge Discovery" using Default Logic.

8. Conclusion.
The A.I. challenge is to explain new phenomena using

automatic causal discovery. To do that, we introduced for-
malism able to infer signaling pathway by using defaults
approach and abductive reasoning. In this paper we define a
new approach for the build up automatic the Double Strand
Break Signaling Pathway. This map keeps only relevant
proteins and it is very close to the bioregulatory network
related to the histone γ-H2AX-ATM-Chk2-p53-Mdm2 path-
way defined by Pommier.

References
[1] N. Tran, C. Baral, Hypothesizing and reasoning about signaling

networks. Journal of Applied Logic, 7, 253-274,2007.
[2] CH. Bassing, FW Alt. H2AX may function as an anchor to hold broken

chromosomal DNA ends in close proximity. Cell Cycle 2004; 3:149-53.
[3] J. Bartkova, Z. Horejsi,et al., DNA damage response as a candidature

anticancer barrier in early human tumorigenesis. Nature 2005;
434:864-70.

[4] B. Benhamou, P. Siegel, Symmetry and Non-Monotonic Inference. Proc.
Symco’08, Sydney, Australia, Sept. 2008.

[5] B. Benhamou,T. Nabhani, P. Siegel, Reasoning by symmetry in
non-monotonic logics. Proc. 13th international workshop on Non-
Monotonic Reasoning NMR 2010, Toronto, Canada, mai 2010.

[6] B. Benhamou,L. Paris, P. Siegel, Dealing with Satisfiability and n-ary
CSPs in a logical framework. Journal of Automated Reasoning,Volume
48, Number3, Pages 391-417, 2012.

[7] J.M. Boi, E. Innocenti, A. Rauzy, P. Siegel, Production Fields : A New
approach to Deduction Problems and two Algorithms for Propositional
Calculus. Revue d’Intelligence Artificielle, 25(3) : 235-255, 1992.

[8] G. Bossu, P. Siegel. Saturation, Nonmonotonic Reasoning and the
Closed World Assumption. Artificial Intelligence, 25(1) :13-63, 1985.

[9] M.O. Cordier, P. Siegel, A Temporal Revision Model for Reasoning
about World Change. Proc KR 1992 p. 732-739, 1992.

[10] A. Doncescu, Y. Yamamoto, K. Inoue, Biological systems analysis
using Inductive Logic Programming. Proc. of the 21st International
Conference on Advanced Information Networking and Applications
(AINA 2007), pages 690-695, IEEE Computer Society, 2007.

[11] A. Doncescu, K. Inoue, Y. Yamamoto, Knowledge-based discovery in
systems biology using CF-induction. New Trends in Applied Artificial
Intelligence. Proc. 20th International Conference on Industrial,
Engineering and Other Applications of Applied Intelligent Systems
(IEA / AIE 2007), Lecture Notes in Artificial Intelligence, volume
4570, pages 395-404, Springer, 2007.

[12] A. Doncescu, J. Weisman, G. Richard, G. Roux, Characterization of
bio-chemical signals by inductive programming. Knowledge Based
Systems, 15 (1), 129-137, 2002.

[13] A. Doncescu, T. Le, P. Siegel, Default Logic for Diagnostic of Discrete
Time Systems. Proc. BWCCA-2013 - 8th International Conference on
Broadband and Wireless Computing, Communication and Applications
p. 488-493, Compiegne, France, Oct 2012

[14] A. Doncescu, P. Siegel, The Logic of Hypothesis Generation in Kinetic
Modeling of System Biology, Proc. 23rd IEEE International Conference
on Tools with Artificial Intelligence, p. 927-929, Boca Raton, Florida,
USA, Nov. 2012

[15] A. Doncescu, T. Le, P. Siegel, Utilization of Default Logic for
Analyzing a Metabolic System in Discrete Time. Proc.13th International
Conference on Computational Science and Its Applications, ICCSA
2013, p. 130-136, Ho Chi Min, Vietnam, June 2013.

[16] D. Kayser, F. Levy, Modeling symbolic causal reasoning, Intellecta
2004, 1, 38, pp 291-232, 2004

[17] E. Giunchiglia, J. Lee, V. Lifschitz, N. McCain, H. Turner, Non-
monotonic causal theories. Artificial Intelligence, No. 1-2 vol.153
pp.49-104, 2004.

[18] K. Inoue,A. Doncescu, H. Nabeshima. Completing causal networks
by meta-level abduction. Machine Learning, 91 (2) :239-277, 2013.

[19] H. Nabeshima, K. Iwanuma, K. Inoue, O. Ray. SOLAR: An automated
deduction system for Finding consequence. AI Commun, 23 (2-3): 183-
203 (2010)

[20] R. Ostrowski, L. Paris, L. Sais, P. Siegel, Computing Horn Strong
Backdoor Sets Thanks to Local Search. ICTAI’06, p. 139-143, IEEE
Computer Society, Washington D.C., US, nov. 2006

[21] Pommier Y. and all. Targeting Chk2 Kinase : Molecular Interaction
Map and Therapetic Rationale. Current pharmacy design, 11(22):2855-
72, 2005.

[22] Pommier Y. and all. Chk2 Molecular Interaction Map and Rationale
for Chk2 Inhibitors Clin Cancer Res. 2006 May 1;12(9):2657-61..

[23] R. Reiter A Logic for Default Reasoning. Artif. Intell. 13(1-2): 81-132
(1980).

[24] T Sato, Y Kameya. PRISM: a language for symbolic-statistical
modeling. International Joint Conference on Artificial Intelligence 15,
1330-1339.

22 Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  |

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



A Hybrid Clustering Algorithm and Functional Study of 

Gene Expression in Lung Adenocarcinoma 
 
 

Mohammad Shabbir Hasan and Zhong-Hui Duan 

Department of Computer Science, University of Akron, Akron, Ohio, USA 

 
 

 

 
Abstract - DNA Microarray technology provides a convenient 

way to investigate expression levels of thousands of genes in a 

collection of related samples during different biological 

processes. Researchers from diverse disciplines such as 

computer science and biology have found it interesting as well 

as meaningful to group genes based on the similarity of their 

expression patterns. Hierarchical clustering and k-means 

clustering are commonly used algorithms to group genes with 

similar expression patterns. However, in spite of having some 

advantages such as producing tighter cluster than other 

algorithms, k-means clustering has some limitations also. The 

performance of k-means clustering algorithm largely depends 

on the selection of the value of k i.e., the number of clusters. In 

this research work, we proposed a new method to combine k-

means clustering with hierarchical clustering to overcome the 

limitation. To test the algorithm, we used microarray data on 

lung adenocarcinoma, the most common type of non-small-

cell cancers. We identified a number of representative genes 

from the group of normal tissue and from the group of KRAS 

mutation tissues. Genes for both of these groups were 

clustered using our proposed method. Finally we conducted 

functional investigation of the differentially expressed genes 

using Gene Ontology database to find changes in the 

enrichment of molecular functions of the genes contained in 

each cluster of both normal and KRAS positive groups. We 

discovered that our proposed method can group genes with 

similar expression pattern together and hence it can be used 

in future for clustering microarray data. 

Keywords: Gene Expression; Microarrays; K-means 

Clustering; Hierarchical Clustering; Gene Ontology  

 

1 Introduction 

  In gene expression, gene products such as proteins or 

RNA are created from the inheritable information contained 

in a gene [1]. So far traditional molecular biology has focused 

on studying individual genes in isolation for determining gene 

functions. However it is not suitable for determining complex 

gene interactions as well as explaining the nature of complex 

biological processes. For this purpose, examining the 

expression pattern of a large number of genes in parallel is 

required [2]. DNA microarray technology which is one of the 

most important tools now-a-days for the analysis of gene 

expression patterns has made it possible to view thousands of 

genes expression levels in parallel [3]. This analysis is very 

useful to get information for diagnosis of different diseases 

and efficient algorithms are required to analyze DNA 

microarray datasets accurately. It is believed that a group of 

genes with similar gene expressions are likely to have related 

gene functions [4]. Hence identifying genes with similar 

expression patterns in different phases of the cell cycle or in 

different environmental conditions is an important task.  

Clustering algorithms play an important role in gene analysis 

by separating a dataset of heterogeneous genes into 

homogeneous groups containing similar genes. It helps to 

analyze a group of genes instead of analyzing each one 

individually. After getting appropriate clusters, researchers 

can further investigated the clusters to find distinct pattern for 

each cluster as well as more information about functional 

similarities and gene interactions. A good number of 

algorithms have been developed for clustering DNA 

microarray data so far. These algorithms include k-means 

clustering [5], hierarchical clustering [6-8], self-organizing 

maps [9-11], support vector machines [12], Bayesian 

networks [13] and fuzzy logic approach [14]. Beside these 

algorithms, some algorithms use other genomic information 

along with gene expression data in order to improve 

clustering efficiency. Examples of such algorithms include 

[15] that use gene ontology data with gene expression data 

and [16-18] that clusters genes by using information of 

upstream regions of the coding sequences with gene 

expression profiles to get more biologically relevant clusters.  

K-means clustering algorithm is computationally faster than 

hierarchical clustering and produces tighter clusters than 

hierarchical clustering. On the other hand, hierarchical 

clustering algorithm does not require the number of clusters 

to be known in advance and computes a complete hierarchy 

of clusters. Beside these advantages, however, both of these 

algorithms suffer from some limitations. The performance of 

k-means clustering depends on how effectively the initial 

number of clusters i.e. the value of k is determined. 

Moreover, these algorithms are computationally expensive 

which impede the wide use of these algorithms in gene 

expression data analysis [19-21]. To overcome these 

limitations, a combined hierarchical k-means clustering 

method has been proposed in [22] which firstly applies k-

means algorithm in each cluster to determine k clusters and 

then feed those clusters to hierarchical clustering technique to 

shorten merging clusters time while generating a tree-like 

dendrogram. But still this algorithm suffers from the 

limitation of determining the initial value for k.  
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In this paper we present a new algorithm that combines both 

hierarchical clustering and k-means clustering. The goal is to 

take the advantages of both algorithms to overcome the 

limitations of k-means clustering algorithm. We use the result 

of hierarchical clustering to decide the initial number of 

clusters and then feed this information to k-means clustering 

to obtain the final clusters. In microarray data analysis, 

clustering genes to find out the biologically relevant groups 

based on their expression profiles is one of the basic 

techniques. Similarity in gene expression profiles indicates 

similarity in their gene functionalities also [23]. After getting 

the new clusters, we explore the change in enrichment of 

molecular functionalities of the genes of each cluster for 

normal tissue and adenocarcinoma lung cancer tissue by 

using Gene Ontology (GO) annotations. 

2 Materials and Methods 

 Lung adenocarcinoma is the most frequent type of non-

small-cell lung cancers (NSCLC) and it accounts for more 

than 50% of NSCLC and the percentage is increasing [24]. 

Recent studies have shown that activation of the EGFR, 

KRAS and ALK genes defines 3 different pathways which 

are responsible for a considerable fraction (30%–60%) of 

lung adenocarcinoma [25-29]. The dataset used in this 

research contains expression profiles for 246 samples where 

20 samples belong to normal lung tissue. Out of 226 lung 

adenocarcinomas samples, 127 are with EGFR mutation, 20 

with KRAS mutation, 11 with EML4-ALK fusion and 68 

samples are with triple negative cases. Platform used for this 

dataset is GPL570 [HG-U133_Plus_2] Affymetrix Human 

Genome U133 Plus 2.0 Array. This dataset was collected 

from GEO database (accession number GSE31210). The 

dataset contains 54675 genes and out of the 246 samples, for 

this research work, we considered 40 samples that consist of 

20 samples from normal tissue and 20 samples from KRAS 

positive tissues. 

 

To determine the differentially expressed genes, we 

performed paired Student t-test and Bonferroni correction 

followed by the calculation of the value of fold change of the 

genes. In this study, after performing Bonferroni correction, 

we selected the genes as the most differentially expressed 

which have adjusted p-values ≤ 0.05. In addition to that, we 

considered only those genes where the value of fold change 

(increase or decrease) is significant i.e. the average fold 

change between cancer and normal is greater than or equal to 

2. Beside these preprocessing, we considered only those 

genes that are associated with molecular functions according 

to the Gene Ontology (GO). Figure 1 shows the flow diagram 

of the data preprocessing. After performing t-test, we 

obtained 21,880 genes which had significant p-value (≤ 0.05). 

We performed Bonferroni correction on these genes and 

found 1,988 genes which had a significant adjusted p-value (≤ 

0.05). Adding the fold change criterion, we reduced the set of 

differentially expressed genes to 1,005. We then performed 

another step of filtering to keep only those genes that have 

Gene Ontology (GO) terms and responsible for molecular 

functions. Finally we came up with 464 genes in the dataset. 

The final dataset which is also termed as filtered dataset in 

this paper is given partially in Table 1 and the complete 

dataset is available in [30]. 

 

 
 

 Figure 1: Flow diagram of data preprocessing 

 
To overcome the limitation of k-means clustering algorithm, 

in our proposed method, we selected the value of k i.e. the 

number of clusters in a systematic way. Initially we use the 

hierarchical clustering algorithm for clustering the dataset and 

then check at which level the distance between two 

consecutive nodes of the hierarchy is the maximum and from 

this result the value of k is determined which is then used as 

the value of k for the k-means clustering. In both algorithms, 

Pearson correlation coefficient (r) is used as the similarity 

metric between two samples and 1-r is used as the distance 

metric.  
 
Table 1: A brief overview of the final dataset 
 

Affymatrix ID 
Gene 

Symbol 

Samples 

GSM 

773551 

… GSM 

773784 

1555579_s_at PTPRM 3441.22 … 3569.13 

211986_at AHNAK 4395.68 … 7080.40 

222392_x_at PERP 21707.73 … 11350.53 

236715_x_at UACA 1303.01 … 1867.76 

244704_at NFYB 124.08 … 277.49 

… … … … … 

211237_s_at FGFR4 22.41 … 11.07 

203980_at FABP4 257.25 … 920.44 

207302_at SGCG 47.09 … 9.61 

210081_at AGER 241.63 … 2001.28 

217046_s_at AGER 132.42 … 1016.05 
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3 Results and Discussions 

 Figure 2 shows the hierarchical clustering of normal 

tissue dataset. There are 463 interior nodes in the tree where 

each node is labeled based on the increasing order of its 

height. Therefore the root has its ID 463. To determine the 

number of clusters from the output of hierarchical clustering, 

we used a bar graph to show the difference of height between 

two consecutive interior nodes and it is shown in Figure 3. 

 
Figure 2: Hierarchical clustering of normal tissue dataset 

 

 

 

Figure 3: Height difference between two consecutive interior 

nodes in the hierarchical tree generated from the normal 

tissue. Since Pearson distance is used, the maximum height of 

the tree is 1. 

 

From Figure 3 we can see that the difference is the maximum 

for node 461 and node 462. As there are total 463 nodes in 

the tree, node 461 is in level 3 from the top. So according to 

the approach we are discussing here, the total number of 

clusters for k-means clustering should be 4. 

Similarly we can determine the number of clusters for the 

KRAS positive dataset. Figure 4 shows the hierarchical 

clustering of KRAS positive dataset and the height difference 

between two consecutive nodes is shown in Figure 5. The 

results indicate the number of clusters for KRAS positive 

dataset should be 4. 

 
Figure 4: Hierarchical Clustering of KRAS positive dataset 

 

 
Figure 5: Height difference between two consecutive nodes in 

the hierarchical tree generated from KRAS positive dataset. 

 

Clearly we see different clusters formed from normal tissue 

and cancer tissue. We explore their common features (genes) 

and explain the change of molecular function of the genes 

captured in the clusters of both normal tissue and KRAS 

positive datasets using Gene Ontology (GO) annotations. For 

comparing the molecular function of the clusters of normal 

tissue and KRAS positive tissues, we took one cluster from 

normal tissue dataset and one from KRAS positive dataset 

which have maximum number of common genes. Table 2 

shows the clusters we have selected for comparing their 

molecular functions with the number of genes they have in 

common. 

 

Table 2: List of the clusters to be compared for the alteration 

in molecular function 

 

Clusters to compare Number of genes 

in common Normal Tissue  KRAS positive  

Cluster 1 Cluster 1 20 

Cluster 2 Cluster 3 52 

Cluster 3 Cluster 4 46 

Cluster 4 Cluster 2 69 
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We explain the molecular functions of the genes in each 

cluster using GO annotations and their relationship are 

represented using a directed acyclic graph (DAG) which is 

also termed as GO graph in this paper. To generate these 

graph, we used a web based tool Gene Ontology Enrichment 

Analysis Software Toolkit (GOEAST) [31]. This graph 

displays enriched Gene Ontology IDs (GOIDs) and their 

hierarchical relationships in Molecular Function GO 

categories. Here boxes represent GO terms, labeled by its 

GOID and term definition. Note that significantly enriched 

GO terms are marked yellow. The degree of color saturation 

of each node is positively correlated with the significance of 

enrichment of the corresponding GO term. Non-significant 

GO terms within the hierarchical tree are shown as white 

boxes. In this graph, edges stand for connections between 

different GO terms. Edges with red color stand for 

relationship between two enriched GO terms, black solid 

edges stand for relationship between enriched and un-

enriched terms; black dashed edges stand for relationship 

between two un-enriched GO terms. 

 

Figure 6 and 7 shows the GO graph for the cluster 1 of 

normal tissue dataset and cluster 1 of KRAS positive dataset 

respectively. 

 

 Figure 6: GO graph for cluster 1 of normal tissue data set. 

  

Figure 7: GO graph for cluster 1 of KRAS positive data set 

 

In brief, from these two figures we see that, the significant 

GO terms GO: 0005488 (binding) and GO: 0005515 (protein 

binding) remain same in both clusters. GO terms such as GO: 

0030234 (Enzyme Regulator Activity), GO: 0019207 (Kinase 

Regulator Activity), GO: 0019210 (Kinase Inhibitor 

Activity), GO: 0019887 (Protein Kinase regulator Activity) 

and GO: 0004860 (Protein Kinase Inhibitor Activity) which 

are un-enriched in normal tissue, become highly enriched in 

the KRAS positive tissues. 

 

For better comparing the enrichment status of the two 

clusters, we used Multi-GOEAST which is an advanced 

version of GOEAST and it is helpful to identify the hidden 

correlation between the two clusters [31].  Figure 8 shows the 

comparative GO graph of the clusters discussed above. 
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Figure 8: Comparative GO graph for comparing GO enrichment status of Cluster 1 of normal tissue dataset and Cluster 1 of 

KRAS positive dataset. 

 

 

In the comparative GO graph, significantly enriched GO 

terms in both clusters are marked yellow, light yellow color 

indicates the GO terms which are enriched in both clusters. 

Nodes marked with coral pink indicate the GO terms which 

are enriched in normal tissue dataset but not in KRAS 

positive dataset. In addition to that, nodes with green color 

represent the GO terms which are un-enriched in normal 

tissue but enriched in KRAS positive tissues. Note that, the 

degree of color saturation of each node is positively 

correlated with the significance of enrichment of the 

corresponding GO term. 

Table 3 lists the genes associated with the GO terms which 

are enriched in the cluster 1 of KRAS positive tissue dataset 

but not enriched in the cluster 1 of normal tissue dataset and 

these GO terms which are marked with green color in the 

comparative GO graph shown in Figure 8. We believe these 

are responsible for the alteration of the molecular activity in 

the cell and are linked to the development of KRAS lung 

cancer. Similarly we can generate and compare the GO 

enrichment graph for the rest of the clusters. 

4 Conclusions 

 In this paper we proposed a combined clustering 

algorithm to cluster genes in a microarray dataset based on 

their expression levels. In the algorithm the number of 

clusters, i.e. the value of k which is required for k-means 

clustering algorithm is determined from the output of 

hierarchical clustering. Using this systematic way of 

determining the value of k, this approach overcomes the 

limitation of k-means clustering. This proposed method of 

clustering takes the advantage of hierarchical clustering to get 

a complete hierarchy of clusters and uses this information to 

determine the number of clusters to be used in k-means 

clustering for producing tighter cluster. 

In this study we examined 40 samples and 464 genes from the 

dataset of KRAS lung denocarcinoma which is one of the 

most frequent types of non-small-cell lung cancers. Out of the 

40 samples, 20 were from normal tissue and 20 were from 

KRAS positive tissues. We applied t-test, Bonferroni 

correction and fold change cutoff to find the significantly 

differentially expressed genes and among them only the genes 

having GO terms and responsible for molecular functions 

were included in the final dataset. 

After applying the clustering algorithms, we obtained 4 

clusters for both normal tissue dataset and KRAS positive 

dataset. Hereafter, we examined the genes contained in each 

cluster with respect to their molecular functions based on 

Gene Ontology (GO) annotation to see what are the changes 
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in the enrichment of the molecular functions of the genes took 

place from normal tissues to KRAS positive tissues.  

In summary, we presented a coherent approach to examine 

alterations of molecular activities in different environmental 

settings such as in cancer cells. Furthermore, the proposed 

clustering algorithm can be generalized for clustering other 

types of large datasets. 

 

Table 3: GO Terms and pathways which are enriched in molecular functions of the genes of Cluster1 of KRAS positive tissue 

but un-enriched in the genes of Cluster1 of normal tissue dataset 

GO ID GO Term Associated 

Genes 

Pathway 

GO:0030234 Enzyme Regulator Activity TIMP3 Matrix_Metalloproteinases 

CDKN1C G1_to_S_cell_cycle_Reactome 

PAK1 Integrin mediated_cell_adhesion_KEGG 

ECT2 ----- 

RALGPS2 ----- 

SFN Calcium_regulation_in_cardiac_cells 

Smooth_muscle_contraction 

GO:0019207 Kinase Regulator Activity CDKN1C G1_to_S_cell_cycle_Reactome 

SFN Calcium_regulation_in_cardiac_cells 

Smooth_muscle_contraction 

GO:0004857 Enzyme Inhibitor Activity TIMP3 Matrix_Metalloproteinases 

CDKN1C G1_to_S_cell_cycle_Reactome 

SFN Calcium_regulation_in_cardiac_cells 

Smooth_muscle_contraction 

GO:0019887 Protein Kinase Regulator 

Activity 

CDKN1C G1_to_S_cell_cycle_Reactome 

SFN Calcium_regulation_in_cardiac_cells 

Smooth_muscle_contraction 

GO:0019210 Kinase Inhibitor Activity CDKN1C G1_to_S_cell_cycle_Reactome 

SFN Calcium_regulation_in_cardiac_cells 

Smooth_muscle_contraction 

GO:0004860 Protein Kinase Inhibitor 

Activity 

CDKN1C G1_to_S_cell_cycle_Reactome 

SFN Calcium_regulation_in_cardiac_cells 

Smooth_muscle_contraction 

GO:0051018 Protein Kinase A Binding AKAP12 G_Protein_Signaling 

GO:0008179 Adenylate Cyclase Binding AKAP12 G_Protein_Signaling 
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Abstract: The amount of available biological information 

in public databases has grown, and in an exponential 

manner. In the light of this growth, scientists’ data analysis 

requirements have rapidly changed. We developed a 

computer software capable of capturing and summarizing 

information about a gene set from public databases.“Gene 

Collector v.1.1” is a bilingual data mining tool to aid in 

biomedical researches and also useful for educational uses. 

Using NCBI and Ensembl IDs as input, it is capable of 

gathering information on nomenclature (official symbol, 

aliases and full name), species, location (band, coordinates 

and strand), number of alternative transcripts and gene 

product type. The data set can be downloaded as a 

spreadsheet or as a local database. Some obtained 

parameters are summarized in a simple report. Using the 

program’s output, further analyses can be performed 

aiming to answer specific biological questions, making 

useful links with other bioinformatic tools.  

 

 

Keywords: genetic data collection, bilingual data mining, 

biological database searches. 
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1    Introduction 
 

Wet-lab geneticists, molecular biologists, biomedical 

scientists and other life science researchers are producing 

and dealing with ever increasing volumes of genetic data. 

The amount of available biological information in public 

databases has grown, and in an exponential manner. In the 

light of this growth, scientists’ data analysis requirements 

have rapidly changed in the last decades. In the current 

“omics” era, scientists that study molecular biology, disease 

mechanisms, medical genetics, structural biology and 

population genetics, among other areas, have found the 

need to comprehend basic bioinformatics, focusing in 

resources and tools directed towards their needs [1]. 

Biological databases, such as NCBI gene [2] and 

Ensembl Genome Browser [3], offer access to a huge 

amount of information about genes, transcripts and their 

products, encompassing sequence, location, structural and 

functional data. With the advances in science, approaches 

that deal with large amounts of information, such as data 

mining and statistical methods, are now seen as 

complementary procedures [4]. Data mining can be defined 

as a process that handles large quantities of information, 

selecting, exploring and modeling data in search for 

regularities or relations in large data sets. The process 

envisages providing comprehensible and useful information 

for the user [5].  

Information processing and data mining tools have, 

therefore, become key components in modern biomedical 

research, especially in genetics and protein biology [4, 6]. 

A great number of bioinformatics tools have been 

developed in the past few years, in order to address a wide 

variety of biological research problems. The current 

scenario for the use of tools for data mining includes the 

search and processing of biological information. This field 

includes the discovery and accumulation of information, 

such as IDs, aliases, official name, location, and genetic 

description parameters in general. "Gene Collector" is being 

presented as a new approach for collection and utilization 

of basic genetic data in a local database. 

Even simple molecular biology projects, nowadays, 

tend to study a gene set rather than a single gene. As is well 

known that database searches can be time-consuming, 

especially when dealing with a large number of genes, our 

multi-disciplinary group aimed to develop a user-friendly 

tool for data mining basic genetic information on large gene 

sets. Our main objective was the development of a user 

friendly software capable of capturing and summarizing 

information about a gene set from the NCBI Gene database 

and Ensembl Genome Browser through a bilingual 

interface.  
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2    Methods 
 

Parsing, a syntactic analysis of HTML pages which 

transforms text into a binary tree, was used in order to 

create the data structure using the API JSoup, a Java 

library for the extraction and manipulation of HTML 

(http://jsoup.org). Afterwards, it was possible to access 

the tags and save the information in the program’s 

variables.  

Using this approach, the Gene Collector software 

was created in Java language, as shown in the pipeline in 

Figure 1. Gene Collector is capable of finding, extracting 

and classifying genetic information of interest from NCBI 

Gene (http://www.ncbi.nlm.nih.gov/gene/) [2] and 

Ensembl Genome Browser (http://www.ensembl.org/) [3].  

It is possible to input a list of genes for the software 

to download data, and after data collection it brings the 

option of saving the spreadsheet as an “.xlms” file. 

Another function that Gene Collector brings is to allow 

that the gathered data on the gene set is saved in a local 

database, which, in turn, allows for searches and manual 

alterations. After collecting all the information, modest 

data mining approaches were performed, creating the 

“Gene Set Summary” section, bringing a summary of the 

collected data.  

In order to evaluate the efficacy of the searches, as a 

quality control measure, we used a comparative method. 

After performing searches on a gene set both manually and 

using the program, we compared the table produced by 

Gene Collector with a data set (with 1000 genes) previously 

manually characterized by our group (through exhaustive 

DB searches), revealing the percentage of correctly and 

incorrectly filled cells. Data mining procedures (the gene 

set summary) revealing aspects of the data set such as 

number of genes per gene type, division of gene set by 

organisms, as well as chromosome distribution were also 

evaluated by comparative methods.  

Additionally, to characterize some biological aspects 

of gene sets, the program output data was further evaluated 

with other bioinformatic online tools, using 13 correlated 

genes for this purpose (cholesterol transporter activity - 

GO:0017127).  Another set of 622 genes was used for 

evaluation of the output data with co-localization and gene 

synteny analyses. 

 
Figure 1. Program development pipeline of the “Gene Collector” software. 

 

 

 

 

 

 

 

 

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 31

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America

http://www.ncbi.nlm.nih.gov/gene/
http://www.ensembl.org/


3    Results and discussion  
 

In the post-genomic era, the data explosion that is 

allowing for huge scientific progress is also threatening to 

drown scientists with ever increasing amounts of 

information [7]. Bioinformatics and Genomic approaches 

are helping in the understanding of biological systems 

with the development of computational tools that aim to 

solve biomedical problems [8]. Thousands of 

bioinformatics tools have already been developed, for a 

wide variety of biomedical research ends. However, there 

are still some questions that can only be solved through 

specific tools for the biomedical researcher. 

Gene Collector is a bilingual data mining computer 

software capable of capturing and summarizing information 

about a gene set from the National Center for 

Biotechnology Information Gene database and 

Ensembl Genome Browser. Using NCBI and Ensembl IDs 

as input, the created algorithm is capable of gathering 

information on nomenclature (official symbol, aliases and 

full name), species, location (band, coordinates and strand), 

number of alternative transcripts and gene product type.The 

resulting data set can be downloaded as a spreadsheet or as 

a local database. Gene Collector’s user friendly data 

gathering interface can be seen in Figure 2. The program is 

capable of showing some parameters of gene nomenclature 

and identification (such as official symbol, gene IDs, 

aliases, official full name, description, name, synonyms).  

One of the most common difficulties found by 

molecular biology researchers is the ambiguity in gene 

nomenclature (aliases). Scientific literature searches require 

text mining methods that are able to recognize the same 

gene in different databases, occurring when these aliases 

are not associated with the same subset of documents. 

These problems involve a) different names associated with 

the same gene, and b) one name associated with multiple 

genes or even with non-gene meanings [9]. 

The interface of the Gene Collector database is shown 

in Figure 3. This is a reasonably simple visualization of   

the results obtained by the search and allows to save the 

effected changes and generate a useful spreadsheet. The 

generated local database facilitates data maintenance and 

review.  

The evaluation of the software involved a comparison 

with a manually filled spreadsheet produced from data 

collected from 77 papers. We used a set of 1000 genes 

obtained from the literature which showed genes expressed 

in human skeletal muscle. This evaluation of the current 

version of the software revealed that our newly developed 

software was reasonably efficient in the data gathering 

stage. The efficiency in this stage of the process must 

improve in latter versions of the program. The previously 

characterized gene set comprising 1000 genes was 

investigated using the newly developed tool. A significant 

proportion of genes (183 genes, 18.3% of the searched gene 

set) were not found by the program. Of the remaining 817 

genes, we found, through comparisons between the 

manually filled table with the generated spreadsheet, that 

96.0% of the automatically collected information matched 

data in the manually filled spreadsheet, with some columns 

being filled more accurately than others, as shown in figure 

4. The number of transcripts and gene type columns, for 

example, were filled 99.9% correctly, whereas the aliases 

information was only identical for 74.7% of the genes. 

 

 
Figure 2. Gene Collector’s user friendly interface.
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Figure 3. Local database generated by the Gene Collector software. 

 

 

 
Figure 4. Data gathering quality control. Shown in black are the percentages of correctly collected data, while in grey are 

the percentages of incorrectly filled data. 

 

 

The data summary report (“Gene Set Summary”) was 

limited to a few parameters, such as number of genes per 

gene type, division of gene set by organisms, as well as 

chromosome distribution of the studied gene set. This is a 

simple but significant output which aims to summarize the 

collected data.  

 

3.1. Further biological evaluations from Gene Collector 

v.1.1 output 

 

One of the challenges of physiology nowadays arise 

from conducting large-scale analyses of the transcriptome 

of a tissue and the large scale of the data sets. Comparative 

studies of transcriptomes from different tissues or life 

stages from an organism allow for inferences of spatial or 

temporal regulation of gene expression, which may hold 

some additional clues to the complexity of biological 

systems.  

Acquiring and understanding experimental data is the 

first step to turn large datasets useful and understandable in 

the search for biological patterns. The dry-lab must be 

accessible and comprehensible for small and large volumes 

of biological data. It is necessary to: a) define the questions 

to be made to the dataset; b) produce inferences concerning 
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biological responses and c) understand the inferences 

obtained. The biological question that led to the production 

of Gene Collector involved the need to obtain information 

on genes obtained by various proposals. Large datasets 

obtained by the use of microarray or RNA-Seq are now a 

reality for the biomedical researcher [11]. 

Some examples in biological, biomedical and 

physiological research are questions like: what are the 

metabolic pathways involved in the differentially expressed 

genes in a metabolic pathway? These differentially 

expressed genes are located in specific groups, jointly 

regulated? What are the connections and interactions 

between these genes? What is the location of these genes on 

chromosomes? 

From the generated output it was possible to further 

evaluate the studied gene set and answer specific biological 

questions, as exemplified in figure 5. Two of the most 

relevant questions to physiology are a) ontology structure 

and b) chromosomal co-localization of genes and synteny. 

The bioinformatic tools used to perform in-depth gene set 

analyses were Gene ontology [12], Genemania [13], 

Enrichnet [14], Kerfufle [15] and Idiographica [16]. The 

results were satisfactory taking into account the objectives 

of the software. The sorting and organizing of data for later 

analysis in a user friendly manner is one of the desires of 

wet-lab professionals. Future requirements may occur with 

the advent of new bioinformatics tools.  

An set of 13 genes linked to cholesterol transporter 

activity (GO:0017127) was used to present the possible 

biological uses of Gene Collector’s output (figure 5). 

Cholesterol is the principal sterol of vertebrates and the 

precursor of many steroids, including bile acids and steroid 

hormones. The cholesterol transporter activity enables the 

directed movement of cholesterol into, out of or within a 

cell, or between cells [17]. The software produced a local 

database and a spreadsheet, in which the data organization 

enabled a comparative study of genes and a starting point 

for further assessments using other available tools, such as 

Gene Ontology, Genemania and Enrichnet [12, 13, 14]. 

Shared or conserved synteny describes preserved co-

localization of genes on chromosomes which can reveal 

coregulation in genomic assembly or regulation clusters 

[18]. Using the software’s output table on a sample gene set 

it was possible to obtain both the chromosome location 

depicted in the graphic idiogram format [16] and 

information on gene co-localization, which may be 

connected to genetic co-regulation [15].  

 

3.2. Educational uses of Gene Collector v.1.1 

 

English is the universal language in all fields of 

science and technology. Scientific language for molecular 

genetics is an extensive vocabulary to learn [19]. For non-

English speaking countries such as Brazil, this is a 

continuous challenge for undergraduate students in 

biological and technical areas. Using the language in which 

the students feel most comfortable could benefit, especially 

when teaching bioinformatic approaches.  

 

 

 
 

Figure 5 – Some examples of user latter from the output of the Gene Collector v.1.1. 
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Gene Collector can be used as an educational tool for 

undergraduate students, with a bilingual interface, with the 

option to choose the parameters, as well as the tutorials, in 

English and Brazilian Portuguese. Since the searched 

databases are in English, the returned data will still be in 

English, although the column header will be shown in the 

chosen language, facilitating the comprehension. 

Considering curricular issues, courses in biological, 

biomedical, health and correlated sciences could be 

improved with bioinformatics practical classes [20]. 

Bypassing the language barrier with this new tool can ease 

this process. 

Gene Collector is currently undergoing registration 

process and will be made freely available for download at 

Laboratory of Biochemistry and Genetic Expression 

(ISCB/UECE – Fortaleza/CE - Brazil) web page at 

http://www.uece.br/cmacf/index.php/salas-e-

laboratorios/274. 

 

 

4  Concluding remarks and future 

developments 
 

As far as we know, Gene Collector v1.1 is relatively 

unique and partially solves some problems concerning the 

organization and visualization of data from important 

databases. Some improvements are still needed, especially 

in the efficiency of gene recognition. After inputting 

Entrez and Ensembl gene IDs, Gene Collector is capable 

of gathering and summarizing information about 

nomenclature, species, location, alternative transcripts and 

gene product type.  These are questions concerning the 

various gene expression laboratories among others 

demands. 

In future versions of the program we aim to improve 

the efficiency in gene recognition, as well as include more 

data to be collected. Our challenges include obtaining 

more relevant information and reducing error percentages. 

Future versions may also include links with exemplified 

bioinformatics tools. 
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ABSTRACT	 	‐	 	In	the	genomic	data‐mining	era	
of	genetics	and	bioinformatics,	a	frequent	task	
is	 the	 exploration	 of	 new	 and	 (or)	
unannotated	 double‐stranded	 DNA	 (dsDNA)	
sequence	data	 for	the	occurrence	of	protein‐
coding	 regions.	 The	 characteristic	
expectation	 is	 that	 five	 of	 the	 six	 possible	
three‐letter	 reading	 frames	 for	 amino	 acids	
will	be	“closed”	by	one	or	more	“stop”	triplets	
in	the	Genetic	Code:	the	sixth	will	be	an	“Open	
Reading	 Frame”	 (ORF)	without	 “stops”	 that	
specifies	 a	 polypeptide	 sequence.	 The	 same	
constraint,	 which	 we	 designate	 the	 “5&1”	
condition,	 occurs	 in	 short	 dsDNA	 exemplars	
(ca.	 15	 ≤	 L	 ≤	 25	 bp)	 used	 in	 genetic	 and	
bioinformatic	 education.	 We	 describe	 an	
algorithmic	and	computational	evaluation	of	
“Carr’s	Conjecture,”	 that	no	dsDNA	sequence	
of	L~10	or	 less	exists	that	satisfies	the	“5&1”	
condition.	We	show	there	are	no	solutions	for	
L	≤	10,	96	 for	L=11,	and	 that	 the	number	of	
solutions	 thereafter	 increases	 exponentially	
towards	the	upper	bound	4L.	Enumeration	 is	
practically	limited	by	CPU	time	beyond	L=25.	
We	describe	implementation	of	the	algorithm	
as	 a	 web	 application	 that	 generates	
appropriately	 constrained	 dsDNA	 exemplars	
of	 length	 L	 ≤	 100	 bp,	 and	 their	 pedagogic	
utility	and	application.			

	
Keywords:	DNA,	mRNA,	Genetic	Code,	stop	
codons,	Open	Reading	Frames,	data	mining,	
webapps	in	genetics	and	bioinformatics	
	

1				Introduction	
	

The	 “cracking”	 of	 the	 Genetic	 Code	 by	
means	of	a	rapid	series	of	experiments	and	
logical	 inferences	 is	 arguably	 the	 first	
instance	 of	 a	 “big	 science”	 approach	 in	 the	
history	of	molecular	genetics	[1].	Theoretical	
considerations	 had	 already	 indicated	 that	
any	nucleic	acid	code	words	must	comprise	
a	 minimum	 of	 three	 letters	 [2].	 After	
demonstration	 in	 1961	 that	 an	 artificial	
poly‐U	 RNA	 template	 directs	 incorporation	
of	the	amino	acid	proline	into	a	polypeptide,	
and	 thus	 that	UUU	was	 the	 “code”	 for	PRO,	
Marshall	 Nirenberg’s	 lab	 had	 by	 1963	
deduced	 an	 incomplete	 “dictionary”	 of	 50	
three‐letter	 “code	 words”	 [3],	 and	 a	
substantially	complete	Genetic	Code	table	by	
1965	 [4]	 (Fig.	 1).	The	 iconic	4x4x4	 table	 is	
now	a	standard	feature	of	biology	textbooks,	
and	has	been	incorporated	as	a	fundamental	
feature	 of	 bioinformatic	 computational	
schemes.		

	
We	 consider	 here	 properties	 of	 short	

segments	of	Genetic	Code	that	are	of	interest	
both	 theoretically	 as	 an	 unexplored	
computational	challenge,	and	practically,	as	
a	 pedagogic	 challenge	 for	 students	 and	
instructors.	Taken	together,	solution	of	these	
challenges	 at	 the	 intersection	 of	
computational	 and	 biological	 science	
provides	 reciprocal	 illumination	 to	 each	 as	
an	 example	 of	 biological	 computation	 in	
2014.	
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2 Molecular	 genetic	 and	 bioinformatic	

considerations	
	

2.1	Molecular	genetics	of	DNA		RNA		
Protein	

Deoxyribonucleic	 Acid	 (DNA)	 is	
famously	 a	 double‐stranded	 molecule	
(dsDNA)	 that	 comprises	 two	 polymeric	
sequences	of	four	bases	(A,	C,	G,	and	T)	in	an	
aperiodic	 order	 that	 conveys	
bioinformation.	 The	 two	 strands	 are	
arranged	 in	 anti‐parallel	 5’3’	 directions	
that	 are	 implicit	 in	 the	 deoxyribose	
component.	The	strands	are	held	together	by	
non‐covalent	 hydrogen	 bonds	 between	
paired	A	+	T	or	C	+	G	“base	pairs”.		The	anti‐
parallel	arrangement	and	base	pairing	rules	
ensures	 that	 the	 alternative	 strands	 are	
complementary	 to	 each	 other.	 	 This	
relationship	 is	 the	 basis	 of	 DNA	 as	 a	 self‐
replicating	molecule.	
	

One	 DNA	 strand,	 designated	 the	
template	 strand,	 serves	 as	 a	 template	 for	
5’3’	 synthesis	 (transcription)	 of	 a	

complementary	 messenger	 RNA	 (mRNA)	
molecule,	 where	 RNA	 differs	 from	 DNA	 in	
being	single‐stranded	and	substituting	base	
U	for	T.	The	mRNA	molecule	is	translated	in	
the	 5’3’	 direction	 into	 a	 polymer	
comprising	 a	 sequence	 of	 amino	 acids	 (a	
“polypeptide”),	according	to	a	Genetic	Code	
(Fig.	1).	In	the	Code,	each	of	the	64	possible	
three‐letter	base	sequences	(“codons”)	read	
5’3’	 specifies	 a	 particular	 amino	 acid,	
except	 that	 three	 codons	 (UAA,	 UAG,	 and	
UGA)	 do	 not	 specify	 any	 amino	 acid,	 and	
therefore	 serve	 as	 terminators	 (“stops”)	 to	
polypeptide	 synthesis.	 A	 common	 Genetic	
Code	is	universal	for	the	nuclear	genomes	of	
all	organisms.	

	
2.2	Bioinformatic	data‐mining	

Because	 the	 mRNA	 sequence	 is	
complementary	to	that	of	the	DNA	template	
strand,	 it	 necessarily	 has	 the	 same	 base	
sequence	in	the	same	5’3’	direction	as	the	
DNA	strand	complementary	to	the	template	
strand,	except	for	the	substitution	of	U	for	T.	
This	 DNA	 strand,	 designated	 the	 “sense”	
strand,	 may	 therefore	 be	 “read”	 directly	
from	the	Genetic	Code	table,	substituting	“T”	
for	 “U”.	 As	 a	 bioinformatic	 process,	 it	 is	
straightforward	 to	 read	 the	 polypeptide	
sequence	 directly	 from	 the	 DNA	 sense	
strand,	without	 the	 intermediate	molecular	
steps	of	mRNA	transcription	and	subsequent	
translation	via	tRNA	(see	below).		

	
Any	 dsDNA	 molecule	 may	 be	 read	

from	six	potential	starting	points,	designated	
“reading	frames.”	Reading	frames	are	three‐
base	windows	that	commence	at	the	1st,	2nd,	
or	 3rd	 base	 from	 the	 5’	 end	 of	 one	 strand,	
after	which	each	frame	repeats,	or	from	the	
5’	 end	 of	 the	 other	 strand	 starting	 at	 the	
opposite	 end	 of	 the	 molecule.	 Full‐length	
DNA	sequences	of	several	hundred	to	more	
than	 a	 thousand	 bases	 that	 specify	 protein	
sequences	hundreds	of	amino	acids	long	are	
expected	 to	 show	 that	 only	 one	 of	 these	

Figure	1:	The	Genetic	Code,	1965
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reading	 frames	 is	 an	 “open”	 reading	 frame	
(ORF),	that	is,	that	it	does	not	include	a	“stop”	
triplet	 over	 the	 required	 length	 of	 the	
polypeptide.	 [By	 definition,	 “codons”	 occur	
only	 in	 mRNA:	 the	 equivalent	 three‐letter	
sequences	 in	 the	DNA	sense	strand	may	be	
designated	 “triplets”].	 As	 three	 out	 of	 64	
triplets	are	stops,	the	five	alternative	reading	
frames	 are	 expected	 to	 include	 multiple	
random	 stops	 at	 expected	 intervals	 of	~20	
triplets:	the	first	occurrence	of	a	stop	closes	
the	 reading	 frame.	 Commercial	 DNA	
software	performs	this	process	as	a	matter	of	
routine,	either	from	novel	data	or	data	mined	
from	 resources	 such	 as	 GenBank	 (e.g.,	
Sequencher:	Gene	Codes,	Ann	Arbor	MI).	The	
sequence	data	are	depicted	one	strand	at	a	
time,	 in	 a	 conventional	 left‐to‐right,	 5’3’	
screen	or	text	presentation	with	the	inferred	
polypeptide	 sequences	 of	 one,	 two,	 or	 all	
three	 reading	 frames.	 The	 software	 must	
also	 be	 able	 to	 re‐orient	 the	 data	 “upside	
down	 and	 backward”	 as	 a	 reverse	
complement	 simulacrum	 of	 the	
complementary	strand	in	order	to	maintain	
this	convention.	
	
2.3.	 Pedagogic	 considerations:	 “Carr’s	
Conjecture”	

Introduction	 to	 the	 theory	 of	 data	
mining	 for	 ORFs	 typically	 begins	 with	 the	
propounding	of	a	short	dsDNA	sequence	of	
length	 L=15~25	 base	 pairs.	 The	 exemplar	
sequence	 is	 constructed	 such	 that	 five	
reading	 frames	 are	 closed	 and	 only	 one	 is	
open	 (the	 “5&1”	 condition).	 The	 task	 for	
students	is	to	identify	the	ORF	and	infer	the	
correct	 polypeptide	 sequence	 from	 the	
Genetic	Code.	The	challenges	for	instructors	
include	 construction	 of	 exemplars	 from	
scratch,	 where	 placement	 of	 multiple	
mutually	compatible	stop	triplets	in	exactly	
five	reading	frames	over	a	short	distance	is	
non‐trivial.	The	double‐strand	nature	of	the	
DNA	 molecule	 means	 that	 specification	 of	
letters	 in	 one	 strand	 to	 create	 stops	 and	

ORFs	mandates	 complementary	 changes	 in	
the	other	that	may	unintentionally	create	or	
destroy	stop	triplets	and	(or)	ORFs.	

		
The	senior	author	therefore	asked	the	

second	author	for	a	computational	algorithm	
that	would	provide	exemplars	that	satisfied	
the	 “5&1”	 condition,	 and	 evaluate	 “Carr’s	
Conjecture.”	By	inspection,	no	solution	to	the	
“5&1”	condition	exists	for	L=5,	which	is	the	
minimum‐length	dsDNA	with	 three	 (single‐
triplet,	single	amino	acid)	reading	frames	on	
either	 strand.	 Then,	 there	 must	 exist	 an	
upper	limit	to	L	for	which	no	solution	exists,	
noting	that	exemplars	of	L=15	are	common	
in	teaching,	and	that	for	L=11	there	are	three	
(triple‐triplet,	or	tri‐peptide)	reading	frames	
on	either	strand.	 	
	
3 Algorithmic	 &	 programming	

considerations	
	
A	 practical	 algorithmic	 generator	 of	

ORF	 exemplars	must	 be	 able	 to	 access	 the	
entire	space	of	dsDNA	sequences	that	satisfy	
the	“5&1”	condition	for	a	specified	L,	sample	
that	 space	 in	 an	 at	 least	 approximately	
random	manner,	and	be	efficient	in	terms	of	
both	 CPU	 runtime	 and	 required	 memory	
space.		

	
As	with	a	hand	calculation,	 the	most	

direct	 computational	 method	 would	 be	 to	
first	generate	all	possible	DNA	sequences	of	
length	 L,	 and	 then	 sample	 randomly	 from	

this	 generated	 set.	 Given	 4L	 possible	
sequences,	 this	 remains	 computationally	
impracticable	 in	 terms	of	memory	and	(or)	
runtime.	Even	 if	 such	a	process	were	made	
more	 space‐efficient	 by	 implementing	
enumeration	 in	 a	 recursive	 process	 that	
terminates	 as	 soon	 as	 an	 ORF	 exemplar	 is	
found,	on	inspection	the	small	proportion	of	

ORF	 exemplars	 relative	 to	4L	 suggests	 that	
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the	 time	 required	 to	 encounter	 such	 a	
sequence	would	be	prohibitive.	

Instead,	we	developed	a	method	that	
invokes	 a	 two‐level	 recursive	 search	 that	
first	 generates	 a	 dsDNA	 “skeleton”	 with	 at	
least	one	stop	codon	in	each	of	five	frames,	
and	 then	 completes	 the	 remainder	 of	 the	
dsDNA	sequence	by	adding	bases	at	random	
to	 the	 skeleton	 so	 as	 to	 produce	 an	 ORF	
exemplar	 in	 which	 the	 “5&1”	 condition	 is	
maintained,	 i.e.,	 the	 sixth	 frame	 remains	
open.	 The	 two	 levels	 of	 this	 search	 are	
described	 in	 the	 algorithms	
GenerateSkeleton	 and	 CompleteSequence,	
respectively,	 for	 which	 pseudo‐code	 are	
given	 in	 Fig.	 2.	 As	 required,	 access	 to	 the	
entire	space	of	dsDNA	sequences	satisfying	
the	 "5&1"	 condition	 for	 a	 specified	 L	 is	
complete	 and	 random	 by	 virtue	 of	 the	
randomization	of	the	lists	of	stop	triplets	and	
stop	 triplet	 positions	 at	 each	 stage	 of	 the	

recursion	 in	 GenerateSkeleton	 and	 the	
randomization	of	the	DNA	base	to	be	added	
to	 the	skeleton	completion	at	each	stage	of	
the	recursion	in	CompleteSequence.	The	ORF	
exemplars	 are	 then	 produced	 by	
GenerateRandomORF.	Note	that	these	are	not	
fully	 random,	 as	 certain	 sequences	may	 be	
generated	 multiple	 times	 through	
appropriate	completions	relative	to	different	
skeletons,	 and	 will	 hence	 be	 over‐
represented	in	the	sampled	sequence	space.	
They	 are,	 however,	 sufficiently	 random	 for	
heuristic	 purposes.	 The	 algorithms	 were	
implemented	 in	 the	 Python	 2.7	
programming	language.	
	
4 Mathematical	considerations	

	
We	 would	 like	 to	 derive	 an	 accurate	

estimate	 of	 the	 total	 number	 of	 ORF	
exemplars	of	 length	L	(NORFL),	and	(or)	an	
efficient	enumeration	of	that	number.	

	
The	upper	bound	on	NORFL	is	simply	

4L,	the	total	number	of	sequences	of	length	L.	
To	 derive	 a	 lower	 bound,	 we	 note	 that	 a	
subset	 of	 the	 ORF	 exemplars	 for	 any	 L>10	
must	include	the	ORF	examples	for	L=11	(96:	
see	Fig.	4),	supplemented	by	a	completion	of	
the	open	frame	that	does	not	contain	any	of	
the	three	stop	triplets.	There	are	of	course	61	
such	completions.	Note	that	it	is	immaterial	
for	 present	 purposes	 if	 such	 a	 completion	
generates	 additional	 stop	 codons	 in	 the	
closed	 reading	 frames.	 The	 size	 of	 this	
subset,	which	sets	a	lower	bound	on	NORFL,	
is 

	
     = 96 * 61{((L - 11)/3) - 1)} 

= 26.585 * (2(5.93){((L - 11)/3) - 1)} 
= 2{(5.93 * (((L - 11)/3) - 1)) + 6.585} 
= 2{((1.976 * ((L - 11)) - 5.93) + 6.585} 
= 2(1.976L - 21.08) 

     (1) 

function GenerateSkeleton(S, ORFNum, rfn) 
  if rfn == 7 then 
    return CompleteSequence(ORFNum, S) 
  elif rfn == ORFNum 
    return GenerateSkeleton(S, ORFNum, rfn + 1) 
  else 
    res = Null 
    for (pos, stopCodon) pair in a randomization of the 
        list of all possible such pairs for reading frame rfn 
        of S do 
      St = place stop codon stopCodon at position pos relative 
           to reading frame rfn of S 
      if that stop placement is possible then 
        res = GenerateSkeleton(St, ORFNum, rfn + 1) 
        if res is not equal to Null then 
          exit for‐loop 
    return res 
 
function CompleteSequence(ORFNum, S) 
  if S has no more unfilled bases then 
    return S 
  else 
    res = Null 
    pos = position of unfilled base in S 
    for base in randomization of list ["A", "G", "C", "T"] do 
      St = S 
      St[pos] = base 
      if the number of stops in open reading frame of St equals 0 then 
        res = CompleteSequence(ORFNum, St) 
        if res is not equal to Null then 
          exit for‐loop 
    return res 
 
function generateRandomORF(seqLen) 
  let S be a sequence of length seqLen of unfilled bases 
  ORFNum = random selection from reading‐frame numbers 1 .. 6 
  return GenerateSkeleton(S, ORFNum, 1) 

Figure	2:	Pseudocode	for	the	two‐part	recursive
search	algorithm	
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The	 lower	 bound	 thus	 increases	
exponentially	in	L,	which	validates	our	use	of	
a	smart	random	ORF	generator	as	described,	
rather	 than	a	naive	all‐strings	random	ORF	
generator.	 The	 recursive	 search	 algorithm,	
modified	 to	 an	 all‐exemplars	 search	 that	
stores	 results	 and	 removes	 duplicate	
exemplars	 prior	 to	 enumeration,	 would	
therefore	 be	 expected	 to	 succumb	 to	
memory	 limitations.	 Alternatively,	 an	
exhaustive	 “brute	 force”	 algorithm	 that	
enumerates	exemplars	as	they	arise,	without	
storing	them,	would	be	expected	to	succumb	
to	CPU	limitations,	even	when	optimized	to	
run	on	multiple	machines.	We	implemented	
both	alternative	algorithms.		
	
5 Results	
	
5.1	 Behavior	 of	 search	 algorithms	 with	
respect	to	L	
	

The	 recursive	 and	 exhaustive	
algorithms	 show	 that	 there	 are	 in	 fact	 no	
solutions	 for	 L	 =	 5~10,	 and	 96	 for	 L=11.	
Enumerations	 from	the	 two	methods	agree	
for	 11≤L≤19,	 at	 which	 point	 the	 recursive	
algorithm	succumbs	to	memory	limitations.	
For	 L<22,	 CPU	 usage	 for	 the	 exhaustive	
algorithm	was	measured	 on	 a	 single	 quad‐
core	PC.	For	L≥22,	CPU	usage	was	measured	
over	 a	 network	 of	 such	 machines,	 and	 by	
L=25	 exact	 CPU	 usage	 is	 obscured	 by	
competing	demands	from	other	users	on	the	
same	 network.	 Calculation	 of	 NORFL	 for	
L>25	 with	 the	 resources	 available	 to	 us	
would	require	several	days	(Fig.	3).		

	

5.2	Properties	of	NORFL	with	 respect	 to	

4L	

NORFL	 increases	 exponentially,	 and	

appears	 to	 converge	 on	 4L	 (Figs.	 3	 and	 4).	
Although	power	curves	calculated	for	values	
of	 L	 over	 the	 range	 L=19~N	 appear	 to	

provide	 close	 approximations	of	NORFL	up	
to	the	(N‐1)	(r2	>	0.999),	as	in	Fig.	3	all	such	

curves	begin	to	diverge	from	4L	rather	than	
approach	 it,	 and	 all	 perform	 poorly	 as	 a	
posteriori	predictors	for	L	>	(N‐1).		

The	number	of	solutions	for	RFs	1‐3	
are	 symmetrical	 to	 those	 for	 RFs	 4‐6	

respectively	in	all	enumerations	up	to	L=25	
(Fig.	 4).	 All	 RFs	 for	 L=12,	 13,	 and	 14	 can	
encode	tetra‐peptides,	but	L=12	only	for	the	
1st,	L=13	only	the	1st	and	2nd,	and	L=14	for	
all	 three.	 Ordered	 alternatively,	 L=11	 can	
encode	 tri‐peptides	 in	 all	 three	 frames,	
whereas	L=12	encodes	a	tetra‐peptide	only	
in	the	first,	and	L=13	in	the	first	and	second.	
Stated	 formally,	 if	 (L‐2)	 and	 the	number	of	
amino	acids	are	congruent	modulo	3,	equal	
numbers	 of	 amino	 acid	 residues	 are	

Figure	 3:	 Semi‐logarithmic	 plot	 of	 the	
enumerated	number	of	ORF	exemplars	of	length	
(NORFL)	for	L	=	11	~	25	(⦁).	The	power	curve	of	
best	fit	is	NORFL	=	6x10‐31	x	(L)30.659	(dotted	line).	
The	upper	limit	on	NORFL	is	the	total	number	of	
possible	 dsDNA	 sequences	 of	 length	 L,	 4L	 (█).	
Required	CPU	time	for	the	exhaustive	algorithm
is	 given	 in	 seconds	 (⧫);	 CPU	 is	 log‐linear	with	
respect	to	L,	as	CPU	=	0.613(log10	L)	‐	11.736	(r²	
=	0.99978).	
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generated	 in	 the	 polypeptides	 from	 all	
reading	 frames.	 It	 is	 therefore	
counterintuitive	 that	 for	 L=11,14,17	 there	
are	more	ORF	exemplars	 in	RFs	1	&	4,	and	
that	 for	L=12,15,18	and	L	=	13,16,19	 there	
are	more	ORF	exemplars	in	RFs	2	&	5	and	3	
&	6,	 respectively.	We	suspect	 this	 is	due	 to	
irregularities	 in	 strand‐specific	 base	
composition	 imposed	 by	 the	 asymmetric	
base	composition	of	TAA,	TAG,	&	TGA	stops.	

	

Similarly,	 the	 asymmetry	 of	 ORFs	
between	 RFs	 1	 and	 3,	 and	 4	 and	 6,	 is	 also	
unexpected.	 We	 suspect	 that	 this	 is	
influenced	 by	 asymmetries	 in	 the	 stop	
sequences,	such	that	the	[G+C]	content	of	the	
two	DNA	strands	will	differ	from	each	other.	
Although	 bases	 used	 in	 the	 skeleton	
completions	 in	 the	 webapp	 algorithm	 are	
selected	 at	 random,	 the	 fraction	 of	
completions	with	[G+C]	<	0.4	for	the	dsDNA	
fluctuates	over	smaller	values	of	L.		

	
5.2 Web	Application	

A	 webapp	 that	 generates	 dsDNA	
sequence	 exemplars	 that	 satisfy	 the	 “5&1”	
condition	for	L	≤	100	is	available	at	
[http://www.ucs.mun.ca/~donald/orf/biocomp/]	
The	Python	 implementation	was	 converted	
into	a	webapp	with	the	use	of	HTML/CSS	and	
JavaScript	 so	 as	 to	 allow	 the	 random	 ORF	
generator	to	run	as	a	self‐contained,	client‐
side	application	inside	a	web	browser.		Once	
the	 page	 is	 downloaded,	 no	 further	

communication	 with	 a	 web	 server	 is	
necessary.	 	 Although	 the	 web	 application	
does	 not	 require	 a	 separate	 plug‐in,	
JavaScript	 must	 be	 enabled	 in	 the	 web	
browser	used	to	run	the	application.	

	
The	 webapp	 (Fig.	 5)	 displays	 a	 color‐

coded	dsDNA	sequence,	with	the	top	strand	
oriented	left–to‐right	in	the	5’3’	direction,	
and	reading	frames	(RFs)	1‐3	commencing	at	
the	1st,	2nd,	 and	3rd	bases,	 respectively.	The	
lower	DNA	strand	is	oriented	right‐to‐left	in	
the	anti‐parallel,	5’3’	direction,	and	RFs	4‐
6	commence	at	the	1st,	2nd,	and	3rd	read	from	
the	 right.	 The	 ORF	 is	 highlighted.	 The	
conventional	 IUPAC	 single‐letter	
abbreviations	 for	 amino	 acids	 are	 centered	
over	 the	 middle	 base	 of	 the	 triplet;	 stop	
codons	are	indicated	by	asterisks	(*).	

L  RFs 1&4  RFs 2&5  RFs 3&6  Total 

11  48  0  0  96 
12  128  320  128  1,152 
13  1,024  1,024  2,560  9,216
14  20,768  8,912  8,480  76,320 
15  67,072  118,528  69,952  511,104 
16  422,912  410,624  727,808  3,122,688
17  4,330,112  2,707,232  2,605,712  19,286,112 
18  15,141,696  22,959,360  16,147,968  108,498,048 
19  85,099,776  83,415,552  125,783,808  588,598,272
20  654,746,480  480,181,328  467,512,496  3,204,880,60
21  2.386139E+ 3.311441E+0 2.565512E+0 1.652618E+1
22  1.249009E+ 1.235346E+1 1.699009E+1 8.366729E+1
23  8.200810E+ 6.561595E+1 6.438249E+1 4.240131E+1
24  3.058337E+ 4.008699E+1 3.297290E+1 2.072865E+1
25  1.525479E+ 1.518219E+1 1.969322E+1 1.002604E+1

Figure	4:	Distribution	of	ORFs	over	reading	frames

Figure	5:	 Screen	 capture	of	webapp.	 5’3’	ORFs	 in	
frames	1	 (bottom)	and	6	 (top)	 run	 left‐to‐right	 and	
right‐to‐left,	and	encode	polypeptides	N‐IDYLMINL‐C
and	N‐DGLRQIA‐C,	 respectively,	 where	N	 and	C	 are	
the	amino	and	carboxyl	termini,	respectively.	
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6 ORF	 exemplars	 in	 genetic	 and	
bioinformatic	education	 	

	 	
The	standard	“Central	Dogma”	rubric	

for	 extraction	 of	 information	 from	 DNA	
(DNA	makes	 RNA	makes	 Protein)	 requires	
identification	of	a	5’3’	ORF	in	one	strand	of	
a	 dsDNA	 molecule,	 use	 of	 the	 antiparallel,	
complementary	DNA	strand	as	a	template	to	
transcribe	 an	 antiparallel,	 complementary	
5’3’	mRNA,	and	“translation”	of	the	mRNA	
codons	 5’3’	 into	 an	 amino	 acid	
polypeptide,	by	means	of	the	Genetic	Code.	

	
We	 have	 found	 it	 more	 useful	 to	

demonstrate	and	emphasize	the	equivalence	
of	the	DNA	sense	strand	to	the	mRNA,	which	
are	oriented	in	the	same	and	have	identical	
sequences	except	for	substitution	of	U	in	the	
mRNA	 for	 T	 in	 the	 DNA.	 It	 is	 then	 more	
obvious	 that	 the	 polypeptide	 may	 be	
inferred	logically	from	the	DNA	sense	strand,	
with	mental	substitution	of	U	for	T	in	reading	
the	 code	 table.	 This	 is	 of	 course	 the	 same	
logic	used	by	standard	computer	programs	
(e.g.,	 Sequencher)	 to	display	 an	amino	acid	
sequence	aligned	left‐to‐right	from	the	input	
of	 a	 co‐linear,	 single‐stranded	 DNA	
sequence.	The	webapp	presented	here	also	
introduces	 the	 information	 content	 of	 the	
dsDNA	 molecule,	 and	 reinforces	 the	
bioinformatic	 logic	of	data	mining	 in	a	way	
that	the	standard	rubric	does	not.	
	

We	 provide	 a	 more	 complete	
discussion	of	the	pedagogical	applications	of	
the	web	application	in	[5].	The	webapp	may	
also	 be	 a	 useful	 research	 tool.	 We	 are,	 for	
example,	 exploring	 the	 occurrence	 of	
randomly‐generated	 medium‐length	
exemplars	 in	 real‐life	 data	 as	 periodic	
‘punctuation’	 that	 could	 ensure	 that	 closed	
frames	stay	closed.	
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Abstract - In this study, gene expression profile classification 
is done via sparse representation in the random feature Space, 
which is obtained by either random projection or nonlinear 
random mapping used in Extreme learning machine (ELM). 
The numerical experiment shows that sparse representation 
has slightly better performance than ELM. 
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1 Introduction 
  A typical system for gene expression profile 
classification consists of two major components: feature 
selection and classifier. Feature selection is mainly used to 
reduce the dimensionality of feature space. Some methods, 
called gene selection, can also discover gene candidates for 
biological markers [1].  These methods, however, usually are 
data dependent, and may be affected by quality of training 
datasets. Many methods also have been proposed for 
classifier, and an excellent review can be found in [2].  

 Random projection has been served as a general tool for 
dimensionality reduction by projecting original feature vectors 
into reduced random feature space [3-5]. Recently it is also 
used as feature selection for gene profile classification [6].  
 
 The extreme learning machine (ELM) [7], as a 
generalized feed-forward network, is an emerging machine 
learning technique, where classification also takes place in 
random feature space. In ELM, all the weights between input 
nodes and hidden nodes are randomly selected as well as all 
the biases for hidden nodes. As a result, the outputs of all the 
hidden nodes can be treated as vectors in random feature 
space. The main difference between random projection and 
ELM for feature selection lies in the fact that a nonlinear 
function, such as sigmoid, is applied to each hidden node in 
ELM. Hence, the feature selection in ELM can be treated as a 
nonlinear mapping technique. ELM has found successful 
application in gene expression profile classification in [8], 
showing comparable or slightly better performance than 
support vector machines with much reduced computing 
complexity. 

 Compared with traditional feature selection methods, 
both random projection and nonlinear random mapping in 
ELM are data independent and not affected by the quality of 
training datasets. In this study we investigate gene expression 
profile classification in random feature space. We use spare 
representation technique [9-10] for classifier, and compare the 
performance with ELM.  

2 Random feature space 

 Let dR∈x denote a gene expression profile column 
vector with d as the number of genes. Assume the 
dimensionality of the random feature space is m.  

2.1 Radom projection 

 Random projection can be achieved by 
 

                                  Rxx =~                                             (1)              

where x~ mR∈  is the vector in the random feature space, and 

R dmR ×∈ is a random matrix following either standard 
normal distribution or the following Bernoulli distribution 
[11] 
 





−
=

0.5y probabilit with/1

0.5y probabilit with/1
,

m

m
R ji            (2)   

 

2.2 Nonlinear random mapping in ELM 

 The output of a hidden node is given as 
 

                      mibgx iii ⋅⋅⋅=+⋅= ,2,1),(~ xa                 (3) 

where g is the active function for the hidden nodes, 
d

i R∈a is the weight vector between input nodes and the i-th  

hidden node which are selected as a random vector       

following standard normal distribution, and ib is the bias for 

the i-th  hidden node which is generated as a random number 
following the same distribution. 
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3 Classifier 

 Consider a training dataset ( ){ } ,,...,1;, nilii =x   

},2,1{, NlR i
d

i ⋅⋅⋅∈∈x , where ix represents the i-th 

sample, a d-dimensional column vector containing gene 

expression values with d  as the number of genes, and il  is the 

label of the i-th sample with N as the number of categories.  

3.1 Sparse representation 

       Each training sample, ix , and a test sample y are mapped 

to ix~ and y~  in the random feature space by either (1) or (2). 

Thus y~ can be expressed as a linear combination of the entire 

training samples in the random feature space 

{ } ,...,1;~ nii =x  

           nnccc xxxy ~~~~
2211 +⋅⋅⋅++= .                           (3)      

Define a matrix by putting ix~ as the i-th 

column: ]~,~,~[
~

21 nxxxA ⋅⋅⋅= , and a column 

vector T
nccc ],,[ 21 ⋅⋅⋅=c . We can convert (1) into  

    .
~~ cAy =                                                           (4)  

The sparse solution of c can be obtained by solving the 
following l1-regularized least square problem [12] 

   
12

~~
min cycA

c
λ+−                                                 (5) 

where λ > 0 is the regularization parameter, and 

∑=
i ic

1
c is the l1-norm of c. A truncated Newton 

interior-point method (TNIPM) proposed in [12] can be used 
to solve the above optimization problem.     

Let ĉ denote the sparse representation obtained by l1-

regularized least square. Ideally, the nonzero entries in ĉ  are 

associated with the columns in A
~

 corresponding to those 
training samples of the same category as testing sample y~ . 

However, noises may cause the nonzero entries to be linked 
with multiple categories. Simple heuristics, such as assigning 

y~  to the category with the largest entry in ĉ , is not 

dependable. Instead, we define N discriminate functions  

Nkg kk ⋅⋅⋅=−= ,2,1,ˆ~~)~(
2

cAyy                         (6) 

where kĉ is obtained by keeping only those entries in 

ĉ associated with category k, and assigning zeros to other 

entries. Thus kg represents the approximation error when y~  

is assigned to category k, and we can assign y~  to the 

category with the smallest approximation error. Please refer to 
[10] for more details.  

3.2 ELM 

 Each training sample is mapped to jx~  in the random 

feature space by (2). Let iβ ,,...2,1, miRN =∈ denote the 

output weight vector between the i-th hidden node and N 

output nodes, and jt ,,...2,1, njR N =∈ as the j-th target 

vector whose only non-zero element is 1 at the jl -th position. 

Then all the weights between the hidden nodes and the output 
nodes can be obtained by solving  

      THβ =                                             (7) 

where 
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The above linear system can be efficiently solved by using 
Moore-Penrose generalized inverse. Please refer to [7] for 
details.  

4 Numerical experiment 
 Two datasets used in the numerical experiment are 
described below. 
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• Brain_Tumor1 [13]: The dataset comes from a study of 
5 human brain tumor types: medulloblastoma, 
malignant glioma, AT/RT, normal cerebellum, and 
PNET, including 90 samples. Each sample has 5920 
genes. 

• Brain_Tumor2 [14]: There are 4 types of malignant 
glioma in this dataset: classic glioblastomas, classic 
anaplastic oligoden-drogliomas, non-classic 
glioblastomas, and non-classic anaplastic 
oligodendrogliomas. The dataset has 50 samples, and 
the number of genes is 10367. 

 
      Leave-one-out (LOO) cross validation is used to assess 

the performances among ELM, Sparse Representation with 
Gaussian random projection (SR+GRP), Sparse 
Representation with Bernoulli random projection (SR+BRP), 
Sparse Representation with Gaussian nonlinear random 
projection (SR+GNRP), Sparse Representation with Bernoulli 
random projection (SR+BNRP).  

 
         Table 1 shows the number of accurate predictions out of 
90 samples in LOO for Brain_Tumor1 when the 
dimensionality of the random feature space ranges from 100 to 
1000. And Table 2 is for Brain_Tumor1 when the total sample 
is 50. In both cases, the approach based on SR is slightly 
better than ELM, especially when the    dimensionality is 
small. It seems that the performances are very similar between 
random projection and nonlinear random projection. In 
addition, there is no significant difference between two 
distributions 
 

5 Conclusion 
In this study, gene expression profile classification is 

done via sparse representation in the random feature space, 
which is obtained by either random projection or nonlinear 
random mapping used in ELM. The numerical experiment 
shows that sparse representation has slightly better 
performance than ELM.    
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Table 1. LOO results for Brain_Tumor1 
 

 100 200 300 400 500 600 700 800 900 1000 
SR+BRP 80 81 80 81 81 80 81 81 82 82 
SR+GRP 77 80 81 82 83 79 82 81 82 82 

SR+BNRP 79 79 79 81 82 81 81 80 82 81 
SR+GNRP 76 78 77 81 80 81 82 82 80 80 

ELM 28 60 74 71 79 77 79 79 79 79 
 
 
 
 
 
 

Table 2. LOO results for Brain_Tumor2 
 

 100 200 300 400 500 600 700 800 900 1000 
SR+BRP 34 34 34 39 38 38 39 38 38 36 
SR+GRP 37 37 34 37 41 39 37 41 38 35 

SR+BNRP 34 37 38 39 39 40 39 40 40 39 
SR+GNRP 28 32 30 36 37 36 37 39 36 38 

ELM 22 25 32 31 28 33 32 35 37 33 
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Abstract - Sequence alignment plays an important role in 

bioinformatics. There are two types of sequence alignment, 

global and local alignment. Needleman-Wunsch algorithm is 

the most famous example of global alignment. It is based on 

sequential computing so it has a problem of being slow. In this 

paper we present a new global alignment algorithm that can 

be implemented using parallel computing (such as grid 

computing) rather than sequential computing. The grid 

computing-based sequence alignment has the advantage of 

being as fast as heuristic algorithms and as sensitive as 

dynamic programming algorithms. We also present a 

comparative study between our approach and Needleman-

Wunsch algorithm according to time and spaces complexity. 

Keywords: Sequence Alignment, Dynamic Programming, 

Grid Computing  

 

1 Introduction 

  Sequence alignment is used to detect the functional, 

structural, or evolutionary similarities between two DNA, 

RNA, or protein sequences [1]. Detection of similarities in 

viruses and bacterium can help scientists find treatments for 

diseases.  

There are several methods that have been implemented to 

solve the sequence alignment problem. The sequence 

alignment methods are either global or local. Global 

alignment conducts an end to end alignment between the 

query sequence and the subject sequence and is used to 

compare homologous genes, while local alignment aligns a 

substring (or the whole string) of the query sequence to a 

substring (or the whole string) of the subject sequence and is 

used to discover homologous portions in non-homologous 

genes. 

 Needleman-Wunsch algorithm [2] is the most famous 

example of global alignment. This algorithm is based on 

dynamic programming, it gives accurate results, however it is 

time consuming. Smith-Waterman algorithm [3] is another 

dynamic programming algorithm which is very similar to 

Needleman-Wunsch algorithm, however, it is used for local 

alignment. Other examples of local alignment algorithms are 

FASTA [4] and BLAST [5] which are heuristic-based 

pairwise local aligner. Heuristic methods are much faster than 

dynamic programming methods, however they are less 

sensitive. 

In this paper we present a pairwise aligner algorithm that 

aims at obtaining as accurate results as Needleman-Wunsch 

and Smith-Waterman algorithms and is as fast as FASTA and 

BLAST. Unlike Needleman-Wunsch algorithm which is 

sequential in nature, we present an algorithm that can be 

implemented using grid computing and hence it overcomes 

the time consumption problem of dynamic programming 

methods. 

In section 2, we briefly describe the Needleman-Wunsch 

algorithm. In section 3, we introduce the concept of grid 

computing. In section 4, we present the proposed grid 

computing-based sequence alignment algorithm. In section 5, 

we discuss the results of applying our approach and present a 

comparative study between this approach and the traditional 

Needleman-Wunsch algorithm. Finally in section 6, we 

conclude this work.  

2 Global alignment using Needleman-

Wunsch algorithm 

 Needleman-Wunsch algorithm (also called optimal 

matching algorithm) is a dynamic programming algorithm 

that is used to align globally two Protein sequences. Let 

     be a sequence of residues (symbols) with length   and 

     be a sequence of residues with length  , then the 

algorithm constructs a two dimensional matrix   of 

dimension            . We denote the entry of row   

and column   as    , where     is calculated according to 

the scoring matrix [6-10] and the gap penalty scheme. Here,   

denotes the scoring matrix,        denotes the similarity score 

between the residue of index   in      and the residue of 

index   in     , and   denotes the gap penalty. The elements 

    are calculated as follows 

                  (1) 

                  (2) 

       {

                  

         

         

  (3) 
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To calculate the elements     where           
 , the elements            ,        ,         (source 

elements) must exist and hence the algorithm is executed 

sequentially. After the calculation of all elements    , the 

algorithm starts from the bottom right element       and 

traces back the elements     which leaded to this score. Let 

        be the residue of index   in      and         
be the residue of index   in     . If the source element 

equals to             the residue         is aligned to 

       , if the source element equals to         the residue 

        is aligned with gap, if the source element equals to 

        the residue         is aligned with gap. Fig. 1 

shows the pseudo code of Needleman-Wunsch algorithm, the 

inputs of this algorithm are      and     , and the outputs 

are the aligned sequences        and       . 

Needleman-Wunsch algorithm 

Input: SEQ1, SEQ2 

for i=0 to length(SEQ1) 

      ← d*i 

for j=0 to length(SEQ2) 

      ← d*j 

for i=1 to length(SEQ1) 

  for j=1 to length(SEQ2) 

  { 

    Match ←             +        
    Delete ←         + d 

    Insert ←         + d 

        ← max(Match, Insert, Delete) 

  } 

A_SEQ1 ← "" 

A_SEQ2 ← "" 

i ← length(SEQ1) 

j ← length(SEQ2) 

while (i > 0 or j > 0) 

{ 

If(i>0 and j>0 and                  
      )   
  { 

    A_SEQ1 ← SEQ1(i) + A_SEQ1 

    A_SEQ2 ← SEQ2(j) + A_SEQ2 

    i ← i - 1 

    j ← j - 1 

  } 

  elseif(i>0 and    ==       +d) 

  { 

    A_SEQ1 ← SEQ1(i) + A_SEQ1 

    A_SEQ2 ← "-" + A_SEQ2 

    i ← i - 1 

  } 

  else (j>0 and    ==         ) 
  { 

    A_SEQ1 ← "-" + A_SEQ1 

    A_SEQ2 ← SEQ2(j) + A_SEQ2 

    j ← j - 1 

  } 

} 

Output: A_SEQ1, A_SEQ2 

Figure 1: Needleman-Wunsch algorithm. 

 

3 Grid computing 

 Grid computing is software and hardware structure that 

provides high computing capabilities by sharing distributed 

resources like computers, storage space, and software 

applications [11]. The resources of grid computing structure 

must be scheduled [12]. The scheduling process has three 

stages: resources discovery, resource selection, and job 

submission [13]. 

Scheduling is either static or dynamic. In the static mode, the 

information of all resources and the tasks of the application 

are available when the application is scheduled [14, 15]. 

Unlike static mode, the dynamic scheduler allocates tasks to 

resources while the application executes. This case is useful 

when the number of iterations in a loop cannot be determined 

and jobs arrive in real time [16-20]. 

The overhead cost is the time required to schedule tasks and 

communicate the results of finished distributed tasks. The 

overhead cost should be minimized so that it does not negate 

the benefits of using grid computing [21]. 

In section 5 we show the results of applying grid computing 

to the concurrent tasks of our proposed approach.  

4 Proposed approach 

 This approach aligns the two sequences     , and 

    . It assumes that length of      is greater than or equal 

length of     . The algorithm searches for the maximum 

length consecutive match in      and     . Here, the 

consecutive match is defined as the consecutive sequence of 

residues in      and      such that the cumulative score 

increases as long as one residue of the first consecutive 

sequence is compared with its corresponding residue of the 

second consecutive sequence. After finding the maximum 

length consecutive match,      and      are split into three 

sub-sequences each, the left side of consecutive match 

(             ), the maximum consecutive match 

(             ), and the right side of consecutive match 

(             ). Again, search for the maximum 

consecutive match is applied recursively for the 

(             ) and (             ). For each 

recursive iteration, we add the gaps required to keep the 

maximum consecutive match in each part aligned, then we 

concatenate these three parts. 

4.1 Proposed Approach Sub-modules 

 The proposed approach can be divided into three main 

sub-modules: Consecutive match sub-module (CM), split 

sequence sub-module (SS), and combine sub-sequences sub-

module (CS). 

The CM algorithm obtains all possible consecutive matches 

(we denote the consecutive matched residues of      as 

      and the consecutive matched residues of      as 
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     ) and saves the parameters of each match in a 

parameters table (P_TABLE). These parameters include 

      start index,       start index, the consecutive 

match length (        ), and the consecutive match score 

(     ). CM algorithm starts with finding     such that the 

similarity score between         and         is positive. 

Therefore       is initialized to         with start index 

 , and       is initialized to         with start index  . 
After that, the next residues of index       and       are 

checked, they are added to       and       respectively 

if the similarity score between them are positive. The last step 

is repeated as long as the last residues similarity check is 

positive. The parameters table (P_TABLE) is initially empty 

and constructed only in the first run of CM algorithm, and 

hence            parameter is initialized to TRUE. 

Eventually, P_TABLE is searched to obtain the maximum 

consecutive match (             ) as well as other 

maximum consecutive match parameters (       start 

index,        start index,         ). Figure 2 shows 

the pseudo code of CM algorithm. 

CM algorithm 

Input: SEQ1, SEQ2, P_TABLE, 

FIRST_TIME 

If FIRST_TIME 

{ 

 FIRST_TIME ← FALSE 

 For k=0 to length(SEQ1) 

 { 

   SCORE ← 0 

   For j=0 to length(SEQ2) 

   { 

      

                                        
    If S(SEQ1_INDEX,j) > 0 

    { 

       If W_LENGTH=0 

Get WORD1_START_INDEX, 

WORD2_START_INDEX 

        SCORE ← SCORE+ 

S(SEQ1_INDEX,j)  

        Add SEQ1(SEQ1_INDEX) to 

WORD1  

        Add SEQ2(j) to WORD2 

        WLENGTH ← WLENGTH+1 

Add the match parameters to 

P_TABLE 

     } 

    Else 

    { 

        SCORE ← 0 

        WORD1 ← "" 

        WORD2 ← ""  

        W_LENGTH ← 0 

     } 

   } 

 } 

} 

Get the maximum consecutive match 

parameters from match parameters table 

Output: P_TABLE , Maximum 

consecutive match parameters 

Figure 2: The pseudo code of CM algorithm. 

The SS algorithm obtains (             ) and 

(             ) and hence it exploits the match 

parameters table (P_TABLE) to generate match parameter 

tables (LP_TABLE, RP_TABLE) for (L_SEQ1, L_SEQ2) 

and (RSEQ1, RSEQ2), respectively. LP_TABLE and 

RP_TABLE are generated such that LP_TABLE only 

considers the consecutive matches in        and       , 

and RP_TABLE only considers the consecutive matches in 

       and       . We note that, the start index and word 

length parameters of any consecutive match may be modified 

if it overlaps with the maximum consecutive match. Figure 3 

shows the pseudo code of SS algorithm. 

SS algorithm 

Input: Maximum consecutive match 

parameters, P_TABLE 

Get L_SEQ1,L_SEQ2 

Get R_SEQ1, R_SEQ2 

For each record in P_TABLE 

If match parameters belong to 

L_SEQ1,   L_SEQ2 

 { 

If (L_SEQ1 overlaps M_SEQ1) or 

(L_SEQ2 overlaps M_SEQ2) 

       Modify parameters 

Add these parameters to 

LP_TABLE 

} 

else if  match parameters belong 

to LSEQ1, LSEQ2 

{    

If (RSEQ1 overlaps MSEQ1) or 

(RSEQ2 overlaps MSEQ2) 

       Modify parameters 

Add these parameters to 

RP_TABLE 

} 

Output: L_SEQ1, L_SEQ2, R_SEQ1, 

R_SEQ2,LP_TABLE, RP_TABLE 

Figure 3: The pseudo code of SS algorithm. 

CS algorithm simply concatenates (              
      ) and concatenates (                    ). 

For each iteration, gaps might be added to either        or 

       to make their length equal and keep maximum length 

consecutive match aligned. Similarly, gaps might be added to 

either        or        for the same reason. 

4.2 Example 

 As an example, we use Blosum50 scoring matrix [22] 

and consider the two sequences, 

    : BHYYXALKRHHQWWHHQWW 
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    : HYYQCBBALKRHHQXHQWY 

In the first iteration, the algorithm fetches the maximum 

length consecutive match and obtains the following results, 

      : ALKRHHQ,       : BHYYX,       : 

WWHHQWW 

      : ALKRHHQ,       : HYYQCBB,       : 

XHQWY 

In the second iteration, the algorithm fetches the maximum 

consecutive match in both left side and right side sub-

sequences. For the left side sub-sequence, we obtain the 

results, 

      : HYY,       : B,       : X 

      : HYY,       : ,       : QCBB 

At this stage, the algorithm combines these results and adds 

the necessary gaps. Therefore, the aligned sub-sequences are 

BHYY - - - X 

- HYYQCBB 

For the right side sub-sequences in the second iteration and 

taking into account that the similarity between the two 

residues („W‟,‟Y‟) is positive, we obtain the results 

      : HQWW,       : WWH,       :  

      : HQWY,       : X,       :   

Again, at this stage the results are combined and the aligned 

sub-sequences are 

WWHHQWW 

X -  - HQWY 

Back to the first iteration, the two aligned sub-sequences are 

concatenated so we obtain the following results 

BHYY - - - XALKRHHQWWHHQWW 

- HYYQCBBALKRHHQX - - -HQWY. 

5 Results 

 In this section we apply the grid computing trend to the 

proposed approach presented in section 4. We use a network 

of three personal computers (with dual core 2.66 GHz 

processor, and 3 Gigabyte RAM each), one coordinator and 

two agents. The network topology is star where the 

coordinator controls the two agents. We use User Datagram 

Protocol as the data communication protocol (UDP). The 

tasks that can be executed concurrently are processed in 

parallel by the two agents. The first parallel task that is 

dispatched by coordinator is creating the lookup table of 

consecutive matches. The coordinator aggregates the results 

obtained by the two agents to find the maximum length 

consecutive match. The second parallel task is done after 

splitting the two sequences where searching for the maximum 

length consecutive match in left side sub-sequences is done in 

parallel (by the two agents) with searching for the maximum 

length consecutive match in right side sub-sequences.  

On one hand, we use the environment described above to 

align many pairs of Protein sequences of different lengths. On 

the other hand, we align the same pairs of sequences using the 

typical Needleman-Wunsch algorithm which is sequential in 

nature using one personal computer (with dual core 2.66 GHz 

processor, and 3 Gigabyte RAM each). 

To present a comparative study between our Grid Computing-

based approach and Needleman-Wunsch approach, we 

analyze the time and space complexity of their main modules 

(which are constructing the lookup table in the proposed 

approach and filling the two dimensional matrix   in 

Needleman-Wunsch approach). Let   be the length of the 

first sequence and   be the length of the second sequence, 

then the time complexity of the construction of the lookup 

table in the proposed approach is       and so does the 

time complexity of filling the matrix   in Needleman-

Wunsch approach. Each record of the lookup table in the 

proposed approach occupy 16 bytes of memory so the space 

complexity of constructing the lookup table is        
    , where L is the number of records in the lookup table. 

The space complexity of the matrix   in Needleman-Wunsch 

approach is      . 

Figure 4 shows the execution time of the two approaches for 

different values of   . The difference between the execution 

time of the two approaches increases dramatically as    

increases.  

Empirical results show that the proposed grid computing 

environment is not efficient for small sequence lengths 

(where         ) because the non-distributed devices 

outperform the distributed devices as a result of the overhead 

cost.  

6 Conclusions 

 We presented a grid computing-based sequence 

alignment algorithm that can be used for the global alignment 

of a pair of Protein sequences. The proposed algorithm differs 

from the traditional Needleman-Wunsch algorithm in that 

some modules can be executed concurrently, and hence it is 

convenient to implement such algorithm using grid 

computing. The proposed approach has been implemented 

using a star network of three computers (one coordinator that 

controls two agents) and UDP data communication protocol. 
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Unlike the time complexity which is equal in the two 

approaches, the space complexity of the proposed approach is 

less than its counterpart for Needleman-Wunsch algorithm.  

 

Figure 4: The execution time of the proposed approach and 

Needleman-Wunsch approach, where    is the product of the 

length of the first sequence and the length of the second sequence.  

Empirical results show that the proposed approach is 

exponentially faster than Needleman-Wunsch algorithm. 

They also show that applying the proposed approach on short-

length sequences using one computer is more convenient than 

using a grid of computers because the overhead cost negates 

the benefits of using grid computing in short-length sequence 

alignment. 
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Abstract— This paper introduces the Intentionally-Linked
Entities or ILE database system and the possibility of using
ILE to more efficiently and accurately manage data in health
care information systems. ILE links together data entities in
a more robust and efficient way than the Relational database
system. ILE also keeps data in a more organized fashion than
the Relational or the graph database system, and is capable
of expressing more general relationships among data entities
than the Object-Oriented database system. All these positive
qualities of ILE present the possibility of improving the
reliability and correctness of health care databases, and may
lead to improved and more efficient patient care and health
care database analysis.

Keywords: ILE, EHR, epidemiology, health care, analytics,
linked data

1. Introduction
This paper introduces a database system called

Intentionally-Linked Entities (ILE), which links together
data entities in a more robust and efficient way than the
Relational database system. ILE also keeps data in a
more organized fashion than the Relational system, and
is more efficient at searches. These positive qualities of
ILE present the possibility of improving the reliability and
correctness of health care databases, and may therefore lead
to improved and more efficient patient care and database
analysis. By storing information more accurately and in a
more organized fashion than the Relational database system,
ILE may help health care providers avoid mistakes that can
compromise patient health, patient confidentiality, or other
aspects of good quality patient care.

A major motivation for developing the ILE database
system is the importance of implementing data linking in
a better, more robust way. The importance of data linking is
eloquently described in [1, page 55]:

Data linking is all about the way data in one part
of a patient’s record relates to data in another part
of the record. When data linking fails, the data
in an EHR for a patient is at war with itself. The
simplest way to ensure that data is well-linked is to

try and ensure that data is always linked correctly,
....

The authors also pointed out that when the information
from a health care database is used for making dangerous
decisions such as drug dosing and administration, then
even a seemingly minuscule error rate such as 0.02% may
mean several tragic errors because of the volume of cases
handled in a large medical facility. Patients with the same
or similar names are routinely confused in health care
facilities. Such confusion may lead to serious health risks
such as improperly handling drug allergies, inappropriate
medicine or medical/surgical procedures, a compromise of
patient confidentiality, or inefficient or inaccurate health care
database analysis. This is why linking errors have to be
eliminated to the greatest extent possible.

The Relational database system, first developed by Codd
in the early 1970’s, remains the most popular type of
database system for health care informatics today [2]. De-
spite its name, a significant problem with the Relational
database system is relationship linkage, which refers to the
physical linking of data entities that are supposed to be
related to each other via a relationship. More specifically,
the Relational database system determines whether two data
entries are the same by comparing data field values, values
that are entered separately by the users, often without a
stringent check to make sure that entries that supposed to
match actually match each other.

The problem with that is that any misspellings, including
the inclusion of blanks or invisible control characters, can
cause an absence of linkage. Less likely but possible is
the situation where two entries are inadvertently spelled the
same and therefore linked when they shouldn’t be.

Another problem with the Relational database system
is that it is not a natural means of modeling complex
data. Researchers and practitioners have noticed this fact
since the 1980’s, including in CAD [3] and in electronic
medical records [4]. As stated correctly in [5, page 134],
the Relational database model is appropriate for use when
data logically match the idea of many identically structured
records with relatively simple structure, or a collection of
such structures.
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The Relational database system is also well known to
suffer from data redundancy and data fragmentation. Data
redundancy can be reduced by not permitting duplicate
entries and by normalization. However, checking for du-
plicates reduces efficiency, and normalization can be quite
difficult if it is to be done correctly. Additionally, many users
and database practitioners prefer non-normalized databases
because the tables of a non-normalized database can be much
easier to use, having all or much of the desired information
in one table.

Using an Object-Oriented database (henceforth “ODB,”
but more commonly “OODB,” for object-oriented database)
would solve the above-mentioned linking problem inherent
in the Relational database system. Using a Network database,
such as its new form, the graph database, would solve the
linking problem as well. This is because both the OODB
and Network database systems use object references or
pointers for linkage, and linking to a non-existent object
is automatically not permitted. From [6] it can be seen that
Object databases have often become the database paradigm
of choice for bioinformatics, or least for genomic computa-
tions.

However, the OODB system has two limitations that make
it far less than optimum for health care informatics, or at
least the part of it that deals with the treatment of diseases by
health care providers working with patients and institutions
like hospitals. One limitation is the lack of a query language
in the original versions of the OODB. It is argued that the
OODB is more often used in programs, and therefore what’s
important is an API, not a query language. However, by
the turn of the millennium OODB vendors have realized
that users normally require a query language, and thus the
vendors responded by providing query languages. In fact,
vendors went further and permitted Relational features in
their systems, resulting in the Object-Relational database
system. The other, more important limitation of the OODB
is that it only supports relationships with two roles, that
is, binary relationships, or relationships with arity = 2.
Basically, the only means the OODB has to relate objects
is to use object-valued attributes holding references to other
objects [7], [8]. Thus, researchers came up with various ways
to augment the OODB system to handle relationships of
higher arity, that is relationships with 3 or more roles played
by entities [8].

As mentioned earlier, the graph database would also solve
the linkage problem. However, like the OODB, this style of
database system also restricts the arity of the relationships
to 2. Many-many relationships are not natively supported.
Additionally, there are no physical objects representing the
entity sets, and likewise no physical objects representing the
relationship sets.

This paper introduces the author’s Intentionally-Linked
Entities (ILE) data model and the corresponding ILE
database system as a better alternative for the EHR

(Electronic Health Record) than the Relational, Objected-
Oriented, or the Graph database system. The ILE database
system was reported by this author in [9]. How ILE can be
used in social network analysis and other applications in the
Digital Humanities was explored in [10] and in [11].

ILE uses object-reference-based data structures to link
entities that play the various roles in each relationship. The
ILE database system natively supports relationships of all
arity, meaning binary, ternary, quaternary, etc. In addition to
that there is no restriction on how many other entities each
entity could be related to in a relationship. So, for example,
a many-many relationship, which is binary, is supported.
Additionally, each role in a relationship can be played by
an entire set of entities if that capability is needed. No
other database system or model supports such general types
of relationships, and that fact makes ILE more suited to
the complex relationships found in health care situations.
ILE was conceived as a direct implementation of the E/R
(Entity/Relationship) database model. However, as it stands
now ILE is more general in some important ways than E/R.

At the time that the paper [9] was written, ILE was not
implemented. Since then a prototype has been implemented
in Ruby, an object-oriented programming language that is
particularly good for handling complex data structures and
algorithms. However, lately the Treetop library for inter-
preting the commands and queries is broken. The Treetop
package is not easy to work with anyway, and so the author
decided to rewrite the command interpreter. The ILE code
itself, implementing all the data structures, remains intact,
and a new command interpreter is being written using a
different package, Parslet, which, in the author’s opinion, is
much easier to work with than Treetop.

2. Introducing ILE for Health Care Ap-
plications

The best way to think of ILE is that it is a direct,
straightforward implementation of the E/R model. There are
differences and extensions, but we can discuss that as they
come up.

As can be concluded from above, the Relational model
favors relatively simple data models, even when these mod-
els are not necessarily as realistic as one would like. As an
example, let’s consider a Relational model from a database
actually implemented at JMTZ Bee Healthcare, Inc., of a
relationship between a Provider (doctor in this case) and a
patient, shown in Fig. 1 [12].

Suppose we want to model the fact that a relationship
between a provider and a patient comprises a set of visits.
There are database models for the patient-provider rela-
tionship where the two people are related by a "visit"
relationship. In such a representation, each visit is a separate
relationship and there is nothing that really binds all the
visits of one patient to the same provider together.

58 Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  |

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



Fig. 1: A partial E/R diagram showing the provider-patient
relationship in a Relational database actually used in the
industry, by JMTZ Healthcare, Inc.

In ILE, we can easily model both individual visits and the
longer-term relationship between a provider and a patient.
The most natural way to do this is shown in Fig. 2. This can

Visit Visit Visit

treats

Array of "visit" entities

provider role

visit role

patient role
Provider Patient

Fig. 2: A Possible Provider-patient relationship in ILE

be easily implemented in ILE as a ternary relationship, where
the roles are patient, provider, and visits. The third role,
visits, is actually a set or an array. In Relational databases,
arrays are usually not permitted. For example, MySQL does
not permit array datatypes. Workarounds are necessary, for
example, see [13]. Oracle does have array data types [14],
but the elements don’t appear to be full-fledged entities that
can be conveniently linked in relationships as individuals.

As another example to use in comparing the various
kinds of databases, we can look at prescriptions. In JMTZ’s
Relational database, a prescription is an entity with two
binary relationships, as shown in Fig. 3. One of these
relationships is with an invoice, and the other with one or
more medicines. An invoice may have 0 or 1 prescription.
The Relational data model used by JMTZ allows for rela-
tionships with arbitrary arity. However, many designers of
Relational databases favor binary relationships because in a
binary relationship, entities can be linked together directly
without an extra table representing the relationship, and also
because joins can be expensive, especially joins of more than
two tables. Even query optimization can take considerable
time. If this situation were to be modeled using a graph
database or a pure object-oriented database, then the type of
relationships used would most likely be binary because only
binary relationships are natively supported.

ILE, as opposed to these other database schemes, comfort-

Comprised of

Medicine

Prescription

Include

Invoice

Fig. 3: Representing a prescription at JMTZ Healthcare, Inc.

ably and natively supports relationships of practically any
finite arity. Fig. 4 shows how we can model a prescription

Doctor Patient

Drug

prescribes

Date

How administered

Dosage

Fig. 4: The Prescription relationship in ILE

in ILE as a relationship of arity 4. In the next section the
paper will cover how such relationships are implemented in
ILE.

3. Inside the ILE Database System
In this section we look deeper into the ILE system.
Before we do that, let us note that the main idea is to be

able to represent each relationship as an object that links the
related entities together by means of links (object references
or pointers) that go in both directions, namely, from the
relationship object to each entity and from each entity
to the relationship object. For example, the prescription
relationship illustrated earlier in Fig. 4 would be linked as
illustrated in Fig. 5.

While the idea behind this relationship linkage is simple
enough, the actual implementation is not so simple. This is
because each entity may be involved in more than one rela-
tionship, and maybe even more than one type of relationship.
Therefore, instead of using one object reference to go from
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Rela ionship
Object representing
a prescription

Doctor

Patient Drug

Date

hp dos

Fig. 5: Showing links used in the Prescription relationship
as in Fig. 4 in ILE

an entity to a relationship object, we will use an aggregate
data structure to hold such object references. This and other
details will be the subject of the rest of this section.

The top level structure of ILE is actually a database
set, implemented as a database set object. The database
set contains its databases in a hash. This setup will permit
cross-database searches within a database set, to be imple-
mented in the future if there appears to be a need for such
searches. Each database is also implemented as an object.
The database set object has a hash whose data values are
references to the database objects representing the databases
of the database set. Each database object also has a reference
back to the database set object.

Within an ILE database there are 4 different sets of
components, namely,

1) entity sets
2) entities
3) relationship sets, also known as relsets
4) relationships

Each of these components is implemented as an object. The
database object keeps track of the database’s entity sets and
relationship setss, and each entity set and each relset in turn
has direct references back to the database to which they
belong.

Note that the current version of ILE is value-oriented,
not object-oriented, though arbitrary classes of entities are
permitted simply because ILE is implemented in an object-
oriented language. In the near future it may be a good idea
to extend ILE to allow full object-oriented features. Being a
value-oriented database system, ILE requires the entities of
each entity set to have at least 1 field serving as the primary
key. This concept should be familiar to readers who use the
Relational database model.

The principal function of an entity set object is to keep
all the entities belonging to the entity set together, as well
as to facilitate searches for members of the entity set. The
components of the entity set object are shown in Fig. 6, and
will now be explained:

• Entity set name. This is any string, but of course it is

hash to arrays of relationship

nonkey field names

Entity Set

hash of keys hash of nonkeys

Entity

entity set name

link to database

hashed by field names

link to entity set

key field names

multilevel hash or
index to entities

indices
other than the keys

hash of relationship sets
in whose members the members

of this entity set are involved

objects with relset names
as keys

Fig. 6: An entity set object and an entity object in ILE, detail
of contents

meant to describe the entities in the entity set.
• Link to database. This is just an object reference back

to the database to which this entity set belongs
• Key field names. The current version of ILE is value-

oriented like the Relational database system, not object-
oriented, even though it is implemented with an object-
oriented language and permits use of non-elementary
objects such at Date, or anything for that matter.
Anyway, the fact that the ILE system is value-oriented
means that all entities in an entity set have key fields.
The entities may also have non-key fields just like the
entities in a Relational database.

• Multilevel hash or index to the entities belonging to this
entity set. Every entity set uses a multilevel hash as the
primary way to access the entities. Another indexing
scheme could be used, especially if the database is
large enough that the entities mainly reside in secondary
storage or somewhere on a computer network. The
current index, the multilevel hash, is structured so that
each level corresponds to a key field.

• A hash of relsets to whose members the members of
this entity set are involved. This is a useful aid for
performing queries on the database.

An entity object contains the following fields:

• Hash of key values.
• Hash of non-key values.
• Link back to the entity set object representing the entity

set to which this entity belongs.
• A hash to arrays of relationship objects with relset

names as hash keys. For each relset, there may be more
than one relationship in which this entity participates,
thus explaining the use of an array of relationship
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objects for each relset.
We now explain relationship set (relset) objects and rela-

tionship objects as shown in Fig. 7. A relationship set object,

link to database
(for convenience)

Relationship

array of roles

hash of relationship attributes

Link to Relset

relset name

Relset (Relationship Set)
reference to current

database (not db name)

description (documentation)

array of role names

role description hash

description of
relationship attributes,

if any

relarray (array of
all relationships in this relset)

aha_rel, an array of hashes of arrays
of relationships (an index to the relationships)

(names of entity sets whose
members play the various roles

and names of per−entity
attributes, if any)

hash of roles A role is an entity, an entity
structure, or an array of entities

or entity structures.

Fig. 7: A relset object and a relationship object in ILE, detail
of contents

or relset object, contains the following fields:
• A field for the relset name, which is any string but

should represent a descriptive name.
• An object reference back to the database object.
• A description for the relset.
• A set (Ruby Array) of role names.
• A description of relationship attributes, if any. This

should be upgraded in later versions of ILE to be a
more structured container for such attributes.

• Relarray, an array of all relationships in this relset.
• A data structure called aha_rel, which is an array of

hashes of arrays of relationships in this relset. This is
a complex and efficient index of all the relationships.

A relationship object has the following fields:
• A link to the database.
• A hash of roles, hashed by role names.
• An array of roles, so that one could access the roles

in numerical order. Since both the hash and the array
really contain object references, it is not much of a
waste of space to have both the hash and the array.

• A hash of relationship attributes, if any.
A role belonging to a relationship can be of different

types. See Fig. 8. The simplest type of role is just an entity
object, representing the entity that plays that role. However,

"relationship attributes."

ROLE of Type I ROLE of Type II
Entity object Entity structure

Entity Entity

attributes
hash of

ROLE of Type III

or Entity structures
Array of Entity objects

These are the "perïentity
relationship attributes"
as opposed to the ordinary

Fig. 8: The 3 types of role objects in a relationship

in case there is a per-entity relationship attribute, then we
need such attributes to be attached to the entity, forming an
entity structure object.

But what is a per-entity relationship attribute? The concept
behind this kind of attribute was inspired by a historical
database, where merchants and their clients came together
to sign a contract in the presence of a notary back in the
1500’s in Spain. There were some cases where the person
wasn’t present, but had someone sign the contract instead.
The contract was modeled as a relationship in ILE, and each
merchant and each client played roles in this relationship.
A Boolean flag was used to indicate whether or not the
person was present in person to sign the contract. This flag
was modeled as a per-entity relationship attribute, so that
each person had a different flag. The flags could have been
modeled as a bit array serving as an ordinary relationship
attribute. However, it appears that the modeling of these flags
as per-entity relationship attributes was a “cleaner choice.”

We have now discussed the first two possibilities for a
role as shown in Fig. 8. The third possibility is that a role
can be an array (representing a set) with each array element
being either an entity object or an entity structure object.

As an example of a relationship linking roles, Fig. 9 shows
how 3 roles can be linked to a relationship object in ILE.

4. Example of Importance of an EHR
implemented in ILE

We close this paper by examining how the sophisticated
data modeling afforded by ILE can make for an Electronic
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relationship objects

Entity 1
from Entity Set A

Entity 2
from Entity Set B

Entity 3
from Entity Set C

with 3 singleïentity roles
Roles structure of a relationship object

Hashes to arrays of

Fig. 9: A role structure

Health Record for a hospital admission that would make
it easier for hospital epidemiologists or infection control
practitioners to track down how an infectious disease or
agent, such as staph, tuberculosis, pneumonia, etc., is being
spread or may be spread in a hospital. Nosocomial infections
are one of the hazards of hospitalization. Minimizing the
chances of harmful nosocomial infections being spread is
essential to patient health and health care administration and
a robust ILE patient EHR can help with this.

One solution is to model hospital admissions as a re-
lationship set. Each hospital admission then becomes a
relationship in this set. This relationship is very complex
because it relates entities from many entity sets. In particular,
it relates a patient with a set of doctors, a set of nurses,
CNAs, technicians of various sorts, equipment, doctor’s
orders, patient diagnosis or diagnoses, rooms occupied, what
diet the patient is eating, etc. If the patient has an infectious
disease, the room and patient could be flagged to indicate
this fact with a per-entity relationship attribute. If a particular
infectious disease agent is spreading, the epidemiologist or
infection control practitioner can look at the database of ILE
Electronic Health Records to see if there is a common factor
or factors, such as a particular health care worker, etc., that
is found in many of the patients contracting a nosocomial
infection. Other database system types would have difficulty
modeling such a complex set of entities and relationships
about health care admissions and may be more error prone
and present more difficulties with analyzing the health care
data.

5. Conclusions
This paper introduced ILE, or Intentionally-Linked Enti-

ties, and explains why ILE may be a better database system
than the existing Relational, Graph, and Object-Oriented

database systems for managing health care information. ILE
links together data entities in a more robust and efficient way
than the Relational database system. With the embodiment
of the entity sets, entities, relationship sets, and relationships
as objects, ILE keeps data in a more organized fashion than
the Relational or the graph database system. ILE is also
capable of expressing more general relationships among data
entities than the Object-Oriented database system because
the pure Object-Oriented database system only natively
supports binary relationships when more complex relation-
ships may need to be represented, such as in the above
hospital epidemiology example. Object-Relational database
systems have the same pitfall in linking general relationships
of arity higher than 2 as the Relational database system
does. ILE is designed to make more complex relationships
between data entities easy to represent and analyze. All these
desirable properties of the ILE database system may lead to
better management of health care information and therefore
possibly improved patient care, more efficient health care
operation, and better health care database analysis.
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Abstract 

Within biological data, there are significant trends that could provide pertinent information about a particular 

condition or disease. A well-known method in analyzing these trends is machine learning, a process where an 

algorithm learns data, studies its characteristics, and produces a detailed output. Machine learning includes 

techniques such as artificial neural networks (ANN), decision trees (DT), support vector machine (SVM), and 

Bayesian networks (BN). One application of this method is studying the behaviors within EEG results of alcoholic 

and non-alcoholic patients with the use of time series classification; with this study, one would be able to understand 

which area of the brain and to what extent does alcohol affect a patient’s brain. Another application of this method 

is examining the epistatic interactions among single nucleotide polymorphisms (SNPs), gene expression, and 

phenotype using Bayesian Networks; with this study, one would be able to distinguish which genomic compartments 

causes a certain disease. 

1.  Introduction 
When conducting a laboratory 

experiment, scientists often spend an extensive 

amount of time waiting for results to occur. 

This large amount of time could be further 

extended due to errors of the experimenter. 

Therefore, there are two significant factors 

when conducting an experiment: accuracy and 

efficiency. Ideally, there should be an even 

balance between these two experimental 

factors. For example, DNA (deoxyribonucleic 

acid) is the hereditary material that has the 

ability to store a massive amount of 

information and explain the complexities of 

life. For many organisms, this material is 

composed of millions of base pairs (Adenine, 

Thymine, Cytosine, and Guanine) that are 

ordered in various sequences. If one would 

want to process a set of genes that are possibly 

involved with the leukemia, one must have an 

appropriate algorithm that is able to 

accommodate for large sample sizes, yet 

accurately pinpoint a subset of genes that 

significantly influence leukemia. This is the 

type of bioinformatics research that will be 

discussed in this paper.  

Bioinformatics is the area of science that 

incorporates biology, chemistry, and computer 

science. Its goal is to develop powerful yet 

efficient algorithms that solve problems in 

biology and chemistry. One of the commonly 

used tools for bioinformatics research is 

machine learning. The basis of this tool is that a 

particular algorithm learns the trends of the 

given data and uses that information to analyze 

and interpret the data. The machine learning 

techniques that will be discussed in this paper 

will include decision trees, Bayesian networks, 

and artificial neural networks. 

2.  Time Series Classification 

A. Time Series Analysis 

A sequence of data that is recorded in a 

given time period is called time series and the 

relationship between the data points is called 

time series analysis. Because most biological 

experiments are performed in a particular 

allotment of time, this type of analysis is 

efficient in analyzing the data within each time 

period. The initial experiment for time series 

analysis utilized the time series of the number 

of air passengers recorded each year from 

January 1949 to August 1960 (approximately 

11 years).   
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The method that has been commonly 

used for time series analysis is the Box-Jenkins 

Approach. It consists of three steps: model 

identification, coefficient estimation, diagnostic 

checking. The goal of this method is to 

determine the autocorrelation, which is the 

relationships between the sequential data 

points[1]. Before applying the Box-Jenkins 

approach, one should ensure that analysis of 

the given data is feasible. One must make sure 

that the data is set is a time series and its 

variability is consistent throughout the data. If 

the data varies drastically at a certain time 

period, it could possibly create noise in the 

autocorrelation model. After these 

prerequisites are met, the Box-Jenkins 

approach can be performed on the data. We 

first graph the ACF (autocorrelation function) 

and PACF (partial autocorrelation function); 

these two functions will determine the 

coefficients p and q respectively. Then, these 

coefficients will build a model that will analyze 

the autocorrelation of the time series. Once the 

model is produced, we have to check whether 

or not this model truly represents the data. If 

so, then the corresponding model is the one 

that “best fits” the data; if not, one would have 

to preprocess the data further to remove any 

more noise or change the p and/or q 

coefficients. 

 

B. Time Series Classification 

Another type of analysis with time series is 

called time series classification. Classification is 

the task of learning function f that maps each 

attribute to a predefined class. These different 

classes will separate and categorize each of the 

attributes. The classifier is a systematic tool 

that distinguishes between objects of different 

classes. There are many different classifiers 

that are commonly used for time series 

classification. The classifiers that this paper 

will focus on will be decision trees (DT) and 

artificial neural networks (ANN) to classify 

time series.  

Figure 2: The image above depicts the process of 

classification; this process includes a vector of data which 

is separated into different classes based on its specific 

attributes. 

 

Decision trees embody the structure of a 

tree; it consists of roots and branches which 

classifies the attributes in the data[6].  Decision 

trees start with a root node with no incoming 

edges and splits into multiple branches that are 

composed of internal and terminal nodes 

(Figure 3).   

 

Figure 1: This is the approach that is commonly used for producing a model that best represents the 

given data. In this case, we want to create a model for data in a form of a time series. 

 

Figure 1: This is the approach that is commonly used for producing a model that best represents the 

given data. In this case, we want to create a model for data in a form of a time series. 

 

Figure 3: The image 

illustrates the structure 

of a decision tree, 

consisting of nodes and 

classifications.  
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Artificial Neural Networks (ANN) is 

analogous to the signaling neurons within the 

brain[6]. It is made out of an interconnected set 

of units which are all used to produce a single 

input (Figure 4). An example of an ANN would 

be the ALVINN driving system; this system is in 

charge of driving a car by gathering input from 

a camera placed in the car.  

Figure 4: The image demonstrates the structure of an 

ANN, which consists of a vector of inputs that are 

analyzed and results in output 1 or output 2. 

My time series classification experiment 

utilized a dataset from UC Irvine KDD[7] that 

studied the effect of alcoholism on a patient’s 

EEG. A total of 20 patients (10 alcoholic and 10 

non-alcoholic) were exposed to three different 

stimuli. While attached to a 64 electrode 

channel EEG, the patients were shown one 

image (s1), two images that match (s2), and 

three images that do not match (s3).  

 

Our goal was to produce an efficient model that 

is able to accurately detect alcoholism based on 

the given EEG results. First, we determined the 

parts of the brain most affected by alcoholism, 

which are the frontal lobe, temporal lobe, and 

occipital lobe.  

Then, in order to generate a model, we isolated 

the EEG values associated those areas and 

performed time series classification by utilizing 

decision trees and ANN. In this experiment, we 

preprocessed the data (organizing data into 

directories, applying DWT, creating an ARFF 

file) using Java and R[9] and classified the data 

with decision trees and ANN in the Weka 

software[5].  This experiment yielded intriguing 

results. When classifying the various electrode 

sensors correlated with alcoholism, we 

consistently had 50-60% classification 

accuracy. When comparing the efficiencies of 

the two different classifiers (ANN, decision 

trees), ANN had a higher accuracy with the AF1 

sensor and decision trees had a higher 

accuracy with the OZ and P7 sensors. 

3.  Modeling Epistatic Interactions 

using Bayesian Networks 

 

I. Biological Background 

Genetics plays a significant role in the cause of 

a particular disease or phenotype. This relates 

back to the central dogma; double stranded 

DNA gets transcribed to single stranded RNA, 

which in turn is translated into a protein. This 

process describes how genetic information is 

used to express the particular characteristic of 

an organism.  

 

Figure 6: The central 

dogma illustrates how 

DNA is transcribed to RNA 

which is later translated 

to protein. The process 

that our research focuses 

on is the conversion from 

DNA to RNA. 
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There are two factors that we focus on SNP 

(single nucleotide polymorphism), which is a 

change in one base pair within a DNA strand, 

and gene expression levels, which is the 

amount of RNA present from a particular gene. 

 
II. Models 

A. Two Layer SNP-Phenotype Model 

This model illustrates the associations 

between SNP and the phenotype. This is a 

simple model where only one variable affects 

the organism’s phenotype. In this experiment, 

we utilized a 20 SNP and 1000 SNP synthetic 

datasets, where the phenotype was binary (0: 

normal and 1: diseased).  

 

 
Figure 7: This model explains that changes in the DNA 

sequence are directly correlated to changes in the 

phenotype. 

The purpose of this experiment was to 

determine which methods perform the best in 

performance and computation time. A 

synthetic dataset is initially used because we 

are able to evaluate the accuracy of the method 

since we know which SNPs are associated with 

the disease. There are five methods that we 

implemented in this experiment: Bayesian 

networks with multiple scoring systems, 

decision trees, Multifactor Dimensionality 

Reductions (MDR), Support Vector Machine 

(SVM), and Consistency subset analysis with 

resampling (listed below). 

 

B. Two Layer SNP-Gene-Phenotype Model 

This model illustrates the associations between 

SNP/gene expression and the phenotype. Since 

this model incorporates these two genomic 

factors, it demonstrates a more accurate 

representation of genomic activity. In this 

experiment, we used real datasets (listed 

below) with a large number of SNPs and gene 

expression values. Some of the datasets are 

preprocessed, but some of them are still in 

their original format.  

 

 
Figure 8: This model explains that changes in DNA and 

gene expression directly affect changes in the 

phenotype. 

The purpose of this experiment was to 

utilize the methods that performed well in the 

previous experiment on real datasets that 

consist of SNP genotypes, gene expression 

levels and phenotype. In this case, we chose to 

focus on Bayesian Networks with multiple 

scoring systems and other software to analyze 

these datasets.  

 

III. Methods 

(a) Bayesian Networks:  

This method uses an MCMC search method to 

search the space of all possible sets of SNPs 

associated with the phenotype[8].  It scores the 

sets of SNPs using one of several scoring 

criteria, all of which reward the set for how 

well it explains the phenotypic variation and 

penalizes the network for overfitting to the 

data ie. containing many SNPs[2,3].   

 

(b) Decision Trees:  

This method classifies the genomic factors and 

outputs a visualization of the classification as a 

tree. Each node represents a genomic factor 

and the branches represent the possible values 
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of the particular factor. The children or leaves 

of the node represent the phenotype that the 

method predicted. 

 

(c) Multifactor Dimensionality Reductions:  

This method calculates the ratio of cases and 

controls and uses this measurement to create a 

threshold for the each of the combinations of 

genomic factors. If the ratio exceeds the 

threshold, it is labeled ‘high-risk’; if the ratio is 

below the threshold, it is labeled ‘low-risk’.  

 

(d) Other available software (Not included 

in research): iBMQ: This analyzes SNP 

genotypes and gene expression data using an 

MCMC method.  It calculates the probability 

that each SNP affects the expression level of 

each gene, accounting for interactions among 

SNPs. GENEVAR (by Wellcome Trust Sanger 

Institute) is an open source software that we 

can use to analyze and visualize SNP-gene 

associations in eQTL. ATHENA (by the Richie 

Lab at Penn State) is software that uses 

grammatical evolution neural networks to 

generate disease susceptibility models.  

 

IV. Available Datasets: 

- Velez dataset: This is a generated dataset was 

used for the two layer SNP-phenotype 

experiment, consisting of 20 SNPs, 200 

samples.  

- 1000 SNP epistatic dataset: This is a generated 

dataset was used for the two layer SNP-

phenotype experiment, consisting of 1000 

SNPs, 200 samples, minor allele freq of 4. We 

used heritabilities of 0.01, 0.2 and 0.4. 

- Maize dataset[4]: This is a real dataset that 

includes a total of 1 million SNPs, 29,000 gene 

expression levels, and numerous phenotypes 

(i.e. oil composition and amino acid content) 

- C. elegans dataset: This is a real dataset that 

includes a total of ~1,400 SNPs, ~9,400 gene 

expression measurements, and 3 phenotypes 

(gonad reversal, tail rays, and distance 

between proliferation and differentiation). 

- Lymphoblastoid dataset: This is a real dataset 

that includes a total amount of ~19 million 

SNPs and ~64,000 gene expression levels.  

-Leukemia dataset: This is a real dataset that 

includes a total amount of 100,000 SNPs, 

50,000 gene expression levels, and 1 

phenotype (normal/diseased).  

 

V. Results: 

Two Layer SNP-Phenotype Model 

In the results of this model, we noticed that if 

methods are more sensitive to low-effect SNPs 

demonstrated a high recall but low precision. 

Methods that avoid overfitting demonstrated a 

high precision but low recall. These inaccurate 

results may have occurred because of the low 

heritability that we used and because the 

model only incorporates SNP data. 

 

(a) Bayesian Networks:  

For the 20 SNP dataset, this method was able to 

detect the functional SNPs and achieve high 

recall (0.8) and low precision (0.15). The 

scoring system that had the highest recall 

values were BDeu alpha=30,54,162. For the 

1000 SNP dataset, this method was also able to 

detect the functional SNPs, but resulted in 

about the same values for precision and recall 

(0.7). The scoring system that had the highest 

recall values for this experiment were BIC and 

BDeu alpha=1,5. This is surprising, because 

higher alpha values led to higher recall with the 

20 SNP data set.  Since this method produced 

acceptable results, we can use this method in 

the SNP-gene-phenotype experiment. 

 

(b) Decision Trees: For the Velez 20 SNP 

dataset, decision trees had a moderate 

precision and recall at about 0.60. When 

looking at the tree visualization, the functional 

SNPs were embedded within the large tree. The 

disadvantage of this method is that it can only 
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handle one dataset at a time.  As a result, we 

did not continue to use this method in the SNP-

gene-phenotype experiment. However, the 

advantage of Weka[5] is that computational 

time is pretty fast and has a simple user 

interface.  

 

(c) Multifactor Dimensionality Reduction (MDR): 

MDR was able to find the functional SNPs 

within the Velez 20 SNP dataset, but it also 

found some extra non-functional SNPs. Because 

of this, MDR had a very low precision and recall 

when averaging about 10 runs. When 

increasing the number of SNPs to 1000, MDR 

became too computationally complex to run. In 

order get one run a 1000 SNP dataset, the 

program took about 5 hours; also, the results of 

this run was inaccurate because it could not 

find the functional SNPs. As a result, we did not 

continue to use this method in the SNP-gene-

phenotype experiment.   

 

4. Conclusion and Future Directions 
Our research done at UC Santa Barbara has 

demonstrated various techniques and 

experiments of machine learning. I have 

analyzed the intricate structure and process of 

decision trees, artificial neural networks, 

Bayesian networks, and multifactor 

dimensionality reduction, while applying them 

to real and synthetic datasets. Most of the 

methods were able to identify the causal SNPs, 

but only a few methods (Bayesian Networks 

and Decision Trees) had high accuracy. The 

other methods were able to find the causal 

SNPs; however, they would find extra SNPs 

which were not related to the disease. Also, 

Bayesian networks and decision trees were the 

only methods that were able to handle a large 

dataset. The computational time for the other 

methods were far too long. This research also 

explains how to evaluate the accuracy of a 

particular technique using classification 

accuracy, precision and recall. With the 

experience of this bioinformatics research, I 

plan to continue studying various machine 

learning techniques and applying them to data 

sets involving microarray data. 

 

 

Figure 9: This model illustrates how a change in one 

nucleotide will affect gene expression and gene 

expression will overall affect the phenotype of the 

individual. 
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Abstract 

 

Chagas disease (CD) disease is a life-threatening tropical parasitic disease caused by the flagellate protozoan 

Trypanosoma cruzi. T. cruzi is typically transmitted to humans and other mammals by the bite of "kissing bugs" of 

the subfamily Triatominae (family Reduviidae), primarily by species belonging to the Triatoma, Rhodnius, and 

Panstrongylus genera.  Rapidly identifying CD insect vectors in the field is crucial to effective control of the disease.  

Here I describe  a histogramming neural-net classifier  that supports rapid identification of adults of nine  CD  

vector species. 

 
Keywords:  Chagas Disease, automated classification, neural net, image histogram 

 

 

1.0  Introduction 

Chagas disease (CD) disease is a life-threatening 

tropical parasitic disease caused by the flagellate 

protozoan Trypanosoma cruzi. T. cruzi is 

typically transmitted to humans and other 

mammals by the bite of  "kissing bugs" of the 

subfamily Triatominae (family Reduviidae), 

primarily by species belonging to the Triatoma, 

Rhodnius, and Panstrongylus genera ([5]).   

As many as 11 million people in Mexico, 

Central America, and South America have CD.  

Most of those infected do not know that they 

are. Large-scale population movements from 

rural to urban areas of Latin America and to 

other regions of the world have increased the 

geographic distribution of CD;  the disease has 

been reported in several European countries 

([5]).  

Rapid field identification of CD vector species is 

essential to effective vector control.  A tool that 

that could capture an image of a specimen and 

return its taxonomic identification would help to 

minimize the labor requirements for rapid field 

identification of the vectors.   

Such a tool  can be thought of as having two 

main subfunctions -- an image-processing 

function, which performs various digitized-

image-analysis tasks and emits image 

information derivable solely from color-value 

distributions on  pixel arrays (e.g., image 

histograms, maximum and minimum pixel 

intensity values, image differences, etc.; [15]), 

and an automated classification function, which 

accepts the output of the image processing and 

infers the taxonomic classification of the 

specimen.   
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2.0  Method 
 
Images of adult specimens of nine triatomine 

species, (S),  nominally regarded as the most 

common CD vector species in Brazil ([2]), were 

selected for classification support: 

 

   (S) 

 

 Triatoma infestans 

 Triatoma dimidiata 

 Triatoma brasiliensis 

 Triatoma maculata 

 Triatoma sordida 

 Rhodnius prolixus 

 Rhodnius neglectus 

 Rhodnius pallescens 

 Panstrongylus megistus 

 

Images of specimens of species in (S) were 

randomly selected from [1] and [16]-[18]. From 

this set I  selected all images I  judged to have 

"similar" focus, contrast, and specimen 

"quality", in the process excluding  images I 

judged to have one or more of the following 

"pathologies": 

 

 specimens with missing or occluded legs 

 specimens showing significant 

anatomical, damage, or color anomalies 

 in the case of [16]-[17], images 

evidently containing colors other than 

white or gray 

             in their background 

 specimens that had poor contrast in any 

region 

 

 

Using the Mathematica ([9]) script shown in 

Figure 2,  images of the selected specimens were 

imported from [16]-[18], "standardized" to 

remove various artifacts, grayscaled, Gaussian-

filtered, and histogrammed (see Figure 2 for an 

example of the training set generator).  1000 of 

these synthetic histograms were generated per 

species.  A linear perceptron with 50 input 

nodes, 20 hidden nodes, and 9 output nodes 

([20], implemented in [19]) was developed 

([21]) and trained on these histograms.  

 

Ten images per species for each of the species in 

(S),  disjoint from the set of training images, 

were obtained from  [16]-[18] were similarly 

processed (but without Guaussian filtering) to 

create a set of "true positive" test histograms.  

Ten images per species for nine triatomine 

species not in (S),   were obtained from  [16]-

[18] similarly processed (without Guaussian 

filtering) to create a set of "true negative" test 

histograms.   

 

In total, 90 "true positive" (10 for each species 

in (S)) and 90 "true negative" test images 

(images of triatomines whose species were not 

in (S)) were randomly selected for testing. 

 

In addition, 9000 "synthetic" test images, 1000 

for each of (S), were created by Gaussian 

filtering (filtering radius normally distributed 

with mean = 30 pixels and standard deviations = 

0.3 pixels).  The basis images for each species 

were obtained by randomly selecting, for each 

species in (S), one of the 90 "true-positive" 

images. 

 

The training-set generator script shown in Figure 

2 was executed on a  Dell Inspiron 545 with an  

Intel Core2 Quad CPU Q8200 (clocked @ 2.33 

GHz) and 8.00 GB RAM, running under the 

Windows Vista Home Premium operating 

environment. 

 

 

 

3.0  Results 
 

Example triatomine images are shown in Figure 1. 
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Figure 1.    Triatoma brasiliensis.  A. Male Ceará,  Brazil.  B. Female, dark form, Bahia, 

Brazil.  Adapted from Figure 43, [1]. 

 
 

 

 

  
imax=1000; 

numinputneurons=50; 

imgwidth=300; 

imgheight=600; 

numreftypes=9; 

binarizeThreshold=0.05 

normalmean=20; 

normalvar=0.2*normalmean; 

 dirpath="C:\\Biodiversity_Institute\\Image_Generator\\Neural_net\\"; 

 normaldist=RandomVariate[NormalDistribution[normalmean,normalvar],imax]; 

 For [j=1,jnumreftypes,j++,  
  reffilename= "RefType"<> ToString[j]<>".JPG"; 

     orgimage=Import[dirpath<>reffilename, "JPG"]; 

  border=Binarize[orgimage,binarizeThreshold];  

  mask=ColorNegate[border];  

  maskedImg=ImageApply[1&,orgimage,Maskingmask]; 
     croppedimage=ImageResize[ImageCrop[maskedImg],{imgwidth,imgheight}]; 

   

     (* 

imagelist=Table[Blur[croppedimage,RandomInteger[{blurradiusmin,blurradiusmax}]],{i, 1, 

imax}]; *) 

  imagelist=Table[Blur[croppedimage,Round[Abs[normaldist[[i]]]]],{i, 1, imax}]; 

 

graylist= Table[ImageAdjust[ColorConvert[imagelist[[i]],"Grayscale"]],{i,1,imax}]; 

   

simfilename="SimType"<> ToString[j] <>".txt"; 

 

outstream=OpenWrite[dirpath <>simfilename,BinaryFormatTrue]; 
 

 For[k=1,k<=imax,k++, 
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              binning=ImageLevels[graylist[[k]],numinputneurons]; 

           Do[BinaryWrite[outstream,"   

"];BinaryWrite[outstream,ToString[binning[[i]][[2]]]],{i,1,numinputneurons}]; 

      BinaryWrite[outstream,"   "<>ToString[j]<>"\r\n"]]; 

   

     Close[outstream]]; 

 

oldlist=ReadList[dirpath<>"SimType1.txt", String]; 

 For[j=2,jnumreftypes,j++, 
  filename=dirpath<>"SimType"<>ToString[j]<>".txt"; 

  newlist=ReadList[filename,String]; 

  mylist=Join[oldlist,newlist]; 

  oldlist=mylist]; 

 trainsample=RandomSample[mylist,(imax*numreftypes)/2]; 

  trainfilename="Training.dat"; 

   outstream=OpenWrite[dirpath <>trainfilename,BinaryFormatTrue]; 
 

    For[k=1,k (imax*numreftypes)/2,k++, 
        BinaryWrite[outstream,ToString[trainsample[[k]]]<>"    \r\n"]]; 

 

    

    Close[outstream]; 

 
 

 

Figure 2.  A nominal Mathematica ([9]) script for generating the training set for the  image neural 

net classifier. 

 

 

The trained perceptron classified all 90 "true positive" test images correctly.  It classified all 90 ("true 

negative") images of species not in (S) as "unknown". 

 

The trained perceptron classified all 9000 synthetic test images correctly. 
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4.0  Discussion and conclusions 

 
The results of Section 3.0 motivate several  

observations: 

 
 1.  An image-histogramming neural-net 

classifier can provide automated support for CD 

vector classification.    

 

 2.  Image-histogramming renders the 

classification insensitive to in-focal-plane 

rotation and translation of the specimen of 

interest.  However, it is subject to aliasing 

background and foreground elements. 

 

 3.  Image-histogramming destroys all 

spatial information in an image.  It yields only 

the distribution of a "headcount" of pixels by 

color-value (in this study, grayscaled). 

 

 4.  Testing revealed that the 

performance of the classifier depends 

significantly on the "standardization" of images 

prior to classification.    

 

 5.  The selection of training and test 

images based on a judgment of image "quality", 

as described in Section 2.0, would seem to 

involve expert judgment in some fundamental 

way.  However, [1] and [16]-[18] strongly 

suggest that it is possible to define a 

photographic protocol that consistently produces 

images that allow the classilfer to perform as 

well as noted in Section 4.0.  The explicit 

characterization of that protocol is an ongoing 

research project coordinated by the University of 

Kansas Biodiversity Institute.   

 

 6.  The performance of the classifier on 

the 9000 synthetic test images strongly suggests 

that classifier is tolerant of plausible normal 

deviations from the training set. 
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Abstract. Most of caregivers started advising their physicians and medical staff to 

use clinical practice guidelines to help them in making the right diagnosis decision for 

the patient situation. However, the most available clinical practice guidelines are made 

for a certain disease or medical problem, and until now, there is no general framework 

for the clinical practice guidelines that can be used for any medical problem. This paper 

introduces a general knowledge base ontology framework for patient diagnosis based on 

clinical practice guidelines. This framework is a general base, which can be used with 

more specialization for quickly modelling a specific clinical practice guideline. 

Keywords. Clinical Practice Guidelines; Ontology; Patient Diagnosis, Patient 

symptoms and  signs, General  knowledge base ontology, Diseases, Differential 

Diagnosis. 

Introduction 

Many medical errors occur due to the inaccurate diagnosis or treatment of the patient 

disease which could yields sometimes to the patient death.  As a result, a new direction  

has been followed to benefit from the  technology in the medicine field by  using  special 

medical information systems to support the physicians with their diagnosis and treatment 

decisions with the help of Clinical Practice Guidelines CPGs. Clinical practice guidelines 

are "systematically developed statements to assist practitioners and patient decisions 

about appropriate health care for specific circumstances" [1]. 

 

Many approaches have been developed  for  the computerization and execution of  

ontological clinical practice guidelines models. It has been clear that most of these 
researches and also the existing CPGs emphasize on the patient medical situation as a 

whole  including diagnosis and  treatment and  apparently there is no such a framework  

for the patient diagnosis alone which is obviously the most important part of the whole 

medical situation since that if the physicians for example know exactly and for sure the 

patient disease they can easily decide what is the followed procedure for the treatment 

they need. Therefore, there is an urgent need to fill this huge gap and to build such CPG 

or more precisely  a general framework  that can fit at least 75% of all steps needed in 

diagnosis for most CPGs and this is what this paper  introduces. 

                                                        
2 Associate Professor ,College of Computer and Information Sciences, King Saud University 
1 Teacher Assistant, Imam Mohammad bin Saud University 
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1. The proposed general knowledge base ontology framework for patient diagnosis 

This framework is a general base which can be used with more specialization for 

quickly modeling a specific clinical practice guideline and it consists of four steps. The 

first step of this methodology is to choose an appropriate clinical practice guidelines 
resource as the base of this research. National Guideline Clearinghouse NGC [2 has been 

chosen as a comprehensive, detailed information resource on clinical practice guidelines 

and to further their dissemination, implementation, and use. The second step and as the 

domain of the research, 30 different diseases has been chosen from different human 

organs and have been visualized in tables based on their symptoms, signs, and diagnosis 

procedures. The third step is capturing and modeling the common symptoms and signs 

among these 30 different diseases and with the help of the differential diagnosis that will 

go out at the end, the patient will be successfully diagnosed. The fourth and the last step 

in this methodology is the transformation of these models into a knowledge base 

ontology framework for patient diagnosis based on Clinical Practice Guidelines by using 

Protégé [3]. 
 
1.1  The  selected 30 Diseases: symptoms, signs and Diagnosis 

30 different diseases has been chosen for the study from  NGC [2] (Table 1). 
      

   Table 1. The 30 selected diseases.  

Disease  

no. 

 Disease  

Name 

 Disease 

 no. 

Disease 

 Name 

1 Celiac [4]  16 Hematological cancer 

2 Gastroesophageal reflux [5]  17 Hypothyroidism 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

Gastroparesis [6] 

Autoimmune Hepatitis AIH [7] 

Acute Appendicitis [8] 

Dyspepsia [9] 

Asthma 

Sore throat 

Pneumonia 

Acute rhinosinusitis 

acute pancreatitis 

chronic obstructive  pulmonary 

type 2 diabetes mellitus 

Lower Urinary Tract Infection 

Hepatitis B virus 

 18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

Hyperthyroidism 

Tuberculosis 

Migraine 

peptic ulcer disease  

Lung cancer 

Gastrointestinal food allergy 

upper respiratory food allergy 

Lower respiratory food allergy 

ischemic stroke 

primary sclerosing cholangitis 

Hernia 

lactose intolerance 

Irritable bowel syndrome 

 

The next step is to use NGC guidelines to summarize the symptoms, signs and 

diagnosis procedures of these 30 diseases. However, it is difficult  here to explain all the 

information for this 30 diseases, instead the work has been  shrink to the first 6 diseases 

from Table 1.  Moreover, sample of the symptoms, signs and diagnosis procedures are 

presented (Table 2. and Table 3. ). 
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Table 2. Some symptoms and signs of the selected diseases. 
Disease  

no. 

Abdominal 

 pain 

Diarrhea Weight 

Loss 

Bloating Heartburn  Nausea  Vomiting 

 

1 

 

   Y 

  

Y 

 

Y 

   

2 Y   Y Y Y Y 

3 

4 

5 

6 

Y 

Y 

Y 

Y 

  Y 

 

 

Y 

 

 

 

Y 

Y 

Y 

Y 

Y 

Y 

 

Y 

Y 

 

Table 3. Some of the diagnosis procedures of the selected diseases. 
Disease  

no. 

Serologic 

testing 

 

IgA. TTG 

antibody testing 

Endoscopy Ultrasound C urea breath 

test CUBT 

Fecal 

antigen 

test 

 

1 

2 

 

Y    

 

Y 

 

Y 

Y 

 

 

  

3       

4 

5 

6 

 

 

   

Y 

 

 

 

Y 

 

 

Y 

 

It is clearly from the above symptoms and signs table and diagnosis table that there 

are some common factors between two or more diseases. These factors are helpful in the 

differential diagnosis of the patient disease. Differential diagnosis means " the 

distinguishing between two or more diseases with similar symptoms by systematically 

comparing their signs and symptoms" [10].  
 

1.2  Patient Symptoms and Signs Model 

 

As a first step in any medical problem, the physician normally asks the patient about 

what he/she feels, and checks if there are any symptoms or signs in his/her patient and 

after that, the diagnosis process starts. In this research, the whole diagnosis process has 

been  started from the initial 30 possible diseases and then with the available common  

symptoms and signs in every time, the diagnosis process will go out from a general 

picture to a more specific and precise picture of the possible patient disease. This process 

will be repeated at some levels until it reaches  a reasonable set of possible patient 

diseases list. This process has been expressed clearly  as a tree format. The rectangular 
nodes represent the possible diseases while the arrows represent the symptoms and signs 

of the patient and the rounded rectangular nodes represent the final and the exact 

diagnosis for the patient disease after dismissed  all the excluded ones.  (  Figure 1.). 
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Figure 1. General patient symptoms and signs model 

For instance, starting from the top with 30 possible diseases, if the patient complaint 

is about an abdominal pain, then the possible diseases from Table 1. that caused 

abdominal pain symptom (from Table 2. ) are: 1, 3, 5, 6, 11, 15, 16, 27, 28, 29, and 30.  

Moreover, if the patient has  fever, the above  diseases list will be shortened to the 
diseases numbers :5, 11, 15, and 28 and so on. 

 

1.3 Diseases Diagnostic Model 

 

 Next step is to list the different diagnosis tests and investigations to diagnose 

these 30 different diseases. In medicine, there are two types of investigations or diagnosis 

procedures; laboratory tests (Blood culture, Urine analysis and culture..) and 

Radiological tests ( Ultrasound, MRI, ..etc). In this research, there are 45 different 

diagnosis procedures that can be used in the diagnosis process based on the physician 

needs and vision about the patient situation. The diseases Diagnostic Model is modeled 

and divided into three parts, one of them is presented in Figure 2. 
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   Figure 2. Diseases Diagnostic model 

 

The physician starts thinking about the possible patient diseases based on their 

complaints and their symptoms and signs. At the end, he will  have the exact diagnosis 

for the patient situation or at least he will reach to a differential diagnosis list and based 

on his vision and expectations the decision to have more investigations is decided. From 

Figure 3 for instance, if the patient complaints is about frequent urination, the differential 

diagnosis that comes to the physician mind is either the patient has Type 2 Diabetes 

Mellitus or has Lower Urinary Tract Infection and the exact diagnosis decision depends 
on the physician opinion to do Fasting Plasma Glucose test for Type 2 Diabetes Mellitus 

or Urine Analysis and culture for Unary Lower Urinary Tract Infection but not the both 

of them. 

 

2.  Discussion  
 

It has been clear that the existing CPGs emphasize on one disease or one medical 

problem. Therefore, there is an urgent need to fill this huge gap and to build such CPG 

or more precisely  a general framework  that can fit at least 75% of all steps needed in 

diagnosis for most CPGs. This proposed knowledge base ontology framework for 

diagnosis based on CPGs will make building the clinical practice guidelines much  more 
easier. The framework will be a general base for quickly modeling any specific clinical 

practice guideline.  

 

3. Conclusion 

 
This research proposed a new design for a knowledge base framework for a patient 

diagnosis based on CPGs. A full framework based on CPGs has been established to assist 
clinicians in the process of diagnosis. In order to build a specific diagnosis for a specific 

disease, the framework can save time and work.  The next steps will be to complete this 
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research by building a general Diagnosis model based on the pervious selected 30 

diseases side by side with patient symptoms and signs model. 
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Abstract 

 

Chagas disease (CD) disease is a life-threatening tropical parasitic disease caused by the flagellate protozoan 

Trypanosoma cruzi. T. cruzi is typically transmitted to humans and other mammals by the bite of "kissing bugs" of 

the subfamily Triatominae (family Reduviidae), primarily by species belonging to the Triatoma, Rhodnius, and 

Panstrongylus genera.  Rapidly identifying CD insect vectors in the field is crucial to effective control of the disease.  

Here I describe  an image-Euclidean-distance classifier  that suppors rapid identification of adults of nine  CD  

vector species. 

 
Keywords:  Chagas Disease, automated classification, image Euclidean distance 

 

 

1.0  Introduction 

Chagas disease (CD) disease is a life-threatening 

tropical parasitic disease caused by the flagellate 

protozoan Trypanosoma cruzi. T. cruzi is 

typically transmitted to humans and other 

mammals by the bite of  "kissing bugs" of the 

subfamily Triatominae (family Reduviidae), 

primarily by species belonging to the Triatoma, 

Rhodnius, and Panstrongylus genera ([5]).   

As many as 11 million people in Mexico, 

Central America, and South America have CD.  

Most of those infected do not know that they 

are. Large-scale population movements from 

rural to urban areas of Latin America and to 

other regions of the world have increased the 

geographic distribution of CD;  the disease has 

been reported in several European countries 

([5]).  

Rapid field identification of CD vector species is 

essential to effective vector control.  A tool that 

that could capture an image of a specimen and 

return its taxonomic identification would help to 

minimize the labor requirements for rapid field 

identification of the vectors.   

Such a tool  can be thought of as having two 

main subfunctions -- an image-processing 

function, which performs various image-analysis 

tasks and emits image information derivable 

solely from color-value distributions on pixel-

arrays (e.g., image histograms, maximum and 

minimum pixel intensity values, image 

distances,  etc.; [15]), and an automated 

classification function, which accepts the output 

of the image processing and infers the 

taxonomic classification of the specimen.  This 

study is concerned only with automated 

classification.  
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2.0  Method 
 
Images of adult specimens of nine triatomine 

species, (S),  nominally regarded as the most 

common CD vector species in Brazil ([2]), were 

selected for classification support: 

 

   (S) 

 

 Triatoma infestans 

 Triatoma dimidiata 

 Triatoma brasiliensis 

 Triatoma maculata 

 Triatoma sordida 

 Rhodnius prolixus 

 Rhodnius neglectus 

 Rhodnius pallescens 

 Panstrongylus megistus 

 

Images representing the species in (S) were 

randomly selected from [1] and [16]-[18].  From 

this set, I selected images I judged to have 

"similar" focus, orientation, contrast, and 

specimen "quality", excluding images I judged 

to have one or more of the following 

"pathologies": 

 

 specimens with missing or occluded legs 

 specimens showing significant 

anatomical, damage, or color anomalies 

 in the case of [2]-[3], images evidently 

containing colors other than white or 

gray 

             in their background 

 specimens that had poor contrast in any 

region 

 

 

Using  the Mathematica ([9]) script shown in 

Figure 2,  digitized images of specimens of 

species in (S) were imported from [1] and [16]-

[18], "standardized" to remove various artifacts, 

and  the image Euclidean distance from each 

member of a set of equivalently standardized 

reference images from [1] and [16]-[18] that is 

disjoint from the set of test images was 

computed.   

 

The classification of the reference image that has 

the smallest distance to a given test image is the 

predicted classification of that test image. 

 

The script shown in Figure 2 was executed on a  

Dell Inspiron 545 with an  Intel Core2 Quad 

CPU Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista Home 

Premium operating environment. 

 

 

 
 
 

 

3.0  Results 
 

Example triatomine images are shown in Figure 1. 
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Figure 1.    Triatoma brasiliensis.  A. Male Ceará,  Brazil.  B. Female, dark form, Bahia, 

Brazil.  Adapted from Figure 43,  [1]. 

 
 

 
******************************************************************************************************************** 
 
imgwidth=1000; 

imgheight=1000; 

maxdistimg = 10000.0; 

filetype="JPG"; 

binarizeThreshold=0.05; 

 

testfilelist={"C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae 

UnB new photos\\Triatoma_sordida_Posse_GO_d (8) 

f","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Triatoma_sordida_Posse_GO_d (10) 

m","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Rhodnius 

robustus\\Rhodnius_robustus_UnB_MarabaÌ•-PA_d (2) 

F","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Triatoma 

costalimai\\costalimai_UnB_Mambai-GO-d-3-

M","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Triatoma 

pallidipennis\\Triatoma_pallidipennis_UnB_d","C:\\Biodiversity_Institute\\Image_Generator\\Image_

Distance\\RODRIGO2\\triatominae UnB new photos\\Triatoma_brasiliensis_FeiradeSantana_BA_d (3) 

f","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Triatoma 

infestans\\Triatoma_infestans_UnB_d (8) M" 

,"C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Rhodnius 

neglectus\\RN_UnB_Curaca-

BA_2128_d","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae 

UnB new photos\\Triatoma_sordida_Posse_GO_d (12) m", 

"C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Panstrongylus_megistus_Brasília_DF_d (16) 

m","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Rhodnius_prolixus_Salvador Colony _BA_d (2) 

f","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Will_Tdim_batch1\\Photos_JMR\\Td 

Manacal Alcohol\\Manacal Td 1 Alcohol\\IMG_0051"}; 

 

reffilelist={"C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\T

riatoma pallidipennis\\Triatoma_pallidipennis_UnB_d 

(3)","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Triatoma 

infestans\\Triatoma_infestans_UnB_d (4) 
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M","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Rhodnius 

neglectus\\RN_UnB_NovoPlanalto-

GO_910_d","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB 

new photos\\Triatoma_sordida_Posse_GO_d (11) m", 

"C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Panstrongylus_megistus_Brasília_DF_d (14) 

m","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Rhodnius_prolixus_Colony Salvador_BA_d (1) 

f","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Will_Tdim_batch1\\Photos_JMR\\Td 

Manacal Alcohol\\Manacal Td 3 

Alcohol\\IMG_0117","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triato

minae UnB new photos\\Triatoma_brasiliensis_FeiradeSantana_BA_d (6) 

f","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Triatoma 

costalimai\\costalimai_UnB_Mambai-GO-d-5-

M","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\Rodrigo\\ColRodrigo\\Rhodnius 

robustus\\Rhodnius_robustus_UnB_MarabaÌ•-PA_d (4) 

F","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Triatoma_sordida_Posse_GO_d (14) 

m","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Triatoma_sordida_Posse_GO_d (3) 

f","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Triatoma_infestans_Cepeim_ARGENTINA_d (1) 

f","C:\\Biodiversity_Institute\\Image_Generator\\Image_Distance\\RODRIGO2\\triatominae UnB new 

photos\\Rhodnius_neglectus_CampoAlegre_GO_d (18) m"}; 

   

(* loop over test files *) 

For [i=1,iLength[testfilelist],i++,  
 testfilename= testfilelist[[i]]<>"."<>filetype; 

    orgimage=Import[testfilename,filetype]; 

  

 (* "standardize" the test image *) 

    border=Binarize[orgimage,binarizeThreshold];  

    mask=ColorNegate[border];  

    maskedImg=ImageApply[1&,orgimage,Maskingmask]; 
    stdtestimg=ImageResize[ImageCrop[maskedImg],{imgwidth,imgheight}]; 

  

     

    oldimgdiff=maxdistimg; 

    newimgdiff=maxdistimg; 

    bestrefmatch="nothing"; 

  

 (* begin loop over reference files *) 

 {For [j=1,jLength[reffilelist],j++,  
   reffilename= reffilelist[[j]]<>"."<>filetype; 

            orgimage=Import[reffilename, filetype]; 

    

   (* "standardize" the reference image *) 

            border=Binarize[orgimage,binarizeThreshold];  

            mask=ColorNegate[border];  

            maskedImg=ImageApply[1&,orgimage,Maskingmask]; 
            stdrefimg=ImageResize[ImageCrop[maskedImg],{imgwidth,imgheight}]; 

    

   newimgdiff=ImageDistance[stdrefimg,stdtestimg];If[newimgdiffoldimgdiff, 
     {oldimgdiff=newimgdiff; bestrefmatch=reffilename}, oldimgdiff=oldimgdiff]]};  

               (*  end loop over reference files *) 

  

  Print ["The best reference file match to test file ", testfilename,  " is ",  

        bestrefmatch, " ; Euclidean distance = ", oldimgdiff]]  (*  end loop over test files *)   

 

Figure 2.  A nominal Mathematica ([9]) script for the image Euclidean distance classifier used in 

this study. 

 

 

All 12 of the images in testfilelist (see top of Figure 2) were correctly classified by the script shown in 

Figure 2. 
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On the platform described in Section 2.0, the 

classification took approximately 30 minutes per 

image.  CPU usage peaked at ~50%.  Memory 

usage peaked at ~7 GB. 

 

 

 

4.0  Discussion and conclusions 

 
The results of Section 3.0 motivate several 

observations: 

 
 1.  An image-Euclidean-distance 

classifier can provide automated support for CD 

vector classification.    

 

 2.  The test and reference file lists 

shown in Figure 2 can in principle be extended 

indefinitely.  Those lists could of course be read 

from files instead of being implemented as string 

literals in the script. 

 

 3.  In principle, the standardized 

reference images could be kept in memory, 

instead of being recreated for each test image as 

is done in the script shown in Figure 2.  When I 

attempted to implement this approach, however, 

I encountered memory-management problems 

on the platform described in Section 2.0. 

 

 4.  In principle, the image 

"standardization" shown in the script in Figure 2 

could be abstracted to a Mathematica function.  

When I attempted to do this, however, I 

encountered memory-management problems on 

the platform described in Section 2.0. 

 

 5.  The performance of the classifier 

depends significantly on the standardization of 

images prior to classification. 

 

 6.  The selection of training and test 

images based on a judgment of image "quality",  

as described in Section 2.0, would seem to 

involve expert judgment in some fundamental 

way.  However, [1] and [16]-[18] strongly 

suggest that it is possible to define a 

photographic protocol that consistently produces 

images that allow the classifier to perform as 

well as noted in Section 4.0.  The explicit 

characterization of that protocol is an ongoing 

research project coordinated by the University of 

Kansas Biodiversity Institute.   
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Abstract 

 
A computer method for recognizing blood vessels in an image constructed by infrared tomography is proposed. 

Blood vessels detection is important for efficient clinical treatment of a patient.  

A blood vessel can be model as a block in an image and hence block detection algorithm is applied on an image 

constructed by infrared tomography. The approach is based on the parallel calculation on hypercube.  Hypercube 

architecture of dimension n is fine-grain architecture with 2
n
 processors each holding a single pixel of the image.  

The hypercube operates in an SIMD mode. Two algorithms for computing blocks are explained.   

 

Key Words: Block detection, blood vessel, hypercube, image processing, and parallel processing. 

 

1 Introduction 
 

Three dimensional reconstructions of the 

blood vessels in an image taken from part of skin by 

infrared tomography is an important clinical 

problem.  For example efficient clinical results for 

laser therapy is based on the selection of proper 

pulse durations of laser [1,2,3,9]  Milner et al. [7] 

have shown that for efficient treatment of Port of 

Wine Stain (PWS) (patients with birth's mark), or 

removing tattoos, laser pulse durations should be 

approximately equal to the thermal relaxation times 

of the targeted PWS blood vessels.  In this paper we 

utilize an infrared detector to measure temperature 

changes induced in a skin exposed to laser radiation.  

Heat generated due to light absorption by skin 

diffuses to the surface and results in increased 

infrared radiation emission levels.  By collecting and 

concentrating the emitted radiation on to an infrared 

detector, useful information regarding the tested skin 

will be derived and will be used for blood vessels 

detection.  Vessel diameter varies greatly from 

patient to patient and even from site to site in one 

patient. The value of thermal relaxation times, tau_r, 

is directly proportional to the square of the diameter 

(d) of the tested vessel and inversely proportional to 

the thermal diffusivity of skin, tau_r =d^
2
/16chi 

where chi is thermal diffusivity of skin (0.9x10
-3

  

cm
2
/s).   

 

The Beckman Laser Institute and Medical Clinic in 

Irvine, California has a laser that user can specify 

pulse duration over the range of 0.25-15 msec.  With 

such a laser, proper selection of pulse duration of 

laser exposure for patients is important.   

In this paper we model blood vessels as blocks and 

hence block detection algorithm will be used. 

 

2 Experimental Results 
 

All the experimental data used in this paper 

have been accomplished at The Beckman Laser 

Institute and Medical Clinic.  In this center a 0.45 

msec pulsed laser source (lambda = 585) with  

adjustable pulse durations is available.  A high-speed 

Infrared Focal Plane (IR-FPA) camera system takes 

image of individual laser heated blood vessels.  This 

camera acquires 217 infrared emission frames per 

second.  The infrared signals collected by each 

detector element are digitized by 3.5 MHZ, 12-bit 

A/D converter and results are stored in computer.  

Figure 1 represents infrared tomography 

instruments.  

 
Figure 1 Infrared Radiometery 

instrumentation 
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Each frame has 128x128 pixels. Infrared 

tomography uses a fast infrared focal plane array to 

detect temperature rises in a substrate induced by 

pulse radiation.  In practice, a pulsed laser is used to 

produce transient heating of the object under study.  

The temperature rise, due to the optical absorption of 

the pulse laser light, creates an increase in infrared 

emission which is measured by a fast IR-FPA.  If a 

pulse laser source is used to irradiate the skin, an 

immediate increase in infrared emission will occur 

due to optical absorption by hemoglobin contained 

within the blood vessels. An Infrared tomography 

record of a skin in response to pulsed laser exposure 

is composed of a sequence of infrared emission 

frames that indicate localized heating of blood 

vessels in tested skin.  The value of each pixel is 

presented by P(x,y,t), where x,y are coordinates and t 

is the measured time sequence.  Sample rate is 217 

frames per second.   

 

3 Block Detection Algorithm 
 

In this section we present an algorithm for 

detecting connected black pixels.  The input to this 

algorithm is n by n binary pixels.   

Connectivity among pixels can be defined in terms 

of their adjacency.  Two black pixels (x1, y1)  and 

(x2, y2) are 8-neighbor if: 

 

Max{|x1-x2|,|y1-y2|}<=1 

 

and 4-neighbor if: 

 

|x1-x2|+|y1-y2|<= 1  

 

Two black pixels (x1, y1) and (xk, yk) are said to 

connected by 8-path (4-path) if there exists a 

sequence of black pixels (xp, yp), 2<= p<=k, such 

that each pair of pixels (xp-1, yp-1) and (xp, yp) are 8-

neighbors (4-neighbors).  A maximal connected 

region of black pixels is called a connected block.  

We assume a block represents a blood vessel.  In this 

paper we use 8-neighbors method. 

 

3.1 Depth calculation of vessels 
 

In this section depth of a vessel z will be 

calculated.  Assume P is a set of pixels indicating 

vessel V. From 150 frames a curve indicating the 

relation between temperature change and time will 

be drawn.  The time difference between initial jump 

and maximum point of this curve is called delayed 

thermal peak td .Using the equation z=sqrt{4chi td} , 

depth of a the vessel V will be calculated, where chi 

is thermal diffusivity of skin 0.9x10^-3 cm^2/s. 

 

4 Hypercube Architecture 
 

Hypercube multi-computer systems have 

become a subject of considerable interest to the 

system designers faced with challenging 

applications.  An n-dimensional hypercube multi-

computer system, or an n-cub for short, contains 2
n
 

processors each of which is a self-contained 

computer with its own local memory.  Each 

processor is assigned a unique n-bit address.  Two 

processors are linked if and only if their addresses 

differ in exactly one bit position.  Therefore, each 

processor has direct communication links to n other 

processors [4,5,6].   

A hypercube computer with the dimension n is 

Single Instruction Multiple Data ( SIMD) machine.  

All of the processing elements in the hypercube 

operate in a strict SIMD mode under the direct 

control of a single node.  Each processing element 

has its own memory and all of the communication 

links are bidirectional. The hypercube topology has 

been proposed as architecture for high-speed image 

processing where its simple geometry adapts 

naturally to many types of problems. 

 

5 Simulation Program 
 

Application software called Application 

Visualization System (AVS) is used to process input 

images.  Input images consist of 150 frames.  The 

first few frames and several of last frames will not 

be used for processing since the early frames are 

totally black and last frames are white. In order to 

get better images with less blur and noise, 

longitudinal inversion algorithm is used.  The new 

gray-level images are transforming into black and 

white (binary) images.  

 

5.1 Network on AVS: 

 
To implement algorithms on binary images 

a network on AVS with following blocks are 

defined: 

 

File Description: This file reads 150 frames of input 

images each of size 128x128. 

 

Orthogonal Slicer: By setting a parameter one of the 

150 images is selected. 

 

 Crop: This file trims borders of selected image. 

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 89

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



  

 

 Clamp and Contrast: This file changes the gray-

level image to black and white or binary images. The 

format of new image has been changed in order to be 

readable by processing program. 

 

 White Image: Stores the image file on the disk. 

 

5.2 Processing Program: 

 

The simulation program for detecting 

blocks was written in C language. Figures 2 and 3 

illustrate the result of block detection algorithm on a 

binary images.  

 

 

              
(a) Raw image 

 

 

 

 
               (b)  Frame 1 

 

 

 

 

 

 

 

 

 
 

                          © Frame 4 

 

 

Figure 2. Different frames from 3D 

tomographic CAM image 
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Figure 3. Detected blocks in frame 1 
 

Table 1 illustrates the computer simulation results 

for 128x128 size binary images using Block 

Detection Algorithm for frame number nine. Table 2 

illustrates the computer simulation results for 

128x128 size binary images using Block Detection 

Algorithm for block number B5.  

 

Table 3 illustrates the computer simulation results 

for 128x128 size binary images using Block 

Detection Algorithm for Different blocks.  

 

Table 1 Results of simulation for block detection 

algorithm for frame #9 

 
 

 

 

 

Table 2 Results of simulation for block detection 

algorithm for block B5 

 
 

Table 3 Results of simulation for block detection 

algorithm for block Bi 

 
 

6 Summary 
 

In this paper blood vessels are model as 

blocks. Parallel algorithms for detecting blood vessel 

on hypercube architecture are described.  The result 

of simulation proves the usefulness of block 

detection algorithms in image processing and pattern 

recognition. 
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Abstract. The goal of the Smart Blood Banks Central Distribution system is to be a 

substitute for the blood center in Saudi Arabia and to search for the required quantities 

of each blood type, save time, improve the process of exchange and distribute the blood 

units before expired. It will also promote a consolidation of hospitals in one blood bank 

and cooperation among them. These tasks need to develop an online intelligent 

distribution system that links all the hospital blood banks through one central system. 

The system should be able to process, store, distribute and exchange blood and blood 

components between blood banks under some conventions and regulations. 

Keywords. Blood Bank, Blood Center, Blood Unit, Utilization, Smart System, 

Proposed System. 

Introduction 

The utilization of blood and blood components is increasingly becoming an important 

and indispensable component of clinical care especially in the surgically-related fields. 

In line with the hospitals emphasis on patient safety when facing shortages in blood and 

its components, they have to seek assistance from other blood banks. When we look to 

the blood bank system in Saudi Arabia, we don't see the concept of central blood banks. 

Meaning, there are more than 60 blood banks in the middle region works individually 

without any connection among them [1]. The lack connection led to significantly wastage 

for the most required   and rarely source that annually may reach about 20% especially 

in medium and small banks. The presence of those gaps leads us to propose such a system 

[2].  

Through the extensive literature review about systems and papers that discusses similar 

idea in the same field we found that they are rarely and probably not exists. The presence 

of blood centers in other countries helped to eliminate a lot of problems that we are trying 

to resolve in the proposed system. Most of the systems that we found are basically depend 

on the concept of management in the first place.  Those systems are focus on managerial 
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functions such as reporting, inventory, accounting and monitored distribution of blood 

bags, and they are depending on connecting hospitals to one blood center, which means 

they always have the same source [3]. 

1. New Proposed System 

Blood requests in Saudi Arabia are not in line with international stander and best parties; 

the concept of blood center is not exists yet like in other wealthy country that will 

defiantly reflect less complains of blood and its components. The main target of creating 

blood bank center in Saudi Arabia is to establish new policies / procedures in order to 

manage, control the process of requesting or replacement of blood and maintain the 

quality with high standard.  

During side visits was done in Riyadh area and interviewing with Operations Analysts 

and Q.A. Coordinators of Blood Bank & Transfusion Services of Pathology & 

Laboratory Medicine in the largest blood banks, we realize all blood banks are struggling 

to get enough quantity to run their business. The idea of having large numbers of blood 

banks in same area without clear strategy, will negatively impact blood donators and 

patient life and lack the quantity of blood units in important hospitals which have much 

need, while other blood banks have a lot of not used blood units near to their expiry date. 

After that, we recommend linking all blood banks in one smart distribution system. The 

system should be smart enough to meet the demands and achieve the balance between 

the m. Moreover, the system will control the distribution between different entities with 

consideration of priority, and when there are more than one request for a specific blood 

type, the system try to distribute the orders to several hospitals not to just one, taking 

into account a combination of factors. The effective way to build the system is make 

integration between the smart system and the blood banks systems to create connection 

among them. So, the system will play the main role as blood bank center which contain 

the individuals participant. 

Trying to connect a large number of hospitals is not easy, for that we need a model or 

an algorithm to organize this correlation and facilitated at the same time. If we consider 

each hospital as a Node(j)and the connection between the system and hospitals as arcs 

with two directions, and the distance between hospitals on these arcs is X(i), it is 

possible to say we are talking about network model that have multiple source and 

destinations (Hospitals) Figure 1 [4]. This model supported by Linear Digital 

Programming algorithm which helps us to apply the calculations for the supply and 

demand on the blood units [5]. 
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Figure 1. Proposed System Architecture 

 For each node (hospital) there are: constant minimum number of blood units, daily 

reserved blood units (reserved units for next day), updated minimum number and the 

available stock. By these numbers we can make equations to calculate then conclude 

the needy hospitals and the hospitals have surplus blood units as illustrated in the 

following case study.  

1.1. Case Study 
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Distribution 

System 

X6

X15

X9

X7

X8

X3

X12

X2

X4

X1

X5

X11

X13

X10

X14

Node (A)

Const Minimum=10

Reserved=12

Updated Minimum=22

Available in stock=7

Const Minimum=15

Reserved=10

Updated Minimum=25

Available in stock=25

Const Minimum=10

Reserved=20

Updated Minimum= 30

Available in stock=35

Const Minimum=20

Reserved=0

Updated Minimum=20

Available in stock=45

Const Minimum=5

Reserved=13

Updated Minimum= 18

Available in stock=15

7-22= -15

25-25=0

35-30=+5

Node (B)Node (C)

Node (D)

Node (E)

15-18= -3

45-20= +25

 

Figure 2. Ordering Representation Model 
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As represent in Figure 2 the ordering model for the smart system, we can see the nodes: 

A, B C, D and E are hospitals connecting to the central smart system. This case study 

was done for one blood type (e.g. O+) and the rest are in the same way. By the set of 

numbers available on each node we can calculate them to extract the status of each 
hospital by the following equation: 

(Available Stock) - (Updated Minimum) = Status; 

Note that the updated minimum is not a piece of information provided by the hospital, it 

is calculated by the system as follow:  

(Constant Minimum) + (Daily Reserved) = Updated Minimum; 

By the status sign and the number together we can conclude which hospitals are need 

blood and witch are supply it. For example in node A the result is (+5) the plus sign 
indicates that hospital A has extra five blood units that it can provide for other hospital. 

While in node E the result is (-15) the negative sign indicates that hospital E need for 

fifteen blood units. The system try to find this quantity from other hospital that have plus 

sign, it is not must be all from one hospital as it must achieve the balance between the 

taking units and the hospital size with the available blood stock and location. But in node 

D we find the result is equal to (0) which mean no need for more blood units and there 

are no supply units. Before the system start processing the orders, it must check the 

existence one of these cases: 

 Case#1: Supply> Demand: The system will not facing any problem when the 

supply blood units are more than demands. In addition, there are still more blood 

units for supply in the system. 

 Case#2: Supply< Demand: The problem will happen in such this case. In this 

situation the system starts to solve the highest priority orders. Priority is the 

value of negative sign number of result; the biggest value means the highest 

priority (e.g. -15 is high priority than -3). Thereafter, the smart system tries to 

provide the blood from available stock. When all available stock is consume 

and there are still high priority statuses, the system will enforce to withdraw the 

requested blood units from the constant minimum of appropriate hospital, and 

the needy hospital whose takes this blood units is responsible to return them as 

soon as they available in their stock. 
 Case#3: Supply = Demand: In this case, all blood units provided from all 

hospital for this blood type were depleted, and no more blood units for 

providing. 

The solution tries to make the best optimization for blood distribution across all linking 

hospitals by calculate the shortest distance between hospitals to increase the delivery 

speed. For example: when node C order blood units and node E will supply the units, the 

system must check the shortest path to node C, if node D need blood that can supply 
from node E the shortest path will (E-D-C= X3+X11),  but if node D have status (0) 

which mean it doesn't has an order  the shortest path will direct from E to C(X1). The 

system will distribute the blood twice time in a day for the best network exploiting. 

Before starting the calculations the system will receive all information from all hospitals 

through XML files, which refers to bigness of receiving data, and saving all in the system 

database.  
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2. Discussion 

As of today, the existing blood banks system in Saudi Arabia is incomplete, the reason 

behind that, poor cooperation between different facilities in relation to data and blood 

utilization that may led to wasting large amounts of blood/components. However, the 

proposal will provide blood and blood components faster and easier in order to save 

patients life. We can said the system has currently benefits by supplying the needy 
hospital with sufficient quantity of blood units as soon as possible, and the beauty of  

proposed system is to streamline the  blood bank industry as in: 

  Maximum utilization of resource with less waist of blood units. 

 High level of integration between different organization or health care 

provider, 

 Generate individual statistics reports for each hospital and comparing 

between them to find out which hospitals constantly order amounts of 

blood and accountability to know where the defects in their work. 
 Planning and estimation the future needs of blood bank activities, that is 

help the hospitals to intensification blood donation campaigns in case the 

expected were large quantities. 

 

3. Conclusion 

The proposed smart solution can totally replace the current practice of ordering via 

telephone calls. The system will facilitate and simplify the workflow between different 

blood banks as well as blood data / storage. It also eliminates the problem of blood 

shortage and make sure to use blood before it is expired. After reviewing such a case and 

studying the opportunities, the system architecture will be the optimum solution to 

achieve our expectations.    

References 

[1]  NATIONAL BLOOD CENTRE MINISTRY OF HEALTH 

MALAYSIA ."Transfusion Practice Guidelines for Clinical and Laboratory Personnel". 

March 2008. 

 [2] "Do we need an organization for blood transfusion services?". 

http://www.alriyadh.com/2013/03/10/article816280.html. Last accessed Apr 2013. 

[3] "Online blood bank management system Netbloodbank". 

http://www.netbloodbank.com. Last accessed Jun 2013. 
[4] " Web Services Enablement for Healthcare HL7 Applications - Web Services Basic 

Profile Reference Implementation". http://msdn.microsoft.com. Last accessed Oct 

2013. 

 [5] Lawrence, Jhon A. and Pasternack, Barry A.  Applied Management Science: 

Modeling, Spreadsheet Analysis, and Communication for Decision Making Jhon Wiley 

&Sons, United States, 2002, pp.206-209. 

 

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 97

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



Predicting the Co-receptors (CCR5 and CXCR4) of the 

Viruses R5, X4 and R5X4 that Cause AIDS (HIV-1) in 

Cells CD4 using The Bayes Classifier 
     

Francisco Javier Luna Rosas
1
, Julio Cesar Martínez Romo

1
,  

Carlos Alejandro de Luna Ortega
2
, Ricardo Mendoza Gonzalez

1,
 Valentín López Rivas

1 

Gricelda Medina Veloz
3 

e-mail: fcoluna2000@yahoo.com.mx 
 

1
 Computer Science Department, Inst. Tec. Aguascalientes, México.  

2 
Universidad Politécnica de Aguascalientes, México  

3
Universidad Tecnológica del Norte de Aguascalientes, México 

 
Abstract – The harming presence of retrovirus in CD4 cells 

of the immune system Known as AIDS (HIV-1), disease that 

is widespread throughout  the planet. In particular, the R5 

HIV-1 viruses use CCR5 as co-receptor for the virus 

entrance, the X4 virus HIV-1 use the CXCR4, while some 

strange viruses known as R5X4 or D-tropic, have the ability 

to use both co-receptors. A series of experiments were 

performed in this article to implement a Bayes Classifier 

that allows to asses different patterns that enable us to 

predict the co-receptor of the mutated R5X4. 

 

Keywords: Co-receptors, Viruses, AIDS, Bayes Classifier. 

 

1 Introduction 
 

The breast, lung, colon and prostate cancer are the most 

common today [1], but the frequency of cases of other types 

of cancer has increased, that is the case of cancer in blood, 

lymphatic system, skin, digestive system and the urinary 

system. At the same time, with the existence of several 

types of cancer, multiple factors exist that favor the 

appearance of cancer in different parts of the human body; 

so it is the case with blood cancer as the leukemia caused 

by the presence and action of a retrovirus (deltaretrovirus), 

like the syndrome of acquired immunodeficiency (AIDS) 

that is caused by the presence and action of another one 

retrovirus known as virus human immunodeficiency or HIV 

(Lentivirus), affecting present cells CD4 in the blood 

directly. This work focuses specifically in the study of these 

cells of the blood called CD4 that are a type of lymphocytes 

(leukocytes). These are an important part of the immune 

system in a human being. These cells are also called “T” 

cells and are attacked by retrovirus HIV.  

 

 

 

 

2 Antecedents 
 

In 1981, the International Committee on the Taxonomy of 

the Virus (ICTV) [2] proposed the following definition: “A 

species of the virus is a concept that will be represented 

normally by a group of chains of a variety of sources, or a 

population of chains of a particular source, that have in 

common a system correlated properties stable that 

differentiate a group from other groups of chains” [2]. 

Today, the ICTV recognizes more than 3,600 species of the 

virus. [2]. 

The animal viruses are classified in six classes: I, II III, IV, 

V, and VI. 

 

2.1 Class VI Retroviridae 

 
It is a group of virus of RNA that infects animals and 

human beings.       

 

 
 

Fig. 1. Retrovirus Structure [3] 
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As it can be observed in Fig. 1, the general structure of 

retrovirus is mainly formed by a lipid-protein bilayer with 

two protein subunits that are codified by the gene env of the 

virus and their own lipid and protein components of the 

cellular membrane. Also called specific glycoprotein that 

cause the infection, which contains a spherical capsid 

formed by 3 protein subunits codified by the gene gag. 

Inside the necessary viral enzymes for the process of viral 

replication are found: protease (gene pro) and inverse 

transcriptase and integrase, codified by the gene pol. Some 

retrovirus cause cancer directly, integrating genes called 

oncogenes in the DNA of the cell guest, causing the 

malignant transformation of normal cells into cancer cells, 

these are called virus transforming acute. Others cause 

cancer indirectly activating proto-oncogen of the guest, 

these are called virus transforming not-acute. Another 

important characteristic is that some retrovirus is cytotoxic 

for certain cells, inflating them.  Most remarkable it is the 

virus of the syndrome of the immunodeficiency in humans 

that destroys the lymphocytes CD4 T that they infect.  

 

2.2 Classification of retrovirus 
 

Actually, retroviruses are classified in 7 genera [2], as it can 

see in Fig. 2, where the different genera are observed from 

retrovirus according to the family which they belong. So it 

is the case of HIV pertaining to the family of Lentivirus. 

 

 
 

 
Fig. 2. Filogenetic analysis of retroviruses.                                                                                             

(Quackenbush, S. and Casey, J.). Academic                                                                                              

Press 2000 [2] 

 

At the present time, the well-known and classified families 

by ICTV are: 

a) Alpharetrovirus, Betaretrovirus, Epsilonretrovirus, 

Gammaretrovirus: Contain genomes simples. 

b) Lentivirus, Spumavirus and Deltaretrovirus. They 

contain complex genomes.  

Only retrovirus with endogenous simple genome and 

spumaviruses are living in their guests; in latent way. The 

Lentivirus is a citopatic retrovirus (retrovirus which 

damages the cell) that causes immunodeficiency syndromes 

fundamentally, neurological syndromes and autoimmune 

diseases of slow evolution. 

 

2.3. Vital cycle of retrovirus 
 

The vital cycle of retrovirus begins in the nucleus of an 

infected cell, (upper part of Fig. 3), formed by the genome 

of the virus (genes gag, pol, env), is contained into the 

membrane of the cell guest (envelope) [3]. 

 

 
 

Fig. 3.  Vital Cycle of retrovirus [3] 

 

In this stage of the vital cycle the retroviral genome is an 

element of the DNA integrated in the cell guest. The 

genome of the virus is approximately 8-12 kilobases of the 

DNA (it depends on the retroviral species). The genome of 

the virus takes advantage of elements available in the cell 

guest to form the capsid that locks up the heart of the virus 

encapsulating genes and other elements (matrix and Core), 

immediately the virus leaves the cell guest as a free particle 

(central part of Fig. 3) and looks for other healthy cells to 

infect them, which is observed in the bottom part of Fig. 3 

(Target cell membrane).  

 

3 Retrovirus more common in humans 
 

The human immunodeficiency virus (HIV) is a 

nontransforming retrovirus pertaining to the family of 
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Lentivirus. In Fig. 4 the structure of retrovirus of the human 

immunodeficiency is appraised (HIV) [2].  

 

 
 

Fig. 4. HIV Structure [3] 

3.1 Cellular damages causes by HIV 

The human cells that the HIV more frequency infects are 

the CD4, and when they are multiplied to fight infections, 

they make more copies of the HIV involuntarily. In 

infections prolonged by HIV, the numbers of cells CD4 are 

diminished. This it is a sign of which the immune system 

has been debilitated. Lower counts of CD4 cells increase 

the possibilities that the individual will get sick [1],[2]. 

 

3.2 Detection of the HIV in humans 
 

The analysis of the VIH means the tests that determine if an 

individual is or not infected with the human 

immunodeficiency virus (HIV) that causes the AIDS. 

Several types of analyses exists that are practiced generally 

in blood samples of individuals in study, also other corporal 

fluids samples are used, including a scraped cheek [1],[2].  

 

Antibodies detection analysis. These analyses look for 

“antibodies” against the HIV in the blood and other 

corporal fluids. The antibodies are proteins produced by the 

immune system to fight a specific germ, in this case against 

HIV which delay two or three months to appear after the 

organism has become infected[4]. 

 

Viral count analysis. Analysis of viral load measures the 

amount of HIV in the blood. Different techniques exist. The 

technique Polymerase Chain Reaction (PCR) uses an 

enzyme to multiply the HIV in the blood sample. Soon a 

chemical reaction marks the virus, the markers are 

measured and the amount of virus is calculated [5], [6]. 

 

Analysis of CD4 cells. Consists making a count of CD4 and 

CD8 cells in the sample. The number of cells by cubical 

millimeter of blood is specified. An agreement does not 

exist about what is the normal average level of CD4 cells. 

The normal count of CD4 is between 500 and 1600 cells 

and CD8 are between 375 and 1100 cells. CD4 cells can 

diminish drastically in HIV+ people and in some cases they 

can reach zero. Because the count of CD4 cells varies 

much, also the percentage of CD4 cells is analyzed. This 

percentage talks about the totality of  lymphocytes. If the 

analysis indicates that a 34% of CD4 exist, means that 34% 

of their lymphocytes are CD4 cells. The percentage is most 

stable than the number of CD4 cells. The normal rank is 

between 20% and 40%. A percentage underneath 14% 

indicates serious damage in the immune system. It is a 

signal of the AIDS in people infected with HIV [7]. 

 

4 The tropism of AIDS  
 

The tropism of the Human Immune Deficiency Virus is 

defined as the highly attractive specification of the virus 

towards the host tissue, determined partly by the surface 

markers of its cells (for example CD4 cells). The Viruses 

develop a specific ability to attack cells in a selective way, 

such as the host organs and often certain cell populations 

found in organs of the host body.The patients with AIDS 

show decreasing of CD4+ lymphocytes as the disease 

progresses, thus in 1984 it was planned that it was precisely 

the CD4 molecule the specific receptor, so the VIH virus  

entered cell [8]. In 1986 it was shown that protein gp120, of 

the viral wrapping, grouped with the CD4 and both 

molecules co-acted as an immune complex, thus showing 

the gp120-CD4 union. The expression of the CD4 in the 

membrane is necessary but not sufficient so that the virus 

fuse with the cell, the search for the possible co-receptor  

extended for about 10 years. Actually, since 1996, the 

CCR5 and CXCR4  have been identified as the main co-

receptors for the for VIH which has led to an understanding 

of the viral tropism and the pathogenesis in the molecular 

field [8]. In a few words it was observed from the 

beginning that all the isolated VIH-1 patients had a 

different tropism according to the cells that they infected. 

Some isolated patients infect macrophagus easily while 

others infect line cells of lymphocites T. Therefore, there 

are the so called isolated patients M-tropics (R5X4), (The 

M and the T for macrophages and limphocites 

respectively). We could say in a sense that the gp 120 of the  

protein of the virus is  the key used by the VIH to enter the 

cell. The virus R5X4 are the mutated viruses of VIH, which 

have the ability to attatch to DNA with the co-receptor 

CCR5 or CXCR4, with the identification of patterns in the 
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normal viruses such as X4 and R5 and the use of a Bayes 

classifier, we will be able to determine the co-receptor  that 

the R5X4 virus will use. 

 

5 Materials and Methods 
 

5.1 Data Collection 

 

There are 149 HIV isolated sequences representing the 

three viral tropisms: 77 for M-tropic R5 (Table 3) , 41 for 

T-tropic X4 (Table 2) and 31 for dual-tropic R5X4 (Table 

1), identified by Lamers in [9] and in the National Center 

for Biotechnology Information (NCBI.  

http://www.ncbi.nlm.nih.gov/ [10]. 

 
Table 1. Accession Numbers for Sequences  of Different R5X4 

Viruses 

 
R5X4 Viruses 

 

AB014795 

AF062029 

AF062031 

AF062033 

AF107771 

U08680 

U08682 

U08444 

 

U08445 

AF355674 

AF355647 

AF355630 

AF355690 

M91819 

AF035532 

AF035533 

 

AF259019 

AF259025 

AF259021 

AF259041 

AF258970 

AF258978 

AF021607 

AF204137 

 

AF112925 

M17451 

K02007 

U39362 

AF069140 

AF458235 

AF005494 

 

 
Table 2. Accession Numbers for Sequences  of Different X4 

Viruses 

 

X4 Viruses 

 

AB014785 

AB014791 

AB014796 

AB014810 

U48267 

U08666 

AF069692 

AF355319 

AF355336 

M14100 

A04321 

 

X01762 

L31963 

U08447 

AF355660 

AF355748 

AF355742 

AF355706 

AF180915 

AF180903 

AF035534 

AF259050 

 

AF258981 

AF259003 

AF021618 

AF128989 

M17449 

AF075720 

U48207 

U72495 

AY189526 

AF034375 

AF034376 

 

 

U27408 

AF411966 

U27399 

U08822 

U08738 

U08740 

U08193 

AF355330 

 

 

The DNA and the amino acids that make up the gp 120 

protein of each virus were obtained from the data base 

(NCBI http: http://www.ncbi.nlm.nih.gov/) [10]. Table 4 

shows the virus category, the access number and the amino 

acids of several selected viruses from each of the groups 

that represent the three viral tropisms (R5, X4 and R5X4). 
 

5.2 Generation of Characteristics 

 
Design of their own software in MatLab 2013,WEKA [11] 

and DNAStar [12] were used to calculate 16 general 

statistics  per position, the first nine were figured out from 

the properties of the amino acids according to Table 5 with 

their own software ( for example, amino acid type, charge, 

volume (A3), mass (Daltons), HP Scale, Surface Area, 

Alpha Helix, B-strand and Turn) and the remaining 

properties were extracted from DNAStar (molecular 

weight, strongly basic (+), strongly acidic (-), the 

hydrophobic, polar amino acids, iso-electric point, charge at 

PH 7.0, etc.). The properties of amino acids were grouped 

later in Tables (Data Sets) and loaded to the data mining 

software WEKA [56]. In In WEKA we figured out some 

features such as: minimum and maximum global average 

and standard deviation of all the viruses that belong to each 

category (R5, X4 and R5X4), for example if we take the 

charge at PH 7.0, the standard deviation is 0.77 and the 

average is 9.698 for the viruses R5.  
 

Table 3. Accession Numbers for Sequences  of Different R5 

Viruses  
R5 Viruses 

 

AF062012 

L03698 

AF231045 

AY669778 

U08810 

U51296 

AF407161 

AB253421 

U08645 

U08647 

AB253429 

AY288084 

AF307753 

AF411964 

U08823 

AF411965 

U92051 

AF355318 

AY010759 

AY010804 

 

AY010852 

U08670 

U08798 

AY669715 

U08710 

U16217 

M26727 

AJ418532 

AJ418479 

AJ418495 

AJ418514 

AJ418521 

U23487 

U04900 

AF022258 

AF258957 

AF021477 

U08716 

U39259 

AF204137 

 

M38429 

U27443 

U79719 

U04909 

U04918 

U40908 

U08450 

AF112542 

M63929 

U66221 

AF491737 

U08779 

L22084 

U27413 

AF005495 

U52953 

AF321523 

L22940 

U45485 

AB023804 

 

 

U08453 

AF307755 

AF307750 

AY043176 

AY158534 

AX455917 

AY043173 

AF307757 

U08803 

U88824 

U69657 

AF355326 

U88826 

U08368 

U27426 

AJ006022 

U08795 

 

 

Table 4. Protein gp120 of Different Viruses (R5,X4, R5X4) 

 
 

VIRUSES 

 

ACCESS 

NUMBER 

 

 

PROTEIN (GP120) 

 

 

 
 

R5X4 

 

AB014795 

 

VSTQLLLNGSLAEEEIIIRSENLTNNVKNIIVHLNRSVEIN

CTRPSNNTRTRVTLGPGRVWYRTGEIIGDIRKAYCEINGT
KWNKVLTKVTEKLKGHFNKTVIFQQP 

 

 

AF062029 

 

SFDPIPIHYCTPAGYAILKCNDKNFNGTGPCKNVSSVQCT

HGIKPVVSTQLLLNGSLAEEEIIIRSENLTNNAKTIIVHLN

KSVEINCTRPSNNTRTSLKIGPGQVFYRTGDIIGNIRAAY

CEINGTKWNKVLKQVTGKLEEHFKNKTIIFQPPSGGDLEI

TM 

 

 

 

 

 

X4 

 

AB014785 

 

VSTQLLLNGSLAEEEIIIRSENLTNNVKNIVHLNRSVEINC

TRPSNPTRTRITMGPGRVWYRTGEITGSIRAYCEINGTK

WNKVLKQVTEKLKKHFNKTVIFQQP 

 

 
AB014791 

 
VSTQLLLNGSLAEEEIIIRSENLTNNVKNIIVHLNRVEINC

TRPSNPTRTRITMGPGRVWYRTGEITGSIKKAYCEINGTK

WNKVLKQVTEKLKEHFNKTVIFQQP 

 

 

 

 

 

R5 

 

AF062012 

 

AGYAILKCNDKNFNGTGPCKNVSSVQCTHGIKPVVSTQ

LLLNGSLAEEEIIIRSENLTNNAKTIIVHLNKSVEINCTRPS

NNTRTSITMGPGQVFYRTGDIIGDIRKAYCEINGTKWNE 

 

 

AY669778 

 

VQARQLLSGIVQQQSNLLRAIEXQQHMLQLTVWGIKQL

QARVLAVERYLKDQKFLGLWGCSGKIICTTAVPWNSTW

SNKSFEEIWNNMTWTEWEREISNYTNQIYEILTESQNQQ
DRNEK DLLELDK 
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Table 5. Amino Acid Properties [52] 

 

 

5.3 Results 
 

We will initially focus on the two-class case. Let 
1ω , 

2ω  

be the two classes in which our patterns belong. In the 

sequel, we assume that the a priori probabilities )( 1ωp , 

)( 2ωp  are known. This is a very reasonable assumption, 

because even if  they are not known, they  

can easily be estimated from the available training feature 

vectors. Indeed, if N is the total number of available  

training patterns, and 
1N , 

2N of them belong to 
1ω and 

2ω , respectively, then NNwp /)( 11 ≈ and 

NNwp /)( 22 ≈ . Describing the Bayes rule we have 

[13][14]: 

 

)(

)()|(
)|(

xp

wPwxp
xwp ii

i =
      

                                       (1) 

 

Where each of the elements of this equation has the 

following meaning. 

 

)/( xp iω  : The probability that a feature vector x , 

belongs to the class iω .  

 

)/( ixp ω : The probability that given the class iω , the 

value of the random variable is, precisely x . In other words 

is the pdf of the class iω  as a random variable. 

 

 

 

Amino acid 

residues   Charge Volume(A3) Masa(Daltons) 

HP 

Scale 

Surface 

Area 

2D structure propensity 

Alpha 

Helix 

B-

strand Turn 

Alanine(A) 0 67 71.09 1.8 0.74 1.41 0.72 0.82 

Arginine(I) +1 148 156.19 -4.5 0.64 1.21 0.84 0.90 

Aspargine(N) 0 96 114.11 -3.5 0.63 0.76 0.48 1.34 

Aspartic 

Acid(D) -1 91 115.09 -3.5 0.62 0.99 0.39 1.24 

Cystine(C) 0 86 103.15 2.5 0.91 0.66 1.40 0.54 

Glutamine(Q) 0 114 128.14 -3.5 0.62 1.27 0.98 0.84 

Glutamic 

Acid(E) -1 109 129.12 -3.5 0.62 1.59 0.52 1.01 

Glycine(G) 0 48 57.05 -0.4 0.72 0.43 0.58 1.77 

Histidine(H) 0 118 137.14 -3.2 0.78 1.05 0.8 0.81 

Isoleucine(I) 0 124 113.16 4.5 0.88 1.09 1.67 0.47 

Leucine(L) 0 124 113.16 3.8 0.85 1.34 1.22 0.57 

Lysine(K) +1 135 128.17 -3.9 0.52 1.23 0.69 1.07 

Methionine(M) 0 124 131.19 1.9 0.85 1.30 1.14 0.52 

Phenylalanine(F) 0 135 147.18 2.8 0.88 1.16 1.33 0.59 

Proline(P) 0 90 97.12 -1.6 0.64 0.34 0.31 1.32 

Serine(S) 0 73 87.08 -0.8 0.66 0.57 0.96 1.22 

Threonine(T) 0 93 101.11 -0.7 0.7 0.76 1.17 0.90 

Tryptophane(W) 0 163 186.21 -0.9 0.85 1.02 1.35 0.65 

Tyrosine(Y) 0 141 163.18 -1.3 0.76 0.74 1.45 0.76 

Valine(V) 0 105 99.14 4.2 0.86 0.90 1.87 0.41 
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)( iwp : The a priori probability of occurrence of an 

element of the class iω . 

)(xp : The a priori probability of occurrence of an object 

to classify a feature vector equal to x (considered as a 

specific numerical vector), this element can be neglected 

because it has the same value for all classes. 

 

In this way the maximum search is now focused on the 

values of the evaluating pdf of x   [13][14]. 

 

The Bayes classification rule can now be declared as: 

 

121   )()( If ωωω →> xxPxP
 
x  is classified to

1ω  

 

212   )()( If ωωω →> xxPxP x  is classified to
2ω  

                                                                                           (2)
                                                  

                                                               

 

Fig. 5  presents an example of two equiprobable clases and 

shows the variations of  

2,1),|( =ixP iω , as functions of x for the simple case of 

a single feature )1( =l . The dotted line at 0x is a threshold 

partitioning the feature space into two regions, 
1R  and 

2R . 

According to the Bayes decision rule, for all values of x  in 

1R the classifier decides 
1ω and for all values in 

2R it 

decides 
2ω .                                                    

     

 

Fig. 5. Example of the two regions 1R
and  2R

 formed by the 

Bayesian classifier for the case of two equiprobable classes[14] 

 

However, it is obvious from the figure that decision errors 

are unavoidable. Indeed, there is a finite probability for an 

x  to lie in the 
2R region at the same time to belong in class 

1ω .  Then our decision is in error. The same is true for 

points originating from class 
2ω . It does not take much 

thought to see that the total probability of committing a 

decision error is given by [14]: 

  

∫∫
+∞

∞−

+=
0

0

)/(
2

1
)/(

2

1
12

x

e dxxpdxxpp

x

ωω                    (3) 

     

Since we have seen that, this classifier is based on 

managing of the second member of the Bayes theorem: 

 

 Niwpxwp ii ...2,1);()/( =⋅                                        (4) 

 

What is the probability density function (pdf) of the 

different classes. nwww ..., 21 . First, we will restrict our 

study to normal or Gaussian distributions, which occurs in 

the most practical cases. We begin with the case of one-

dimensional distribution for example, when we working 

with a single feature. Expression of the pdf is as follow: 

2

2
)(

2

1

exp
2

1
)/( i

ix

i

iwxp
σ

µ

πσ

−
−

=                                 (5) 

 

Where iµ  y iσ   are the average and standard deviation 

typical.  

 
Table 6.  Measuring Classification Error Probability 

 
 Viruses  R5  

(%) 

Viruses  X4 

(%)  

Error 

R5 

Error 

X4 

Optimal 

Threshold 

Molecular 

Weight 

 

99.01% 99.12% 0.981 0.871 7.85 

Hydrophobic 

Amino 

Acids 

 

99.997% 99.998% 0.003 0.002 6.53 

Isolectric 

Point 

99.83% 99.84% 0.162 0.153 7.43 

 

 

Charge at 

PH 7.0 

99.97% 99.99% .03 0.01 6.953 

We consider general statistics of molecular weight,  iso-

electric point  and charge at PH  for the two categories of 

viruses  R5 and X4, and we first got the PDF of each one of 

the characteristics based on its iµ  and iσ  and for both 

types of 1ω  and 2ω  later, we calculated the classification 

error (3) in the zone in which PDFs are trans lapped  (see  

Fig. 5). 100,000 data that fallow a normal behavior were 

considered to value the stoutness of the classifier. Table 6 

shows the classification average, reason of error, and 

optimums threshold classification for the features 

previously mentioned.  
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Fig. 6. Predicting   the co-receptors CCR5 or CXCR4 from the 

mutated virus (R5X4), according to its characteristics of 

Molecular Weight, Charge at PH and  Iso-Electric Point 

 

Once the classifier was trained with the features previously 

mentioned (molecular weight, iso-electric point and charge 

at PH), the next step was to predict the co-receptor of the 

mutated virus (R5X4), the distribution of both co-receptors 

is shown in Fig. 6, as we can see in Fig. 6, the mutated 

viruses are in one of the distinctive groups, the left and 

right circles are separated according to the type of co-

receptor. The circle on the left top represents  the amount of 

mutated viruses that enter exclusively in the co-receptor 

CCR5 (in this case from  the 29 mutated viruses, only 4  

have the characteristics that allow them to enter  the co-

receptor CCR5). The circle on the right bottom represents 

mutated viruses that have characteristics that allow them to 

enter to co-receptor CXCR4 (in this case, from the 29 

mutated viruses 25 have this type of characteristics).                                              

 

6 Conclusions  
 

In this article we observe that the viruses R5 HIV-1 use 

CCR5 as a co-receptor for the viral entrance, the X4 HIV-1 

viruses use the CXCR4, while some strange viruses known 

as R5X4 or D-tropic, have the ability to use both co-

receptors. We performed a series of experiments to 

implement a Bayan Classifier that allows us to asses 

different patterns that enables us to predict the co-receiver 

of the mutated virus R5X4.  
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Abstract - Fibular allograft combined with impaction bone 

grafting is an effective hip preserving method that be 

employed for avoiding the total hip replacement in the early 

stage of the femoral head necrosis. However, whether 

thorough debridement should be used with FAIBG is 

controversial. Thorough debridement can better protect the 

anterolateral column and reduces the necrosis area of stress 

concentration phenomenon compared to partial debridement 

theoretically, but it will bring bigger trauma region and higher 

incidence of complications, and require longer surgery 

recovery time. In most cases, the choice is made based on the 

experience and preference of different surgeons. This study 

first proposes employing computational biomechanical 

technology to explore the different mechanical performance of 

FAIBG with or without thorough debridement, which provides 

biomechanical basis for choosing the proper treatment in clinic. 

Keywords: Computational biomechanics, thorough 

debridement, fibular allograft combined with impaction bone 

grafting, anterolateral, stress transfer path  

 

1 Introduction 

  There is a rapid increase in the incidence of the femoral 

head necrosis (FHN) all over the world， which is caused by 

the widespread of steroid
 [1-2]

 and alcohol
 [3-6]

. FHN is 

associated with high morbidity and disability. Patients with 

FHN often have high risk to have collapse of femoral head, 

arthritis or dearticulation, and finally result in hip replacement 

(HR). The normal lifespan of a hip implant is about 12 years, 

so for the young age of the patients with HR, it is going to be 

several surgical treatments 
[7]

. Hence, femoral head preserving 

is a better alternative treatment for patients with FHN in the 

early stage. 

Fibular allograft combined with impaction bone 

grafting (FAIBG) is an effective head preserving method for 

avoiding total hip replacement (THR) in the early stage of 

FHN. FAIBG provides both repaired materials and 

biomechanical structural support during the healing of the 

necrosis region
 [8-11]

. However, whether thorough debridement 

should be used with FAIBG is controversial. “With thorough 

debridement” means that the necrotic bone should be clean up 

completely; while “Without thorough debridement” means 

that the necrotic bone should be partial debridement. 

Thorough debridement can better protect the anterolateral 

column and reduces the necrosis area of stress concentration 

phenomenon compared to partial debridement theoretically, 

but it will bring bigger trauma region and higher incidence of 

complications, and require longer surgery recovery time. In 

most cases, the choice is based on the experience and 

preference of different surgeons. At the same time, the studies 

about comparing the risk of collapse of postoperative femoral 

head accompanied with thorough debridement and without 

thorough debridement are relatively rare. 

To provide scientific biomechanical basis for FAIBG, 

this study presents two subject-specific FHN cases without 

collapse of the femoral head to compare the mechanical 

performance between FAIBG with thorough debridement and 

without thorough debridement.  
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2 Materials and Methods. 

2.1 JIC classification 

 In 2001, the Japanese Investigation Committee (JIC) [12] 

revised diagnostic criteria to clarify the definition of 

osteonecrosis of the femoral head (ONFH). According to the 

JIC classification criteria, FHN are classified into subtypes A, 

B, C1 and C2, based on the location of the lesion in the 

weight-bearing area. Type A lesions occupy the medial one-

third or less of the weight-bearing portion. Type B lesions 

occupy the medial two-thirds or less of the weight-bearing 

portion. Type C1 lesions occupy more than the medial two 

thirds of the weight-bearing portion but don’t extend laterally 

to the acetabular edge. Type C2 lesions occupy more than the 

medial two-thirds of the weight-bearing portion and extend 

laterally to the acebtabular edge. 

Recent studies have shown that patients who conform to 

the JIC C criteria are suitable for FAIBG. But these 

conclusions are mainly based on clinical observation 

experience and require to be proved in both theory and 

practice. Whether employing thorough debridement with 

FAIBG or not is still controversial. Hence, we reconstructed 

two subject-specific models (including JIC C1 and C2, Figure 

1) to provide biomechanical basis for FAIBG to explore the 

performance of different debridement region in treating FHN. 

 

 

Figure 1 3D subtype models of JIC Classification 

2.2 Generation of intact finite element models 

 A patient (P1) with weight of 70 kg who was diagnosed 

with JIC C1 FHN and a patient (P2) with weight of 60 kg who 

was diagnosed with JIC C2 FHN were selected for 

biomechanical evaluation on the proximal femur. Computed 

tomography datasets (0.5 mm thickness; Toshiba aquilion 64, 

Japan) of each case were employed to reconstruct solid 

models with grey level processing of the software MIMICS 

15.1 based on the function of ‘Thresholding’， ‘Edit 

Masks’， and ‘Calculate 3D’. The solid models in the 

format of STL were input to 3-matic pre-processor, in which 

the surface-fitting could be performed. Based on the function 

of‘Wrap’，‘Patching’ , we could find the fit hip to 

generate NURBS models. The interface between the ilium and 

femoral head was used to identify cartilage geometry. All 

NURBS models in the format of igs were input to ABAQUS 

V6.13 (SIMULIA co., France) to generate nonlinear elastic 

finite element models. Based on the initial hip geometry, we 

simulated the physiological and pathological models by 

different materials. 

Then, all these models were input to ABAQUS V6.13 

to generate isotropic 10-node tetrahedral elements. The mesh 

size was 4 mm. The initial models were consisted of elements 

(146879 of P1; 156471 of P2) and nodes (213970 of P1; 

230541 of P2). In these models, single-legged stance was 

considered as a representative body position and a ground 

reaction force equivalent to body weight was performed on a 

rigid plate that was tied to the distal part of the femur in 

Figure 2. Constraints were applied on public symphysis and 

sacroiliac joint. All the six degrees of freedom were 

constrained to zero. Seven muscles were modeled as axial 

connectors, muscle forces were set according to the literature
 

[13]
: the adductor longus = 560 N, adductor magnus = 600 N, 

gluteal maximus = 550 N, gluteal medius = 700 N, gluteal 

minumus = 300 N, piriformis = 500N and tensorfascia latae = 

300 N. The models consist of cortical, trabeculae, cartilage 

and lesion bone. The material properties used in 

biomechanical experiment were obtained from the literature
 

[14-16]
: Ecortical=15100 MPa, Etrabeculae=445 MPa, Ecartilage= 10.5 

MPa, Elesion=124.6 MPa, νcortical=0.3, νtrabecular=0.22, 

νcartilage=0.45 and νlesion=0.152.   

 

Figure 2 Load and constraint conditions   

Parametric analysis was designed to explore the effects 

of debridement extent of necrotic bone on cases that need 

surgery. The maximum debridement radius was defined as r 

and the debridement extent variants were depicted 
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schematically in Figure 3. We assumed the anterolateral 

cortical stress corresponding to the debridement extent of 

necrotic lesion had an increased radius R (R=1/4r, 3/8r, 1/2r, 

5/8r, 3/4r, 7/8r and r), where R=1/4r referred to the least 

debridement and R= r denote the thorough debridement. For 

the simulation of the allogeneic fibular implant, dimensions 

(80 mm in length and 6 mm in radius) were obtained from the 

manufacturer. The axial direction of fibula was defined by 

entry point and the lesion centroid. The entry point was 

located in the trochanteric lateral cortex of the femur. The 

distance of the cortical bone from the apex of the fibula was 5 

mm. The rest of voids were occupied by impaction cancellous 

bone after debridement. 

 

Figure 3 Debridement size of necrotic lesion. 

3 Results  

3.1 Stress transfer path 

 The principal stress transfer characteristics are the most 

important biomechanical index in evaluation of performance 

of FHN. In all femoral heads, the principal stress transfer 

patterns are computed when a mid-stance of gait occurs. 

Figure 4A and 4C show that the principal stress distributions 

in the healthy conditions are from the top of the femoral head 

to the femoral calcar. In Figure 4B and 4D, the stress transfer 

paths are broken off and the areas bearing principal stress are 

less than approximately 50% of the healthy simulations. The 

principal stress transfer efficiency reduces obviously. 

 

Figure 4 the principal stress distributions in the femoral head 

 

3.2 Stress distribution of anteraolateral 

column 

 FAIBG has a considerably small risk of structure 

collapse compared with untreated situation. Figure 5A and 6A 

show the healthy stress distribution of anterolateral cortical 

bone and the maximum stress value are 23.95 MPa of P1 and 

25.99 MPa of P2. Figure 5B shows that JIC C1 stress of 30.31 

MPa raises about 26.56%, which is higher than the healthy 

condition (P1). Figure 6B shows that the JIC C2 stress of 

34.58 MPa raises about 33.05%, which is higher than the 

healthy condition (P2). Figure 5C and 6C show that the 

postoperative stress is 23.52 MPa in P1 and 25.31 MPa in P2, 

which is approximately 22.4% lower than the JIC C1 

condition (P1) and 26.81% lower than the JIC C2 condition 

(P2) after FAIBG procedure. The peak stresses of the two 

postoperative cases return to near-healthy levels. It is 

obviously that the stress concentration regions in JIC C1 and 

C2 are the areas that the red arrows point to. After FAIBG 

procedure, the stress concentration regions are disappeared. 

Figure 5D-I and 6D-I show that stress has no significant 

changes as the debridement radius increasing. 

3.3 The peak stress of the residual necrotic 

bone 

 Figure 7 displays that the debridement size will affect 

the stress gradient in the residual necrotic bone. Seven 

different necrotic debridement sizes, ranging from 1/4r to r, 

are chosen to study the effect of debridement radius on the 

residual necrotic bone. The relation between debridement size 

and the stress of the residual necrotic bone is shown in Figure 

7. When the debridement radius is 1/4r, there is a 3762% 

increase in the peak stress compared to JIC C1 condition and 

a 1217% increase in the peak stress compared to JIC C2 

condition. When the debridement is not less than 3/8r, the 
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peak stress in the residual lesion is rapidly falling and returns 

to the physiological level. 

 

 

Figure 5 Anterolateral stress distribution of P1 

 

Figure 6 Anterolateral stress distribution of P2 

 

Figure 7 the peak stress of the residual necrotic bone 

 

3.4 Model validation 

 The principle compressive trabecula loads principle 

compressive stress of the femoral head (Figure 8C/D), which 

correlates well with the bone density distribution (Figure 8B) 
[17]

. The shape and location of the biomechanical transfer path 

for both load cases are consistent with the trabecular features 

in the cross-sections of the cadaver bone (Figure 8A) 
[18, 19]

. It 

is clearly that trabeculae in the corresponding areas are 

thinner. In the same time, there are strong similarities of stress 

patterns between the simulation results of our study and the 

previous studies results in the literature
 [13]

. Hence, we think 

that the FE results could mirror the physical phenomenon of 

the hip and evaluate the results. 

 

Figure 8 Photograph (A), radiograph (B), the previous 

simulation results (C) and the computational results (D) of our 

study. The shape and location of the biomechanical transfer 

path (D) are consistent with the trabecular features in the 

cross-sections of the cadaver bone (A), BMD distribution (B) 

in radiograph and stress distribution in the previous 

simulation results. 

4 Discussion 

 FAIBG represents a proven technique for maintaining 

the shape of the femoral head and reducing the risk of 

collapse of FHN in its early stages. Rosenwasser
 [20]

 first 

described, thorough debridement and bone grafting for 

treating FHN in 1994. This technique is an effective method 

for young patients with FHN in early stage, which will delay 

the progression of osteoarthrosis and subsequent THA. Tao W
 

[21]
 reported a 80% clinical success rate with a mean follow-up 

time of 24 months among fifteen patients who had surgical 

therapy by thorough debridement with bone grafting. 

However, these procedures may cause serious artificial 

damage and complication by capsulotomies or the destruction 

of the cortical bone of the femur neck fundus, and require 

relatively high surgical devices and technique. In 2008, Shi 

FL
 [22]

 reported of 67 hips, with the treatment of internal 

bracket implanting with partial debridement for FHN. They 

came up with a 64.2% (43/67) success rate with an average 
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follow-up of 23 months. In 2013, Shi FL
 [23]

 comments their 

results by treating 25 of 40 patients using allograft fibula with 

partial debridement for FHN. They reported the satisfactory 

results in 18/25 (72%) patients with 24 months follow-up. 

These minimally invasive procedures could reduce the 

artificial damage and complication but got a poorer clinical 

outcome, since these procedures couldn’t provide both 

repaired materials and biomechanical structural support 

during the healing of the necrosis region. FAIBG with proper 

debridement is an effective head preserving method and we 

have achieved an average clinical success rate of 90.3 % with 

a mean follow up time of 37.5 months 
[24]

. All these views are 

based on the clinical observation experience and lack of 

biomechanical basis. Hence, both “thorough debridement” 

and “partial debridement” are not accepted universally 

because these is no compelling evidence indicate that which 

method could be better in reducing the collapse risk of 

femoral head. It encourages us to introduce our experiences 

on computational biomechanical analysis of debridement 

extent to reduce collapse risk of FHN.  

In our study, we adopted a subject-specific 

computational approach to consider changes in stress 

distribution of anterolateral cortical bone and the residual 

necrotic bone. Figure 4 shows that the stress transfer path in 

both JIC C1 and C2 are completely broken off, which indicate 

that surgical intervention should be involved. The effect of 

debridement size with FAIBG on the collapse risk is clearly 

demonstrated in Figure 5-6. After FAIBG, the stress of 

anterolateral cortical bone in all conditions could return to 

physiological level and the decrement/increment of stress 

almost less than 0.1 percent as the debridement radius 

increasing in two cases; hence, the collapse risk of femoral 

head can be reduced effectively using allo-fibula support to 

bear the load. When debridement size is not less than 3/8r, the 

von Mises stress of the residual bone also return to 

pathological level, which denotes that the progression of 

necrosis wouldn’t deteriorate after surgical intervention. Our 

results provide specific biomechanical evidence to support the 

viewpoints that FAIBG can resist the collapse of FHN and 

FAIBG with thorough debridement has lower risk for 

developing collapse risk compared to partial debridement. 

Thorough debridement has been reported by previous 

study
 [20, 21, 25-28].

 However, this procedure is difficult and time-

consuming, which is associated with serious artificial damage. 

FAIBG with partial debridement can not only reduce the 

anterolateral cortical stress but also ensure not increase the 

stress of the residual bone. This technique has distinct 

biomechanical basis, and it is time-saving and requires 

relatively lower surgical devices. It also brings low risk of 

artificial damage. Hence, FAIBG without thorough 

debridement seems to be superior compared to FAIBG with 

thorough debridement. 

5 Conclusions 

 In this paper, we propose employing computational 

biomechanical technology to explore the different mechanical 

performance of FAIBG with or without thorough debridement, 

which provides biomechanical basis for choosing the proper 

treatment in clinic. Eighteen computational models were 

constructed and used to simulate two subtypes of FHN with 

seven debridement radius of FAIBG procedure. The 

simulation results provide specific biomechanical evidence to 

support that FAIBG procedure can resist the collapse of FHN. 

Furthermore, FAIBG without thorough debridement, which 

not only requires relatively low surgical devices but also 

reduces artificial damage, seems to be a better method in 

resisting the collapse of JIC C1 and JIC C2 FHN. This paper 

is a preliminary approach to investigate FAIBG procedure 

with thorough debridement, more detailed analysis will be 

reported in the near future. 
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1Abstract—Keratoconus is the corneal disease that comes out 

by the progressive thinning and tapering of the cornea. Vision 

gradually decreases as the sphere-shaped cornea becomes more 

tapered and conical. With Corneal Cross-Linking treatment, as 

increasing the number of cross-links that are existing in the 

connective tissues of corneal layer, cornea hardens and 

becomes more resistant. 

Purpose of this study is monitoring the changes in the cornea 

between the processes before and after the treatment by three-

dimensional simulation techniques in case of Cross-Linking 

Treatment is preferred, after creating a dataset by preparing 

two-dimensional cornea images with data mining methods. 

With this application, it can be possible to follow-up the 

healing process after the treatment and also monitor whether 

the treatment has achieved the desired results or not. This 

system is intended to be developed in order to support eye 

specialists on disease diagnosis, treatment and follow-upstages. 

By the Ethics Committee approval report, dated 15th April 

2013 and numbered 43, 749 digital image data was provided 

and this study was carried out. In this study, it’s seen that 

follow-up process of the disease by analyzing two-dimensional 

cornea images can be improved by using three-dimensional 

images.  

 
Index Terms—Cross-linking, Keratoconus, Medical 

diagnostic imaging, Medical simulation. 

I. INTRODUCTION 

Keratoconus can be defined as the forward extension of 

the cornea (the transparent, breaker layer such a watch glass 

in front of the eye) as tapering conically (Fig. 1).  Disease is 

more common among the women. Changing the refractive 

power of the cornea, it causes moderate or severe degree of 

irregular astigmatism and blurred vision. In the final stages 

of Keratoconus corneal swelling and blanching can be seen 

[1].  

 

 

 
1Ministry of National Education, Department of Information 

Technologies, hilalkaya@meb.gov.tr 

 
 (a)           (b)                (c) 

 
Fig. 1. a)Healthy Eye [2],  b) Eye with Keratoconus [2], c) Comparison of 

Healthy Cornea and Cornea with Keratoconus [3] 

 

Light enters the eye through the cornea and because it 

provides clear vision by breaking or focusing the rays, 

cornea is a very important part of the eye. In Keratoconus, 

that the shape of the cornea would be changed and the vision 

would be distorted, problems may arise in some activities 

such as using car or computer, watching television and 

reading etc. Especially seen in young people, it may lead to 

some negativity in their education and employment lives 

and in case of not being treated, it causes serious vision 

problems. Therefore, early diagnosis and selecting the 

appropriate treatment is of great importance. If the patient is 

in the stated age group (15-35), Keratoconus is progressive, 

patient does not feel comfortable longer with the lenses and 

the cornea is thicker from 400 micrometers, it’s suitable to 

apply to the Cross-Linking methods. Purpose of this 

treatment method is to stop the advancing Keratoconus, to 

improve the vision quality by reducing the refractive defect 

and to eliminate the need for corneal transplantation 

(Keratoplasty). According to various studies that have been 

conducted, if the Cross-Linking treatment is preferred, the 

progression for the disease can be stopped in the rate of 90-

98%.  

Due to the prevalence map of the disease over the world, 

our country is located in the region where the disease is 

most prevalent (Fig. 2). Depending on the high rate of the 

young population in our country and that existing in the 

sunny and pollen-rich climate zone, disease can be seen 

from 2000 to 2500 per person. Due to this high rate, a 

system is needed to facilitate making decisions at the point 

of diagnosis and treatment steps. 
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Simulation of the Cornea throughout the Process 

of Cross-Linking Treatment 

Kaya H.
1
, Çavuşoğlu A.

2
, Çakmak HB.

3
, Şen B.

4
, Çalık E.

5
 

1 
Ministry of National Education, Department of Information Technologies, Ankara, Turkey 

2 
The Scientific and Technological Research Council of Turkey, Ankara, Turkey 

3
 Yıldırım Beyazıt University, Atatürk Education and Research Hospital, Ankara, Turkey 

4 
Yıldırım Beyazıt University, Department of Computer Engineering, Ankara, Turkey 

5
 Karabük University, School of Health Sciences, Karabük, Turkey 

hilalkaya@meb.gov.tr,abdullah.cavusoglu@tubitak.gov.tr, hbcakmak@ybu.edu.tr, bsen@ybu.edu.tr, 

elifcalik@karabuk.edu.tr 

112 Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  |

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America

mailto:hilalkaya@meb.gov.tr
mailto:hilalkaya@meb.gov.tr
mailto:abdullah.cavusoglu@tubitak.gov.tr
mailto:hbcakmak@ybu.edu.tr
mailto:bsen@ybu.edu.tr


 

Fig. 2. Prevalenceof the Disease in the Region [4] 

II. KERATOCONUS 

The disease has a genetic trait and it can be seen as high 

astigmatism or Keratoconus in high probability. In patients, 

irregular astigmatism or myopia is constantly increasing and 

bilateral involvement would be seen in time. The majority of 

patients complain of frequent changes in glasses, but soon 

after, these glasses will be inadequate and visual impairment 

will continue. Keratoconus can be associated with corneal 

injury, some specific eye diseases and systemic diseases. 

After making excimer laser surgery to an unsuitable eye, 

due to the weakening of the vitreous of the eye, it may be 

occurred [1]. In all cases that Keratoconus is suspected, 

doing corneal topography before diagnosis is of great 

importance [5]. 

There is not a precise classification method in 

Keratoconus which everyone compromise.  So far, various 

classification methods are used considering such parameters 

as conus morphology, clinical findings, visual acuity, 

disease progression, keratometry, topography derived 

values, corneal aberrations alone or their particular 

combinations. First classification based on the progression 

of the disease was made by Amsler and then similar 

reclassifications have been made [6, 7]. Amsler evaluated 

Keratoconus in 4 stages. For diagnosis and classification of 

Keratoconus, various classification methods obtained from 

corneal topography systems have been formed. Rabinowitz 

and Mc Donnell, Rabinowitz and Rasheed, Mc Mahon et al. 

and Mahmoud et al. made classification using corneal 

topography results [8-11]. 

Recently, possibility of the diagnosis using anterior 

segment parameters thanks to the devices using Scheimpflug 

camera system was defended (Fig. 3). Scheimpflug camera 

system is a next generation system that can record three-

dimensional images as making rotation to the axis of the eye 

with its rotating camera. In this system, besides topography 

maps, Keratoconus can be diagnosed and the severity of the 

disease can be evaluated by using parameters as corneal 

volume, anterior chamber angle, anterior chamber volume 

and anterior chamber depth [12]. These devices can record 

three-dimensional images but offers in two-dimensional 

form to the user.  Images that made more understandable by 

modeling in three-dimensional form in our study are taken 

from Scheimpflug camera system.  

 
 

 

Fig. 3. Scheimpflug Camera and Placido Disc Combination [13] 

 

A. Cross-Linking Treatment 

Importance of correctly identifying and classifying 

Keratoconus is increasing in time because nowadays variety 

of treatment options is developed and these options are very 

effective on the treatment. Hereafter treatments such as 

Collagen Cross-Linking used in progressive Keratoconus 

cases can make possible to stop the progression of the 

disease [5].  

Collagen Cross-Linking method is a kind of treatment that 

is used for Keratoconus disease in last years and is applied 

to the corneas thicker than 400 micro-. After treatment, thin 

cornea hardens and becomes more resistant. In this way, 

sharpness of the cornea and the disease progression can be 

halted/very decelerated. Among half of the patients, cornea 

is flattened in an amount of approximately 2-3 sizes [14].  

Raiskup-Wolf et al. followed the results of Cross-Linking 

treatment on Keratoconus cases in 6 years period. In their 

paper of this study, at the end of 3rd year, a decrease of 

4.84D in corneal slope and an accompanying increase in 

best corrected visual acuity was reported to be worth [15]. 

Various studies were conducted on the subjects of how to 

use the treatment, current status and monitoring the results. 

Utine et al., Gündüz, Utine, Raiskup and Spoerl, Zhang, 

Caporossi et al., Tahzib et al. shared the effects of the 

treatment on the disease and the postoperative corneal 

changes [16-22].  

 

B. Three-Dimensional Imaging in Medicine 

Using the computerized devices benefitting from 3-D 

technologies provide decision support to the field experts on 

making right decisions on the diagnosis in a short time, 

determining most effective and result-oriented treatment, 

realizing and monitoring the treatment and operations.   

With the help of 3-D devices especially used in cancer 

treatment, as clearly determining the tumor localization, 

healthy cells are prevented from damaging. As an example 

for this type of treatment, “Varian Linear Accelerator” 

named 3-D imaging device, started to be used at Gazi 

University Faculty of Medicine in order to support target 

oriented radiation treatment, brought many contributions to 

the patient comfort and the treatment. In this treatment 

method, with the computerized planning device that collects 
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the tumor-related information as the location, size, precision 

as making computerized simulation, it can be possible to 

mark the tumor and surrounding delicate tissue and 

determine the treatment doses [23].   Displaying the face in 

3-D form is recognized as one of the advances in physical 

modeling techniques using the engineering methods in 

medicine. Kumar and Vijai performed 3-D modeling of the 

face in a different 3-D imaging approach [24].  

In this study, providing decision support to the doctor is 

intended on the course of the Keratoconus disease as 

displaying the cornea in 3-D form. Therefore, visibility of 

the corneal region with Keratoconus will be increased. 

III. METHODOLOGY 

A. Data 

Study was conducted on 749 digital image data of totally 

122 patients recorded by Scheimpflug Camera and Placido 

Disc Combination between the dates 24
th

 January 2009 and 

24
th 

January 2012. Data was provided from Yıldırım Beyazıt 

University Atatürk Education and Research Hospital by the 

Ethics Committee approval report dated 15
th

 April 2013 and 

numbered 43. 

B. Application  

Firstly, the dataset that will be used in the study was 

obtained through 749 images by using data mining steps 

from the 2-D images of Scheimpflug Camera and Placido 

Disc Combination. After this step, 144 images had to be 

neglected because of the scanning problems especially 

closed eyelids and the final data set has 605 original 2-D 

images. Images were grouped using Multilayer Perceptron 

and Logistic Regression methods using the thickness values 

that were obtained from our application reading from 2-D 

images. With the help of 3-D imaging application developed 

using the grouped 2-D image data obtained in the previous 

step; more easily interpretable 3-D maps were obtained.  

Steps of our study are detailed in Fig. 4: 

 

 

 

 
 

Fig. 4. Application Steps of the Study 

 

Application architecture of this study is also seen in Fig. 5: 

 
Fig. 5. Application Architecture 

 

Multilayer Perceptron is used in this study as one step of 

data mining process. A multilayer perceptron (MLP) is a 

feed forward artificial neural network model that maps sets 

of input data onto a set of appropriate outputs. A MLP 

consists of multiple layers of nodes in a directed graph, with 

each layer fully connected to the next one (Fig. 6). Except 

for the input nodes, each node is a neuron (or processing 

element) with a nonlinear activation function. MLP utilizes 

a supervised learning technique called back propagation for 

training the network [25]. Mathematical expression of each 

perceptron’s computation can be expressed as (1) 

 

   (∑    

 

   

  )           

 

 

(1) 
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where w is the vector of weights,   is the vector of inputs, 

  is the bias and   is the activation function. 

 
 

Fig. 6. Structure of a Multilayer Perceptron 

 

MLP is a feed forward network of interconnected neurons 

(Fig. 6) usually trained using the error backpropogation 

algorithm. This popular algorithm works by iteratively 

changing a network's interconnecting weights (in proportion 

to a 'training rate' set by the Artificial Neural Network 

(ANN) engineer) such that the overall error (i.e., between 

observed values and modeled network outputs) is reduced 

[26]. 

The other step of our study’s data mining part is Logistic 

Regression. Purpose of using Logistic regression (LR) is to 

establish a model using least variable to be optimum fitting 

that can define relationship between dependent and 

independent variables and that is biologically acceptable 

[27]. The logistic regression model can be expressed as (2) 

 

                    

 

where ln is the natural logarithm, logexp, where  
exp=2.71828..; p is the probability that the event Y occurs, 

p(Y=1); p/(1-p) is the “odds ratio”;              is the log 

odds ratio, or “logit”;   is the coefficient on the constant 

term;   is the coefficient(s) on the independent variable(s); 

  is the independent variable(s) and e is the error term. 

In our study, thickness data obtained from 467 points of 

605 2-D imaging data each was analyzed with unsupervised 

MLP and LR methods. 70% of this data is used for training 

the system and 30% of the data is used for testing and 

deciding which classification group that the image belongs 

to. 

In order to use three-dimensional modeling techniques in 

the application developing process, XNA Framework DLLs 

were added on Microsoft. NET C# platform. Microsoft 

XNA Framework is a tool that enables developing games for 

software developers using Visual Studio C# language on 

Windows and Xbox 360 platforms. Standard game 

development procedures require a lot of code and time; 

XNA Framework is intended to facilitate this process. To 

realize this idea, it’s presented that the most important thing 

the programmers should take care of is the code. XNA 

Framework takes the items on itself that processing and 

designing period takes time as graphics card, resolution, 

image processing. Also creates a game window for 

developers and provides shaping in the situations as 

changing window resolution and window resizing [28]. 

With the help of these DLLs, software codes were 

developed that supports the transactions as follows; 

 Creating a height map (terrain) from the RGB or 

grayscale corneal image, 

 Cleaning the image parts outside the normal range 

(normalize the image according to the minimum and the 

maximum points), 

 Terrain texturing, 

 During the texturing process, if some points cannot be 

textured due to the irregularities of the height and the 

slope values, recalculating these values according to the 

nearest points’ values by scanning x and y axes 

respectively. 

Stages of the normalization process involve finding the 

points that have minimum and maximum height values 

respectively for X and Y axes and displaying after 

recalculating all points according to these values (3). Steps 

of normalization formula [29]; 

 

                      
                               

 

          
              

       
        

 

After normalization and texturing processes on the height 

map seen in Fig.7-c, three-dimensional corneal image in 

Fig.8 was obtained. 

 

 
(a)         (b)                 (c) 

 
Fig. 7. a) RGB Image, b) Grayscale Image, c) Height Map 

 

 
 

Fig. 8. Textured Three-Dimensional View 

 

In our study, it’s aimed to provide monitoring and 

evaluation processes can be made by the experts even not 

experienced on Keratoconus, not overlooking any detail in 

the diagnosis process of the disease with the help of easily 

readable and interpretable maps. Thanks to the system that 

was developed, recorded images for pre-operation and post-

operation in 2-D form were transformed to 3-D images (Fig. 

9). 

 

(2) 

(3) 
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                        (a)                              (b) 

 

Fig. 9. a) 2-D and 3-D Pre-operation Images, b) 2-D and 3-D Post-

operation Images 

 

 In the next step, to facilitate monitoring the effects of the 

treatment, images were displayed overlapping (Fig. 10). In 

the Fig. 10-b, it can be seen that when the cross-links that 

are existing in corneal layer hardened and became more 

resistant after the treatment, prolonged tissues were 

withdrawn. 

 

 
  (a)               (b) 

 

Fig. 10.  a) Pre-operation images, b) Comparison of the Overlapping Pre-

operation and Post-operation Images 

IV. CONCLUSIONS AND RECOMMENDATIONS 

Early diagnosis and suitable treatment planning at the 

right time is extremely important for success in treating 

Keratoconus disease. Because the disease can be treated if 

diagnosed early, need for corneal transplantation can be 

prevented or slowed down for many patients by the help of 

early diagnosis. Along with diagnosing 11-12 year-old-

children with amblyopia that have astigmatism in one eye 

and that their vision can not be increased in their past life, 

often times Keratoconus subsequently arises in many of 

these patients. Because that the disease cannot be identified 

by routine examination in early stages, special topographic 

devices are needed for the diagnosis of the disease. To 

notice the tapering of the patient’s cornea with the naked 

eye can be available in advanced stages of the disease which 

require corneal transplantation and large number of patients 

live without being aware of their disease because diagnosing 

the disease needs special tests. 

In this study, in case of Cross-Linking treatment is 

preferred, it’s aimed to simulate the changes occurred in the 

cornea by using 3-D modeling techniques between pre-

operation and post-operation periods as selecting from the 

cornea images of good quality in recording by using data 

mining methods. With the help of the application developed, 

it is possible to monitor the treatment if it’s successful in 

achieving the desired results as well as monitoring the 

healing process in the post-treatment period. It’s intended to 

support the eye specialists in the diagnosis, treatment and 

follow-up phases by the established system. 

In our study, 605 images were selected from 749 images 

by data cleaning steps in data mining process. Thickness 

data obtained from 467 different points of 605 images each 

were analyzed with MLP and LR methods. 424 rows (70%) 

of data were used to train the system and 181 (30%) rows of 

data were used to test and decide the classification groups 

and members. 

 
TABLE I. RESULTS OF CLASSIFICATION ALGORITHMS 

 

Algorithm Multilayer Perceptron Logistic Regression 

The number of 

input variables 

 

Total number of 

instances:605 

 

Number of training 

data: 424 

(70% of total 605 
instances) 

(This data is not used for 

classification, only for 

training the system) 

 

Number of test and 

classification data: 181 

(30% of total 605 

instances) 
(This data is used for 

classification of the 

images) 
 

 

Total number of 

instances:605 

 

Number of training 

data: 424 

(70% of total 605 
instances) 

(This data is not used 

for classification, only 

for training the system) 

 

Number of test and 

classification data: 181 

(30% of total 605 

instances) 
(This data is used for 

classification of the 

images) 
 

The number of 

correctly 
classified 

instances 

 
 

176 instances of total 

number of 181 test and 
classification instances 

 

 

97.2376 % 

of 181 test and 

classification instances 

 

 
 

159 instances of total 

number of 181  test and 
classification instances 

 

 

87.8453% 

of 181 test and 

classification instances 

 

The number of 

incorrectly 
classified 

instances 

 

5 instances of total 
number of 181 test and 

classification instances 

 

2.7624% 

 

 

22 instances of total 
number of 181 test and 

classification instances 

 

12.1547% 

 

 

Classification 
time 

 

 

1011.16 s 

 

 

6.7 s 

 

True 

classification 

 
Very Good 

 

Good 
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Results of the classification methods used in the study are 

shown on Table 1. Multilayer Perceptron with the accuracy 

rate of 97.2376 % is more successful than Logistic 

Regression with the accuracy rate of 87.8453%. Accuracy 

rates of the data mining methods can be calculated as using 

the equation (4). 

 
                                 

                                              
                                                

     

 

2-D data set grouped with MLP (because it has produced 

more correctly classified instances) was modeled in 3-D 

form on the .NET C# platform with the help of XNA 

Framework DLLs. With the help of 3-D images, readability 

of the cornea was increased and we had the chance to 

compare the classification results acquired with data mining 

methods and 3-D imaging processes with each other. This 

study showed that displaying of the disease and the healing 

process can be improved by using more interpretable 3-D 

images.  

In our future project, we plan to segment the affected 

corneal region of actual two-dimensional corneal images by 

the help of image processing and image analysis methods of 

image registration and image segmentation. Then original 

images will be viewed in 3-D format and also segmented 

damaged parts will be viewed in 3-D form. These 3-D 

images can also be compared and the post-operation form of 

the cornea can be predicted before the operation by the help 

of these comparison interfaces. With this study, we plan to 

provide decision support to the field experts on deciding the 

right treatment and estimating the recovery rate of the 

disease prior to the treatment. Thus, compliance status of the 

operation with the patient’s cornea will be known before the 

operation. These two studies can be determined as 

innovations in this study field according to the literature 

reviews. Because there is a lack in the existing studies on 

making predictions and decision support about corneal 

diseases and the results of the operations using 3-D 

modeling of the cornea. These studies will set light to the 

future studies on this field. 
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Abstract 

 

Chagas disease (CD) disease is a life-threatening tropical parasitic disease caused by the flagellate protozoan 

Trypanosoma cruzi. T. cruzi is typically transmitted to humans and other mammals by the bite of "kissing bugs" of 

the subfamily Triatominae (family Reduviidae), primarily by species belonging to the Triatoma, Rhodnius, and 

Panstrongylus genera.  Rapidly identifying CD insect vectors in the field is crucial to effective control of the disease.  

Here I describe  a Bayesian network triatomine classifier  that supports  rapid identification of adults of nine CD  

vector species. 
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1.0  Introduction 

Chagas disease (CD) disease is a life-threatening 

tropical parasitic disease caused by the flagellate 

protozoan Trypanosoma cruzi. T. cruzi is 

typically transmitted to humans and other 

mammals by the bite of  "kissing bugs" of the 

subfamily Triatominae (family Reduviidae), 

primarily by species belonging to the Triatoma, 

Rhodnius, and Panstrongylus genera ([5]).   

As many as 11 million people in Mexico, 

Central America, and South America have CD.  

Most of those infected do not know that they 

are. Large-scale population movements from 

rural to urban areas of Latin America and to 

other regions of the world have increased the 

geographic distribution of CD;  the disease has 

been reported in several European countries 

([5]).  

Rapid field identification of CD vector species is 

essential to effective vector control.  A tool that 

that could capture an image of a specimen and 

return its taxonomic identification would help to 

minimize the labor requirements for rapid field 

identification of the vectors.   

Such a tool  can be thought of as having two 

main subfunctions -- an image-processing 

function, which performs various image-analysis 

tasks and emits image information (e.g., image 

histograms, maximum and minimum pixel 

intensity values, image differences, 

morphometrics, etc.; [12]), and an automated 

classification function, which accepts the output 

of the image processing and infers the 

taxonomic classification of the specimen.   

 

 

2.0  Method 
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Images of adult specimens of nine triatomine 

species, (S),  nominally regarded as the most 

common CD vector species in Brazil ([2]), were 

selected for classification support: 

 

   (S) 

 

 Triatoma infestans 

 Triatoma dimidiata 

 Triatoma brasiliensis 

 Triatoma maculata 

 Triatoma sordida 

 Rhodnius prolixus 

 Rhodnius neglectus 

 Rhodnius pallescens 

 Panstrongylus megistus 

 

 

Five  morphological measurement-ratios of adult 

triatomines (requiring a maximum of  nine 

length measurements), (D), were selected from 

[1] for classification support.  (These properties 

were selected because a preliminary assessment 

appeared to be adequate to discriminate among 

the members of (S).  Testing subsequently 

confirmed that the first four  members of (D) are 

collectively sufficient to discriminate among all 

members of (S), but also showed that Triatoma 

brasiliensis was not as well resolved as the rest 

of (S), thus motivating the addition of the fifth 

discriminator, First/Third Antenna-Segment 

Length Ratio): 

 

  (D) 

 

 Head Length/Width Ratio (all 

classifiers) 

 Head/Pronotum Length Ratio (all 

classifiers) 

 Ante-/Post-Ocular Length Ratio (all 

classifiers) 

 First/Third Rostral Segment Length 

Ratio (all classifiers) 

 First/Third Antenna-Segment Length 

Ratio  

 

 

 

 

The morphological features required by these 

metrics are illustrated in Figure 1. 
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Figure 1.  Some general morphology of triatomines.  Adapted from [1], p. 141. 

 

 

A semi-automated, experimental 

morphometrics-extraction tool, MorphEx ([13]; 

based on mouse-picking coordinates of extrema 

of the members of (D)) was implemented in 

Mathematica ([9]).     

 

Members of (D) for 10 randomly selected 

specimen images for each of the species in (S) 

were obtained using MorphEx.   Similarly, 

relevant morphometrics of 10 specimen images 

for nine triatomine species not in (S) were 

obtained. 

 

In addition, 1000 "synthetic" test images of each 

species in (S) were created by Gaussian filtering 

of images obtained from [1].  "Reference" image 

features required by (D) (an image of a 

pronotum from T. infestans, an image of a head 

from T. brasiliensis, an image of an antenna 

segment from T. dimidiata) were extracted by 

manual graphics editing.  A tool, MorphAlign 

([15]), based on  the SIFT method ([16]) was 

implemented and used to automatically extract 

the correlates of these reference image features 

from the synthetic images.  The morphometrics 

in (D) were automatically computed from these 

correlates. 

 

A Bayesian network (BN, [4]), BTC_Adult_V6,  

that models the relationships between (S) and  

(D) was  developed in the Windows Netica ([3]) 

Bayesian network development and runtime 

framework.    

 

A BN is a system of conditional probabilities C 

([7], Section 9.1) mapped onto a directed acyclic 

graph ([8], pp. 12, 23) G.  In this mapping, the  

nodes of G  represent random (“state”) variables 

([7], Section 3.1) of C.  A value of a random 

variable V in C is called a "state" of V.   An 
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edge E from a node (random variable) A to a 

node (random variable) B signifies that the 

values (states) of B are a conditional probability 

function of the values (states) of A.  If the 

composition of probabilities along each path in 

G is a conditional probability, then G is a 

Bayesian network.    

 

A BN requires a posit of prior probabilities. For 

all classifiers, a uniform prior probability 

distribution was assigned to the members of (S).    

 

 

In BTC_Adult_V6, the nominal ranges of values 

of members of (D) were  partitioned as shown in 

Figure 3.   For each member d of (D) and each 

member s of (S), the prior probability was 

modeled as a normal distribution.  The mean of 

the distribution was assumed to be the midpoint 

of the range r of d for s as documented in [1].  r 

was assumed (by fiat) to have 90% of the total 

probability.  Given these assumptions, the 

standard deviation of the distribution for each 

(s,d) pair was computed using a Mathematica v9 

([9]) script ([14]).  

 

In BTC_Adult_V6, there is a distinct normal 

distribution for each (s,d) pair, for a total of 45 

distribution-definitions.  

 

For any member d of (D), the prior-probability 

definitions, together with their associated 

interactive user-interface constraints, prohibit 

assertion of measurement values that lie outside 

the union (across all species) of values of d  that 

are documented in [1]. 

 

 

3.0  Results 
 

Example triatomine images are shown in Figure 2. 
 

 

 
 

 

Figure 2.    Triatoma brasiliensis.  A. Male Ceará,  Brazil.  B. Female, dark form, Bahia, 

Brazil.  Adapted from Figure 43, [1]. 

 
 

 

A nominal user view of BTC_Adult_V6  is shown in Figure 3.   
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Figure 3.  A nominal user view of BTC_Adult_Vx. 

 

 

 
On the screen, there is one box for (S) and one 

box for each member of (D). Arrows correspond 

to the conditional probability of the diagnostic 

variables (D) on  Species  (S).   

 

Each box in Figure 3 has two or three regions, 

delimited by horizontal borders.   

 

The top region of a box contains the name of a 

(random) variable of interest, e.g., 

"Length/Width of Head". 

 

The region immediately below the topmost 

region of a box consists of three elements (read 

horizontally):  

 

 i.   a  value-range for the variable named 

in the top region of the box 

 

 ii.  to the right of (i), a numerical literal 

(expressed as a percentage) indicating the 

                  probability that the variable of 

interest has a value lying in the value-range 

 

 iii. to the right of (ii) a (segment of a) a 

histogram representation of 

                  the (percentage) probability  that the 

variable of  interest has a value lying in the 

                  value-range denoted by (ii).  Taken 

as a whole, the  histogram spanning the middle 

                  region of the box represents the 

probability distribution for the variable named in 

(i),  

                  conditional on the variables at the 

tails of the arrows whose heads touch the box.  

For  
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                  example, in Figure 3 the box in the 

lower left is associated with the variable  

                  "Length/Width of Head", given a 

"Species".  

 

If a box has three regions, the lowest region 

reports the meanstandard_deviation of the 

probabilities of the random variable associated 

with that box. 

 

A box with a grey background means the 

variable corresponding to that box is intended as 

an "input" (also called an "asserted-value" or 

"finding") variable. Input variables represent 

information that is posited as given.   For 

example, in Figure 3, "Head/Pronotum Length 

Ratio"  is an "input" with an asserted value of  

"0.95 to 1".   

 

A box with a pink background means the 

variable corresponding to that box is intended as 

an "output" (also called a "calculated") variable. 

In  typical operation, Box (S)  has a grey 

background; each of (D), a pink background.    

For example, in Figure 3, "Species" is an 

"output"/"calculated" value which indicates that 

it is "100.0%" probable that the species of 

interest is Triatoma infestans, given the inputs 

asserted in the grey boxes in Figure 3. 

 

The basic operation of the classifiers is simple.  

In interactive mode the user places the mouse 

pointer over a value of a member of (D), and 

clicks once.  The resulting species prediction (a 

probability) for  each member in each of (S) will 

appear in the "Species" box.   

 

BTC_Adult_V6 also supports a non-interactive 

(in the Netica vocabulary, a "case-file") mode 

for automaticallly processing sets of 

morphometric descriptors.  The relevant 

morphometrics of ten specimen images for each 

of the species in (S) that were obtained using 

MorphEx were submitted to BTC_Adult_V6 via 

a Netica "Case File".  All specimens were 

correctly classified.   

 

Similarly, relevant morphometrics of ten 

specimen images for nine triatomine species not 

in (S) were obtained and submitted to 

BTC_Adult_V6, which determined those input-

sets to be of "unknown" species. 

 

BTC_Adult_V6 correctly classified all 9000 

synthetic test images based on the automated 

extraction of image features by ImageAlign. 

 

 

4.0  Discussion and conclusions 
 

The results described in Section 3.0 

motivate at least two observations: 

 
 1.  A BN can provide automated support 

for CD vector classification.   It is especially 

useful for providing probability-constrained 

classifications when we have only partial 

information about morphological features 

relevant to those classifications. 

 

 2.  The assignment of prior probabilities 

in a BN classifier in general is not unique, nor 

does it need to be.  All that is required is that the 

classifier, as a whole, is to correctly resolve the 

species of interest.   

 

 3.  It is rare to find triatomine specimens 

whose rostral segments are extended, thus 

limiting the use of this metric in classification.  

Similarly, triatomine antennae are quite fragile, 

and it is not uncommon to find specimens in 

which one or more the antenna segments 

missing.  The absence of both extended rostral 

segments and antenna strongly limits the power 

of the classifier. 

 

 4.  How well the BN technique 

described here can be extended to include 

accommodate additional species and 

morphometrics is an open question.   There is 

research in progress at the University of Kansas 

Biodiversity Institute addressing this question. 
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Abstract 

The goal of computerizing Clinical Practice Guidelines (CPGs) is to facilitate their use in practice. 

Many models are presented and used in different Decision Support Systems (DSSs). These 

models concern about representing CPGs in different ways, but none of them is used as a 

framework that unifies CPGs development. The problem exists when medical experts whose job 

focuses on the development of CPGs, try to develop them by using different templates. This paper 

proposes such an ontology framework; that is especially in treatment recommendations. The 

framework unifies the representation of CPGs in a machine-readable format by adopting the use 

of SNOMED CT terminology for all instances. In addition, it meets the reusable, comprehensive, 

efficiency, flexibility, accuracy, and consistency benefits.  

Key words: clinical practice guidelines, activity diagram, class diagram, SNOMED CT, 

ontology, knowledge base, framework, treatment     

1. Introduction 

A Clinical Practice Guideline (CPG) has been defined by the Institute of Medicine (IOM) as 

"systematically developed statements to assist practitioner and patient decisions about appropriate 

health care for specific circumstances." [1].  The benefits of CPGs are numerous, they can be used 

to improve the process and outcomes of health care, to make efficient use of resources, and to 

improve the quality of clinical decisions; which will improve the patient care quality, reduce 

medication errors, and minimize the cost of patient treatment.  CPGs allow the use of knowledge 

at the appropriate point of patient care, and also the reuse of knowledge when it is applied to 

different situations [2].  CPGs are prepared by panels of expertise and they are evidence-based. 

Many countries concerned about the development and implementation of CPGs such as Australia, 

Canada, England, United State and Japan [3].   

The ontology concept is used for representing CPGs, in literature; many definitions for ontology 

were introduced. Gruber [4] proposed the most popular definition of ontology as "…a formal, 

explicit specification of shared conceptualization".  

SNOMED CT is the most comprehensive reference clinical terminology constantly updated, to 

support the effective coding, retrieving, and analyzing of clinical data, with the aim of improving 

patient care. SNOMED CT is used in over 50 countries around the world and is a key terminology 

standard recommended by Infoway for use in health information and communication technologies 

in Canada [5]. In addition, the American academy of ophthalmology adopts the use of SNOMED 

CT [6].   
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2. Related Work 

M. Peleg et al. [7] mentioned in their comparison, many Computer Interpretable Guideline (CIG) 

representation languages which were developed to represent clinical knowledge contained in 

CPGs. Their common goal is to computerize CPGs, in order to help clinicians by facilitating the 

process of accessing information contained in clinical guidelines. A lot of standardization works 

for representing CPGs have been proposed.  The most common formats are Arden Syntax [8], 

PROforma [9], EON [10], GLIF [11], PRODIGY [12], Asbru [13] and Guide [7].  These models 

represent complete CPGs aspects, in this paper the focus is on their representations of treatment 

part in CPGs.  

S. Raza Abidi and S. Shayegani [14] discussed a knowledge modeling approach for the form and 

function of CPGs by developing ontological model to computerize CPGs. They suggest a 

complete general model for CPGs that could be used as a template for authoring CPGs by health 

professionals. The main problem exists in their representation is their focus on a small number of 

CPGs for modeling. In addition, they use inductive reasoning approach for deriving conclusion 

which may not be true until deductive reasoning approach is applied in some examples.  

3. The Proposed Treatment Ontological Framework  

This framework stems from the analysis of CPGs samples selected from authoritative resource 

which is National Guideline Clearinghouse (NGC) [15]. The resulted treatment class diagram 

from this analysis is converted to ontological model. Moreover, the framework is merged with 

SNOMED CT, which is the most comprehensive standard terminology.  The use of SNOMED 

CT is ideal because this supports interoperability with any clinical system.  All classes in 

treatment ontology should be related directly to Concept class in SNOMED CT ontology. By 

following merging wizard from Refactor tab in protégé, the two ontologies are merged in one 

place.  Then, all treatment ontology classes are considered as subclasses for the Concept class in 

SNOMED CT ontology, by using generalization and many-to-one merging technique. Figure1 

is the OntoGraf modeling that help in visualizing the classes and their relationships as a 

network with arcs, where each arc represents a relationship. In fact, in this case it shows 

subclass relationships.  

As the inductive reasoning approach is used to build the proposed framework, the 

deductive reasoning approach is also applied on five cases which are selected randomly 

from CPGs. These cases include Stable coronary artery disease with or without angina, 

Acute bacterial sinusitis, Rhinitis, Renal cell carcinoma, and Chronic and recurrent gout. 

In this paper, one of these CPGs is explained in detail, to prove the truth of the proposed 

CPGs treatment ontology framework. The reasoner HermiT 1.3.6 which is built in protégé 

software is used, to check the inconsistencies in the classes, their relationships, compute 

the inferred super classes, and many other inference services. 
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Figure 1: OntoGraf plugin for the proposed treatment ontology 

The acute Bacterial Sinusitis in Children CPG has the following classes and their matched classes 

in the proposed treatment framework. 

Table1. Instances and their matched classes in acute bacterial sinusitis treatment 

CPG Text Based Treatment Information (Instances) Matched Classes 

Acute bacterial sinusitis Disease 

Outpatient, Child Patient 

Outpatient observation for 3 days Care Principle 

Antibiotic therapy 

Amoxicillin with or without clavulanate 

High-dose amoxicillin-clavulanate 

Clindamycin and cefixime OR linezolid and cefixime OR 

levofloxacin 

Therapy and Drug 

Reassess initial management if worsening or failure to 

improve reported. 

Follow up Care 

 

These instances are created by using individual tab in protégé. The following figure shows acute 

bacterial sinusitis treatment creation. The proposed treatment framework covers about 99% of the 

treatment contained in this guide because the instance called "reassess initial management" cannot 

be represented in SNOMED CT. Each instance is represented by SNOMED CT conceptID. These 
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concept IDs must be all in Concept class, in this example acute bacterial sinusitis disease is 

represented by STC_ 75498004 which is taken from Snomobile application that works as a 

database for all SNOMED CT concepts and available at apple store. After running the reasoner 

HermiT 1.3.6, the following figure provides all inferences. In this sample, there is no grouped 

relation, but the original relationships between classes are defined and applied between instances 

in a very simple manner.  

 

Figure 2.  Acute bacterial sinusitis treatment after running HermiT reasoner 

The description view of acute antibiotic therapy shows that it belongs to Therapy class, and used 

to treat acute bacterial sinusitis. After applying reasoner, the antibiotic therapy belongs to many 

other classes either directly or indirectly such as adjunctive care, care principle, follow-up care, 

etc. because relationships to these classes exist in the treatment framework. Furthermore, in the 

property view relations to antibiotic therapy are mentioned along with its concept ID.  

4. Conclusion  

The framework of treatment ontological model, proposed in this paper, is specialized in treatment 

procedures contained in clinical practice guidelines that are evidence-based. Many representation 

languages for representing CPGs take their place in practice and adopted in many systems. The 

proposed framework is one contribution in the area which tries to override as much as 

disadvantages to facilitate this representation with a unified framework that use SNOMED CT 

standard terminology. The framework provided a template that facilitates CPGs creation and 

development process. In addition, it helps in building treatment knowledge base, which can be 

used in Decision Support System (DSS) to benefit and guide clinicians.  

5. References 

[1] A. Latoszek-Berendsen, H. Tange, H. J. van den Herik, and A. Hasman, "From clinical 

practice guidelines to computer-interpretable guidelines. A literature overview," Methods 

Inf Med, vol. 49, pp. 550-70, 2010. 

[2] D. Isern and A. Moreno, "Computer-based execution of clinical guidelines: a review," Int 

J Med Inform, vol. 77, pp. 787-808, Dec 2008. 

[3] H. S. Ahn and H. J. Kim, "Development and implementation of clinical practice guidelines: 

current status in Korea," J Korean Med Sci, vol. 27 Suppl, pp. S55-60, May 2012. 
[4] T. R. Gruber, "A translation approach to portable ontology specifications," Knowl. 

Acquis., vol. 5, pp. 199-220, 1993. 

[5] Infoway website.  [Online]. Available: https://www.infoway inforoute.ca/ ,last accessed on 
October 2013.  

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 129

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



[6] H. D. Hoskins, P. L. Hildebrand, and F. Lum, "The American Academy of Ophthalmology 

adopts SNOMED CT as its official clinical terminology," Ophthalmology, vol. 115, pp. 

225-6, Feb 2008.  

 

[7] M. Peleg, S. Tu, J. Bury, P. Ciccarese, J. Fox, R. A. Greenes, et al., "Comparing computer-

interpretable guideline models: a case-study approach," J Am Med Inform Assoc, vol. 10, 
pp. 52-68, 2003 Jan-Feb 2003. 

[8] M. Samwald, K. Fehre, J. de Bruin, and K. P. Adlassnig, "The Arden Syntax standard for 

clinical decision support: experiences and directions," J Biomed Inform, vol. 45, pp. 711-
8, Aug 2012. 

[9] J. Fox, N. Johns, and A. Rahmanzadeh, "Disseminating medical knowledge: the PROforma 

approach," Artif Intell Med,vol. 14, pp. 157-81, 1998 Sep-Oct 1998. 
[10] F. Ongenae, F. De Backere, K. Steurbaut, K. Colpaert, W. Kerckhove, J. Decruyenaere, et 

al., "Towards computerizing intensive care sedation guidelines: design of a rule-based 

architecture for automated execution of clinical guidelines," BMC Med Inform Decis 

Mak, vol. 10, p. 3, 2010. 
[11] L. Ohno-Machado, J. H. Gennari, S. N. Murphy, N. L. Jain, S. W. Tu, D. E. Oliver, et al., 

"The guideline interchange format: a model for representing guidelines," J Am Med Inform 

Assoc, vol. 5, pp. 357-72, 1998 Jul-Aug 1998. 
[12]     K. Zheng, R. Padman, M. P. Johnson, and S. Hasan, "Guideline Representation Ontologies 

for Evidence-Based Medicine Practice," in Handbook of Research on Advances in Health 

Informatics and Electronic Healthcare Applications: Global Adoption and Impact of 
Information Communication Technologies, ed: IGI Global, 2010, pp. 234-254. 

[13] S. Miksch, Y. Shahar, and P. D. Johnson, "Asbru: A Task-Specific, Intention-Based, and 

Time-Oriented Language for Representing Skeletal Plans," presented at the 7th Workshop 

on Knowledge Engineering: Methods & Languages (KEML-97), 1997. 
[14] S. Abidi and S. Shayegani, "Modeling the Form and Function of Clinical Practice 

Guidelines: An Ontological Model to Computerize Clinical Practice Guidelines," 

in Knowledge Management for Health Care Procedures. vol. 5626, D. Riaño, Ed., ed: 
Springer Berlin Heidelberg, 2009, pp. 81-91. 

 

[15]    National Guideline Clearinghouse (NGC). [Online]. Available: 

http://www.guideline.gov/about/index.aspx, last accessed on October 2013. 

130 Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  |

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



SESSION

PROTEIN CLASSIFICATION AND STRUCTURE
PREDICTION, FOLDING, AND COMPUTATIONAL

STRUCTURAL BIOLOGY + DRUG DESIGN

Chair(s)

TBA

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 131

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



132 Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  |

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



An Efficient Algorithm for Protein-Protein Interaction 

Network Analysis to Discover Overlapping Functional 

Modules  
 

Ying Liu 

 
1
Department of Computer Science, Mathematics and Science, College of Professional Studies,  

St. John’s University, Queens, NY 11439 

 

Abstract - One of the most pressing problems of the post 

genomic era is identifying protein functions. Clustering 

Protein-Protein-Interaction networks is a systems biological 

approach to this problem. Traditional Graph Clustering 

Methods are crisp, and allow only membership of each node 

in at most one cluster. However, most real world networks 

contain overlapping clusters. Recently the need for scalable, 

accurate and efficient overlapping graph clustering methods 

has been recognized and various soft (overlapping) graph  

clustering methods have been proposed. Previously we 

proposed an efficient, novel, and fast overlapping clustering 

method is proposed based on purifying and filtering the 

coupling matrix (PFC). In this paper, we further improved 

PFC. The experimental results show that the improved PFC 

method outperforms many existing methods by a few orders of 

magnitude in terms of average statistical (hypergeometrical) 

confidence regarding biological enrichment of the identified 

clusters. 

Keywords: Protein-Protein Interaction networks; Graph 

Clustering; Overlapping functional modules; Coupling Matrix; 

Systems biology 

 

1 Introduction 

  Homology based approaches have been the traditional 

bioinformatics approach to the problem of protein function 

identification. Variations of tools like BLAST [1] and Clustal 

[2] and concepts like COGs (Clusters of orthologous Groups) 

[3] have been applied to infer the function of a protein or the 

encoding gene from the known a closely related gene or 

protein in a closely related species. Although very useful, this 

approach has some serious limitations. For many proteins, no 

characterized homologs exist. Furthermore, form does not 

always determine function, and the closest hit returned by 

heuristic oriented sequence alignment tools is not always the 

closest relative or the best functional counterpart. Phenomena 

like Horizontal Gene Transfer complicate matters additionally. 

Last but not least, most biological Functions are achieved by 

collaboration of many different proteins and a proteins 

function is often context sensitive, depending on presence or 

absence of certain interaction partners. 

 A Systems Biology Approach to the problem aims at 

identifying functional modules (groups of closely cooperating 

and physically interacting cellular components that achieve a 

common biological function) or protein complexes by 

identifying network communities (groups of densely 

connected nodes in PPI networks). This involves clustering of 

PPI-networks as a main step. Once communities are detected, 

a hypergeometrical p-value is computed for each cluster and 

each biological function to evaluate the biological relevance 

of the clusters. Research on network clustering has focused 

for the most part on crisp clustering. However, many real 

world functional modules overlap. The present paper 

introduces a new simple soft clustering method for which the 

biological enrichment of the identified clusters seem to have in 

average somewhat better confidence values than current soft 

clustering methods. 

2 Previous Work 

 Examples for crisp clustering methods include HCS [4], 

RNSC [5] and SPC [6]. More recently, soft or overlapping 

network clustering methods have evolved. The importance of 

soft clustering methods was first discussed in [7], the same 

group of authors also developed one of the first soft 

clustering algorithms for soft clustering, Clique Percolation 

Method or CPM [8]. An implementation of CPM , called 

CFinder [9] is available online. The CPM approach is basically 

based on the “defective cliques” idea and has received some 

much deserved attention. Another soft clustering tool is 

Chinese Whisper [10] with origins in Natural Language 

Processing. According to its author, CW can be seen as a 

special case of the Random Walks based method Markov-

Chain-Clustering (MCL) [11] with an aggressive pruning 

strategy. 

Recently, some authors [12, 13] have proposed and 

implemented betweenness based [14] Clustering (NG) method, 

which makes NG’s divisive hierarchical approach capable of 

identifying overlapping clusters. NG’s method finds 

communities by edge removal. The modifications involve node 
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removal or node splitting. The decisions about which edges to 

remove and which nodes to split, are based on iterated all pair 

shortest path calculations. 

In this paper, we present a new approach, called PFC, 

which is based on the notion of Coupling matrix (or common 

neighbors). In the rest of the paper, we first describe PFC and 

compare its results with the best results achieved by the 

aforementioned soft approaches. The second part of this work 

aims to illustrate the biological relevance of soft methods by 

giving several examples of how the biological functions of 

overlap nodes relate to biological functions of respective 

clusters. 

3 PFC Method 

The method introduced here is based on the purification 

and filtering of coupling matrix, PFC. PFC is a soft graph 

clustering method that involves only a few matrix 

multiplications/ manipulation. Our experimental results show 

that it outperforms the above mentioned methods in terms of 

the p-values for MIPS functional enrichment [15] of the 

identified clusters. The PPI net works we used in the paper are 

yeast PPI networks (4873 proteins and 17200 interactions). 

Liu and Foroushani [16] proposed a PFC filtering by 

simple, local criteria. In this paper, we propose a new PFC 

approach, filtering by corroboration. 

3.1 Filtering by Simple, Local Criteria 

 The first Filtering approach is motivated by 

assumptions about the nature of the data and size of the 

target clusters. PPI data are for the most part results of high 

throughput experiments like yeast two hybrid and are known 

to contain many false positive and many false negative 

entries. For certain, more thoroughly studied parts of the 

network, additional data might be available from small scale, 

more accurate experiments. In PFC, the emphasis lies on 

common second degree neighbors and this can magnify the 

effects of noise. Under the assumption that Nodes with low 

degree belong in general to the less thoroughly examined 

parts of the network, it is conceivable that the current data for 

the graph around these low nodes contains many missing 

links. Missing links in these areas can have dramatic effects 

on the constellation of second degree neighbors. This means 

the Coupling data for low degree nodes is particularly 

unreliable. On the other hand, many extremely well connected 

nodes are known to be central hubs that in general help to 

connect many nodes of very different functionality with each 

other, hence, their second degree neighbors compromise huge 

sets that are less likely to be all functionally related. 

Additionally, it has been shown that most functional modules 

are meso-scale [6]. There are also some fundamental physical 

constrains on the size and shape of a protein complex that 

make very large modules unlikely. Taking these 

considerations into account, a filter is easily constructed by 

the following rules: 

Discard all clusters (rows of purified coupling matrix) where 

the labeling node (the _th node in the _th row) has a 

particularly low (< 14) or particularly high (>30) degree. 

Discard all clusters where the module size is too small (<35) or 

particularly large (>65). 

The selected minimum and maximum values for degree of 

labeling nodes and module size are heuristically motivated. 

The intervals can be easily changed to obtain or discard more 

clusters, but the enrichment results for these intervals seem 

reasonably good. The peak log value for the enrichment of 

selected clusters is at -91.00 and the average lies at -18.99. 

Using this filter, by clustering yeast PPI networks, PFC yields 

151 clusters from 52 different Functional categories. Figure 1 

gives an example. 

 

Figure 1 This Figure shows the community for the row 

labeled “YKL173w” in the purified coupling matrix of yeat PPI 

network. It is one of the clustered selected by PFC1. Out of 

the 63 proteins in this community, 58 belong to MIPS Funcat 

11.04.03.01.  

3.2 Filtering by Corroboration 

 Filtering by local criteria gives impressing results but it 

does not guarantee that a few of the remaining clusters do not 

overlap in majority of their elements. Although PFC is an 

overlapping clustering algorithm, very large overlaps between 

clusters are bound to indicate presence of redundant clusters. 

At the same time, repeated concurrence of large groups of 

proteins in different rows does reinforce the hypothesis that 

these groups are indeed closely related, and that the 

corresponding rows represent a high quality cluster. These 

observations can be used to construct an alternative filter that 

removes both low quality and redundant clusters from the 

coupling matrix. The main idea is that a line A is corroborated 
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by a Line B if the majority of nonzero elements in A are also 

nonzero in B. The following summarizes this filter:  

 Given the sparse nature of the involved matrices, this 

Corroboration based filter can be implemented very efficiently 

in Matlab. It discards by design redundant clusters (out-

degree>0 in the confirmation graph indicates that there is a 

similar cluster with a higher rank) and retains only high quality 

clusters (clusters with a high in-degree in the confirmation 

graph have been confirmed by presence of many 

 
other clusters with similar structure). The ranking by row sum 

helps consolidate and summarize relevant parts of smaller 

clusters into larger ones. Figure 2 gives two examples of 

clusters selected by this approach on Yeast-PPI network. 

 

 

Figure 1: Two of the clusters selected by PFC2. The left 

Figure shows the selected community for the row labeled 

“YDR335w” in the purified coupling matrix. Out of the 35 

proteins in this community, 29 belong to MIPS Funcat 

20.09.01(nuclear transport). The right Figure shows the 

selected community for the row labeled “YKL173w” in the 

purified coupling matrix. It is one of the clustered selected by 

PFC1. Out of the 63 proteins in this community, 58 belong to 

MIPS Funcat 11.04.03.01(Splicing).  

 

4 Experimental Results and Discussions 

The results of the PFC are compared with results 

obtained by other soft clustering methods. A PPI network of 

yeast with 4873 Nodes and 17200 edges is used as the test 

data set. The other methods are an in-house implementation of 

Pinney and Westhead‘s Betweenness  Based proposal [12], 

Chinese Whisper [10], CPM as implemented in C-Finder [9]. 

Whenever other methods needed additional input parameters, 

we tried to choose parameters that gave the best values. The 

results from different methods are summarized in Table 1. 

 

4.1 Biological Functions of Overlap Nodes 

The hypergeometric evaluation of individual clusters is 

the main pillar in assessing the quality of crisp clustering  

 

 

 

 

 

 

 

methods. For soft clustering methods, further interesting 

questions arise that deal with relationships between clusters. 

A possible conceptual disadvantage, production of widely 

overlapping, redundant clusters  was addressed in previous 

sections. Figure 2 and Figure 3 are clustering results of the 

PFC. The result demonstrates an important advantage of soft 

methods against crisp ones: They show how soft clustering 

can adequately mirror the fact that many proteins have context 

dependent functions, and how in some cases overlap nodes 

can act as functional bridges between different modules. 

Table 1 Comparison of results from different methods  
Method Cluster 

Count 

Average 

Cluster 

Size 

Average 

Enrichment 

Network 

Coverage 

Diversity 

Betweenness 

based 

20 302.70 -15.11 0.58 19/20 

Chinese 

Whisper 

38 23.45 -12.11 0.17 32/38 

C Finder 68 14.50 -15.70 0.19 48/68 

PFC1 183 44.76 -19.35 0.31 55/183 

PFC1 40 25.4 -19.40 0.17 36/40 

 

Given the Binary version of the Purified Coupling Matrix  

Calculate Overlap Matrix  

Normalize  by Size of Module  

Calculate Corroboration Matrix   

 Where:  ; and “./”  is the Matlab cellwise division. 

Calculate Common Corroborator Matrix  Com  
Rank the rows of  com by the sum of their entries  

Interpret com as description of a directed Confirmation graph between clusters, where the direction of 

confirmation is from lower ranked to higher ranked rows. 

 Select clusters whose in-degree in the confirmation graph is higher than a threshold and whose out degree is 0. 
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Figure 2. result #1: The dominant function for the left module 

is translation initiation (10 out of 31) for the right module, it is 

nuclear mRNA splicing (27 out of 33); both overlap nodes are 

involved in translation initiation and Protein-RNA complex 

assembly. 
 

 

Figure 3. result #2. There is a relatively large overlap (yellow 

nodes). All 10 overlap nodes are involved in “nuclear mRNA 

splicing, via spliceosome-A”. The same is true for ca.25% (12 

out of 45) of the green nodes to the left and 68% (17 out of 25) 

of the green nodes to the right of the overlap. Furthermore, 

two of the overlap nodes are also involved in spliceosome 

assembly the total number of such nodes in the entire network 

is 19. 

5 Conclusions 

 This paper introduced PFC, a new clustering concept 

based on purification and filtering of a coupling (common 

neighbor) matrix. It discussed a very different filtering method. 

PFC consists of only a few matrix multiplications and 

manipulations and is therefore very efficient. The PFC 

outperforms current soft clustering methods on PPI networks 

by a few orders of magnitude in terms of average statistical 

confidence on biological enrichment of the identified clusters. 

The paper illustrated the importance of soft clustering 

methods in systems biology by giving a few concrete 

examples of how the biological function of the overlap nodes 

relates to the functions of the respective clusters. 
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Abstract - Developing computational approaches for the 

detection of protein complexes in protein-protein 

interaction networks continues to be an evolving area of 

research. These approaches seek to complement the 

experimental methods which are usually expensive in 

terms of time and cost. A protein-protein interaction 

dataset is typically modeled as a static network whose 

vertices and edges respectively represent all the proteins 

and their interconnections. Despite the agreeable 

accuracies attained by various computational methods 

when applied on such networks, their additional 

improvements seem to face some limitations. It is believed 

that the more enrichment with biological information is 

added to the interaction networks and complex-detection 

algorithms, the better will be the overall quality of the 

results. In this paper, we stress on the importance of 

reflecting the dynamic nature of protein interaction 

networks as a primary enhancement phase and we 

highlight possible aspects by which it could be acquired. 

Keywords: protein-protein interactions, protein complex, 

dynamic protein-protein interaction network.  

 

1 Introduction 

  From metabolism to signal transduction, transport, 

cellular organization and ultimately all biological processes, 

proteins are the key players. Their interconnections shape 

interaction networks which define highly-organized cellular 

systems [1]. Biological functions are often acquired through 

collaborations of interacting protein groups referred to as 

protein complexes [2]. The progress in identifying protein 

complexes, involved in normal molecular events as well as 

phenotypes associated with diseases, allows the progressive 

development of effective cures. Accordingly, various 

experimental methods were designed to identify complexes 

given protein-protein interaction (PPI) data. However, in 

addition to their high computational cost, they are also 

susceptible to high error rates [3]. Therefore, several 

computational approaches came into the picture to complement 

the experimental activities. For instance, protein complexes 

detected by computational algorithms with suitable accuracy 

and quality could guide the experimental examinations and 

expectantly reduce the necessary biological explorations. 

 In a computational setting, a PPI dataset is usually 

modeled as a graph whose vertices and edges represent all the 

proteins and their interactions respectively. In this context, the 

majority of the computational approaches are based on the 

concept by which protein complexes correspond to dense 

subgraphs. These methods include, but are not limited to, 

Markov Clustering (MCL) [4] which uses random walks in 

protein interaction networks; the molecular complex detection 

(MCODE) algorithm [5] which identifies complexes as dense 

regions grown from highly-weighted vertices; the clustering 

based on maximal cliques (CMC) method [6]; the Affinity 

Propagation (AP) algorithm [7]; ClusterONE [8] which 

identifies protein complexes through clustering with 

overlapping neighborhood expansion; the restricted 

neighborhood search (RNSC) algorithm [9,10]; the RRW 

algorithm which generates complexes by using repeated 

random walks [11]; and CFinder [12] which is based on the 

clique percolation method. Other approaches which are not 

based on the density notion include ProRank [13,14] which 

mainly uses a protein ranking algorithm to identify essential 

proteins in a PPI network; ProRank+ [15] which is an 

improved version of ProRank, it reflects the fact that proteins 

can be multifunctional and thus could belong to multiple 

complexes and it applies a merging procedure to improve the 

detected complexes; and finally PEWCC [16,17] which 

assesses the reliability of PPI data based on the weighted 

clustering coefficient notion prior to detecting protein 

complexes. When evaluated based on reference sets of 

biologically- identified protein complexes, these algorithms 

were on the right track. Nevertheless, their improvements 

towards reducing false positive and false negative outcomes 

seem to be bounded by the way in which PPI data is originally 

utilized and by the false positive and false negative interactions 

as well. The traditional experimental approaches used to study 

PPIs, such as yeast two-hybrid (Y2H) [18] and TAP-MS [19], 

do not provide temporal, spatial or contextual information 

across which a PPI occurs. In contrast, recent methodological 

advances, such as ChIP-chip [20] and ChIP-seq [21] can make 

such informative data available. Consequently, advances in the 

computational approaches developed to analyze PPI networks, 

including those designed to detect protein complexes, ought to 

relate to such diversity of information that is currently 

presented. PPI networks are dynamic in nature [22]. 

Accordingly, modeling the dynamicity of PPI networks is a 

necessary shift in the way such networks are viewed and 

studied [23]. It is actually essential and allows us to expand our 
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knowledge about how cellular processes occur. In this paper, 

we highlight the advantages, potential approaches and possible 

bottlenecks of this emerging construal of PPI networks.  

2 The advantages of shifting to 

dynamic PPI networks 

2.1 Enhancing the replication of real biological 

events 

 The shift to dynamic PPI networks in computational 

approaches of systems biology comes as a natural response to 

advances in experimental methods by which novel types and 

increased amounts of biological data are generated. As an 

interdisciplinary area of research, the more representative are 

its building models and methods, the better is its aptitude. 

Moreover, when cellular interactions are reproduced in a more 

realistic manner, the accountability and accuracy of the results 

produced by computational methods will certainly augment. 

2.2 Potentially uncovering previously unknown 

biological facts 

 A PPI dataset is conventionally represented as a 

comprehensive graph which includes the proteins along with 

all their interactions. However, not all the interconnections 

happen at the same time. In fact, the occurrence of a PPI is 

subject to various temporal, spatial and contextual conditions. 

Obviously, encompassing such conditionality parameters 

elucidates the dynamics of PPIs. In view of that, by combining 

biological information, we would reach a computational 

visualization level of protein interaction events that could 

verify or even contradict biological concepts. Furthermore, 

previously unknown facts may be learned, such as the 

characterization of hub proteins in [24] as “party hubs” which 

interact with their partners at the same time or “date hubs” 

which connect to their partners at different times and locations. 

2.3 Possibly overcoming data limitations 

 The biological methods used to identify protein 

interactions are very sensitive to experimental settings. 

Therefore, the PPI datasets that they generate are always liable 

to high error rates. Many algorithms were developed to filter 

protein interactions according to their reliability levels. For 

example, some of these methods use weighting schemes based 

on the number of common neighbors of interacting proteins 

such as CDdistance [25], FSWeight [26] and AdjustCD [27]. 

Similarly, the PE-measure introduced in [16,17] reduces the 

level of noise in protein interaction networks by looking for 

subgraphs that are closest to maximal cliques based on the 

weighted clustering coefficient measures. In addition, possible 

enrichment data that can be used to model the dynamicity of 

PPI networks, such as gene expression profiles [28] and gene 

ontology [29], suffer from low gene coverage in contrast with 

most PPI datasets, in which the number of interacting proteins 

is typically very high [30]. The recurrence of information 

and/or inferences that are drawn from different types of 

biological data can be seen as a confidence indicator. In view 

of that, combining various datasets, although not fully-

credible, in the direction of modeling PPI dynamics could 

potentially reduce data limitations such as the effect of false 

positives and false negative rates, as well as low coverage 

issues. 

2.4 Increasing the ability to categorize the 

information deduced from PPI networks  

 Dynamic PPI networks, once modeled, can provide a 

closer view of their corresponding cellular events. 

Accordingly, in contrast with static PPI networks, the 

information revealed by dynamic networks is at a higher level 

of details. For instance, in the problem of identifying protein 

complexes in protein interaction networks, most of the 

presented algorithms do not differentiate between functional 

modules and protein complexes. That is mainly due to the 

absence of embedded information in the networks that could 

guide the search. In fact, complexes are formed by proteins 

which interconnect at the same time and place, whereas the 

members of functional modules may interact at different times 

and places [31]. Accordingly, when PPIs are bounded by 

spatiotemporal conditions inferred by gene expression and 

gene ontology datasets for example, the detected components 

could more likely be categorized as protein complexes or 

functional modules. Likewise, dynamic PPI modeling may 

highly contribute to the detection of protein subcomplexes in 

PPI networks. Various approaches were developed to solve this 

important research problem, but all based on static networks 

[32]. As dynamic modeling could reveal the mechanisms of 

protein-complex formation and could yield better complex-

detection approaches, it could also provide the same for the 

detection of subcomplexes.  

2.5 Increasing the accountability and the 

accuracy of the results produced by 

computational methods 

 Undeniably, dynamic PPI networks describe cellular 

interactions in a more realistic manner. Therefore, the 

computational methods, customized to suit such networks, 

would certainly produce analytical results with higher accuracy 

and accountability. Here, we namely consider the algorithms 

designed to detect protein complexes in protein interaction 

networks. The integration of temporal, spatial or contextual 

biological information with PPI data as a means to show the 

PPI dynamics, can be viewed as a kind of clustering based on 

temporal, spatial and/or contextual attributes. Hence, the 

proteins and their interconnections can be grouped based on the 

integrated conditions and a protein complex- 
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detection method shall be applied accordingly and with a 

generalization capability indeed. Once this is achieved, the 

rates of false positives and false negatives will certainly 

decrease at the level of the detected complexes and at the level 

of their protein members as well. Consequently, the overall 

accuracy of the results will be higher than those scored by 

methods applied on static networks. The former potentially 

applies to other exploratory approaches of PPI networks. 

3 Modeling Dynamic PPI Networks  

 A single scheme is usually used to represent a static PPI 

network with all its components. In contrast, a dynamic PPI 

network can be visualized by a series of schemes representing 

snapshots of the network state corresponding to different 

stages and/or locations of molecular activities, as shown in Fig. 

1. The interpretation of a dynamic interaction network and its 

state transitions depends on the types of data which are used to 

biologically-condition PPI events. We will hereafter highlight 

some of the concepts and the approaches to model the 

dynamicity of protein interaction networks and we will 

particularly relate them to the problem of detecting protein 

complexes in PPI networks.  

 The advancements in experimental techniques are 

gradually allowing in-depth explorations of biological systems. 

The resultant progresses can broaden our understanding of 

biology through the integration of various types of generated 

information and by consistently developing computational 

tools to expand our knowledge. 

 Gene expression datasets are subsequent products which 

consist of quantitative measurements of RNA species in 

cellular compartments across different conditions [33]. 

Genome-wide expression levels can now be studied [34]. 

Time-series gene expression data report quantities of RNA 

across different time points in cellular processes. It is believed 

that genes with correlated expressions across subsets of 

conditions most likely interact. When combined with PPI data 

to model the interaction dynamics, it can potentially reveal the 

processes which underline the formation of protein complexes. 

For instance, that was done in [35] where it was shown that a 

just-in-time mechanism elapsing through continuous time 

points delineates the formation of most complexes. The 

statistical 3-sigma principle was then used by the works 

presented in [35] and [36] to define the active time points of 

proteins based on their gene expression levels and 

consequently, introduce approaches to detect and refine protein 

complexes. The core-attachment view of complexes was 

recently considered in [37]; based on gene expression data, the 

identification of a protein complex was split into two main 

parts: a static core consisting of proteins expressed throughout 

the whole cell cycle and a short-lived dynamic attachment. The 

results of these approaches were better than the ones tested on 

static networks. Kim et al. [38] highlighted some of the 

computational methods used to infer dynamic networks from 

expression data based on statistical dependence to classify 

nodes and/or edges as active or inactive. These methods 

include: Bayesian networks [39], relevance networks [40], 

Markov Random Fields [41], ordinary differential equations 

[42] and logic-based models [43]. 

 As they are conditioned by time, PPIs are space-

dependent as well. In other words, the occurrence of a protein 

interaction is also subject to the co-localization of its 

interacting partners in cellular components [44]. Actually, a 

failed interaction caused by inappropriate protein localizations 

could be pathological. Consequently, subcellular localization 

annotations [45] can be used to model dynamic PPI networks 

based on spatial constraints. Indeed, the formation of protein 

complexes is also influenced by the localization settings of 

proteins. According to that, it is certainly beneficial to 

incorporate the spatial dynamics towards improving complex-

detection approaches. Various methods aim at studying and 

collecting spatial movements about proteins [46]. However, in 

addition to mathematical modeling techniques, further 

. . . . . . 

t1 t2 tk tn 
... ... 

Fig. 1 Snapshots of a hypothetical PPI network, capturing its dynamics at different time points/stages. Each schema 

includes the available proteins at a certain stage, along with their interconnections. Nodes and edges of similar colors 

correspond to the same protein complexes, whereas the rest of the edges are represented in yellow. 
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approaches to appropriately integrate spatial protein dynamics 

in PPI networks are still required. 

 Gene ontology annotations [47], which provide 

information about genes that are shared across species, can also 

infer the dynamics of PPI networks [48]. As an indicator of 

interaction probability, various weighting schemes were 

introduced to assign PPI weights based on the similarity 

degrees of gene ontology terms between interacting partners. 

Among these approaches are SWEMODE [49], which detects 

communities within PPI networks based on weighted 

clustering coefficient and weighted average nearest-neighbors 

degree measures, and OIIP [48], which is a method to detect 

protein complexes in PPI networks by assigning node and edge 

weights based on the size of gene annotations.  

 Gene expression, spatial annotation and gene ontology 

annotation data could credibly contribute to the incremental 

attempts to model dynamic PPI networks. 

 Forthcoming approaches are expected to profit from these 

data among other types of biological information. Specifically, 

the integration of biological attributes enhances the 

computational methods designed to detect protein complexes 

in protein interaction networks. It not only participates in 

uncovering the mechanisms of protein-complex formation but 

also points out useful details for the design of such methods. In 

addition, the former may help categorize protein complexes 

and could be informative regarding their building blocks as 

well. 

4 Datasets and Evaluation Measures 

 The datasets which could be used to enrich PPI networks 

in order to model their dynamic aspects, such as gene 

expression and gene ontology data, typically describe the 

variations of protein activities and/or quantities across sets of 

conditions. The resulting network analysis ought to consider 

these conditions. For example, the detected protein complexes 

in a PPI network enriched by time-series gene expression data 

would most likely be adherent to the conditions across which 

the gene expression data were generated. Therefore, reference 

protein-complex sets which were used to evaluate previous 

approaches that work on static networks, such as MIPS [50] 

and CYC2008 [51], may not be the best choice for dynamic 

networks. Accordingly, reference sets tailored to match input 

datasets and their conditionality could be more convenient in 

such cases. Similarly, issues regarding the choice of evaluation 

measures arise when shifting to dynamic PPI networks. The 

formulae used to evaluate the accuracy, sensitivity and 

specificity in addition to other qualities of previous approaches 

are not the same [8, 52]. Strong evaluation scores include the 

number of complexes in the reference catalog that are matched 

with at least one of the predicted complexes with an overlap 

score, w, greater than a certain threshold; the clustering-wise 

sensitivity (Sn);the clustering-wise positive predictive value 

(PPV); the geometric accuracy (Acc); and the maximum 

matching ratio (MMR) which shows how accurately the 

predicted complexes represent the reference complexes by 

dividing the total weight of the maximum matching by the 

number of reference complexes. Given m predicted complexes 

and n reference complexes, the corresponding formulae are 

given by the following equations, where tij represents the 

number of proteins that are found in both predicted complex m 

and reference complex n. 

𝑤(𝐴, 𝐵) =
|𝐴 ∩ 𝐵|2

|𝐴||𝐵|
        (1) 

𝑆𝑛 =
∑ 𝑚𝑎𝑥𝑗=1

𝑚  𝑡𝑖𝑗
𝑛
𝑖=1

∑ 𝑛𝑖
𝑛
𝑖=1

      (2) 

𝑃𝑃𝑉 =
∑ 𝑚𝑎𝑥𝑖=1

𝑛  𝑡𝑖𝑗
𝑚
𝑗=1

∑ ∑ 𝑡𝑖𝑗
𝑛
𝑖=1

𝑚
𝑗=1

  (3) 

𝐴𝑐𝑐 = √𝑆𝑛 × 𝑃𝑃𝑉           (4) 

5 Conclusion 

 The realization of dynamic protein interaction networks 

is a natural evolution which leverages computational methods 

for biology. It could typically be acquired by investing in 

recent biological data generated by advanced experimental 

techniques. These data include, but are not limited to, gene 

expression, subcellular localization annotation and gene 

ontology terms annotation datasets which provide temporal, 

spatial and contextual information about protein interactions 

throughout cellular processes. With emphasis on the 

algorithms for the detection of protein complexes, by modeling 

the dynamics of PPI networks, we could: reproduce the 

mechanisms of protein-complex formation more realistically; 

potentially uncover new biological facts about complexes; 

overcome data limitations existing in most experimental 

datasets; categorize modules deduced from PPI networks; and 

finally, increase the accuracy and value of the detected results. 

Accordingly, novel algorithms for the detection of protein 

complexes in dynamic protein interaction networks are 

expected to appear. 
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Abstract - GAPDH is involved in glycolysis, but is also know 

to translocate to the nucleus and participate in reactions 

leading to the cell’s demise. One of the key feature’s to 

understanding the multifunctionality of GAPDH is to increase 

our understanding of the oligomeric dynamics of this protein. 

Though it acts as a tetramer in its role as an oxidoreductase 

in glycolysis occurring in the cytosol, it becomes translocated 

to the nucleus as a dimeric species under various stress 

inducers. Cellular metabolites or xenobiotics, acting as 

kosmotropes and chaotropes, would likely impact the 

conformational trajectories that ultimately decide the net 

subpopulations of stable and metastable oligomeric structures 

of GAPDH. We were interested in examining the effects of 

erythritol, a polyol with kosmotropic properties, and 

isoflurane, a volatile anesthetic agent with chaotropic 

properties. In addition from looking at activity and thermal 

stability, we assessed the effects of erythritol on the interfacial 

dynamics of GAPDH subunit-subunit interactions using 

molecular dynamics. We observed that erythritol stabilized 

the protein and that the computational analysis confirmed the 

experimental data. 
 

1 Introduction 

 The ability of polyols (i.e. compounds with multiple 

hydroxymethyl groups) to stabilize proteins and the 

mechanism by which this is accomplished have been known 

for some time [4]. The water-ordering ability of polyols is the 

driving force of protein stabilization, and the effects of 

polyols on protein-water interactions are far more influential 

than effects on exposed hydrophobic groups of unfolded 

protein [5]. The hydrophobic interaction within the protein 

appears to be strengthened by the polyol’s preferential 

interaction with solvent (i.e. water molecules) [6]. The 

hydration shell that exists at the protein’s surface topology is 

of particular importance in describing the manner by which 

polyols exert their effects [2,3]. The unfavorable interaction 

of polyols with the exposed nonpolar groups promotes a 

protein hydration that enhances stability as shown by the 

competing effects of the chaotropic agent guanidine 

hydrochloride [7]. We previously proposed that the 

preconditioning effects of volatile anesthetic agents may be 

due to their chaotropic (i.e. water-disordering) effects on 

proteins [8, 9] with the highly abundant multi-functional 

protein glyceraldehyde 3-phosphate dehydrogenase (GAPDH) 

acting as a pivotal signaling hub for comprehensive cellular 

communication [10]. In the present study, we were interested 

in the effects of erythritol, a food additive and four-carbon 

polyol, on GAPDH. We experimentally examined the 

competing effects of erythritol and the anesthetic agent 

isoflurane on the activity and thermal stability of GAPDH. 

We previously observed that isoflurane alters the interfacial 

dynamics of GAPDH, presumably by promoting the formation 

of a dimeric species that enters into a new configuration (i.e. 

decameric structure) [11]. Additionally, in the current study, 

we used computational approaches to examine the way 

erythritol interacts with GAPDH. Native GAPDH is an 

asymmetric homotetramer, consisting of identically sequenced 

polypeptide chains. Curiously, each chain is conformationally 

unique and is designated as either subunit -O, -P, -Q and -R, 

depending on its position in the tetramer. The subunits 

interact across three axes: P-, R- and Q-axis, conventionally 

italicized to distinguish them from the subunits (Figure 1). 

 

Figure 1: Schematic illustration of the subunit 

interfaces in GAPDH. The four types of subunits, 

each of which exhibits a unique conformation, are 

given as rectangles identified by the letters O, P Q 

and R. Each solid vertical line represents an interface 

with a pseudo-two-fold axis of symmetry. The 

horizontal dotted lines show the interactions of the 

respective subunits across the axes. The R-axis, for 

example, defines the interactions between subunits O 

and R as well as those between P and Q. 
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GAPDH’s multifunctionality may be in part due to the 

dynamic oligomeric properties of this molecule. Particularly 

of interest is the property of initiating the cell death cascade 

upon nuclear translocation, which is associated with stable 

dimer formation, presumably O-P or Q-R dimers since the P-

axis is the most conserved and consists by far of the most 

interfacial contacts. Relevant to this point is the degree of 

stability at the R-axis, which also exhibits a fair number of 

interfacial contacts. one would consider the Q-axis as the most 

labile, and therefore we focused our interest in the dynamics 

at the R-axis. 

We carefully examined a crystal structure (i.e. yeast GAPDH) 

in the public database that was co-crystalized with erythritol, 

in order to define the polyol binding site. We also performed 

molecular dynamics simulations using P-Q dimers of human 

GAPDH in the presence and absence of erythritol, in order to 

assess the effects of this polyol on protein stability. 

 

2 Methods 

2.1 Experimental Approach 

 Preparation of GAPDH - Rabbit GAPDH (Sigma 

Aldrich; cat. no. G2267) was prepared in a buffer containing 

50mM sodium phosphate (pH 7.4) and 5mM EDTA and was 

filtered (Millipore Millix-HV, 0.45m PVDF, pre-wetted with 

water and then buffer) to ensure the presence of 100% native 

(i.e. non-denatured) protein. Aged GAPDH was prepared by 

storage at 5C for five days, which corresponds to the cellular 

half-life of this protein [12]. The protein sequence of rabbit 

GAPDH is 95% identical to that of human GAPDH. 

 

Treatment of GAPDH - Samples of GAPDH (5M), which 

were either freshly-prepared or aged, were incubated with and 

without erythritol (100mM) for 5min at room temperature 

prior to exposure to isoflurane (0.25mM for 10min at room 

temperature under mild agitation and shielded from light). 

Samples were then degassed prior to determination of enzyme 

activity or thermal instability. Data was analyzed using t-tests 

with 90% confidence limits. 

 

Oxidoreductase activity of GAPDH - Enzyme activity was 

measured spectrophotometrically. Measurements were made 

after exposure of GAPDH to isoflurane (0.2mM for 10min at 

room temperature under slight agitation) with and without 

erythritol (100mM). Final assay cuvettes contained equivalent 

micromolar concentrations of erythritol.  

 

Thermal instability of GAPDH - We previously showed that 

freshly-prepared GAPDH exhibits a Tm (i.e. temperature at 

which half of the protein is denatured) of 54.7C, using a 

heating rate of 1C per minute [13]. In the current study, the 

extent of heat denaturation of GAPDH samples was assessed 

following incubation at 46°C for 5min. Denaturation was 

measured by optical density at 450nm using a 

spectrophotometer compared to controls: 0% denatured (i.e. 

no heat exposure) and 100% denatured (i.e. exposed to 95°C). 

 

2.2 Computational Approach  

 Erythritol binding site in GAPDH - We examined the 

structure database for GAPDH molecules co-crystalized with 

erythritol. Of the approximately 150 crystal structures of 

GAPDH in the Protein Data Bank (i.e. accessible through 

http://www.ncbi.nlm.nih.gov/Structure) only one structure was 

found that contained the polyol erythritol. Several structures 

contain smaller hydroxyl-containing molecules (i.e. glycerol 

and 1,2-ethanediol). The structure that contained erythritol is 

the yeast-derived GAPDH (isoform 3 from Saccharomyces 

cerevisiae). The ID numbers for this structure are 96311 (i.e. 

MMDB ID) and 3PYM (i.e. PDB ID). The 3PYM crystal 

structure contains tetrameric GAPDH, four molecules of 

NAD
+
, four erythritols and two Na

+
 atoms. We examined the 

erythritol binding site, identifying amino acid residues in close 

proximity to this region. Yeast GAPDH (i.e., 3PYM.pdb, by 

sequence, is 65% identical and 79% homologous to human 

GAPDH (i.e., 1UBF.pdb). 

 

Molecular dynamics - We used ChemBioDraw Ultra 12.0 

(www.cambridgesoft.com) to generate erythritol structures and 

ChemBio3D Ultra 12.0 to perform molecular dynamics 

simulations with the human GAPDH structures (i.e. 

1U8F.pdb) obtained from NCBI. The tetrameric GAPDH was 

copied to the window and the subunits O and R (with its 

corresponding ligand NAD
+
) were deleted, leaving subunits P 

and Q, each with its bound NAD
+
). All water molecules were 

kept (i.e. 911 solvent molecules). The file was duplicated and 

erythritol was inserted in one of the files.  We used the MM2 

force field method. Energy minimization was performed prior 

to each molecular dynamics simulation. The step and frame 

intervals were 1 and 10fs, respectively. The heating rate was 

1.0kcal/atom/ps and the target temperature was set at 300K. 

We chose to investigate the distances across the R-axis, since 

residues in this area were identified as those found in the 

erythritol binding site in yeast GAPDH. The interacting 

partners (i.e. amino acid residues from the P-subunit that 

interact with residues from the Q-subunit), which we used in 

our computations, were taken from [14]. We obtained inter-

residue distances of the original P-Q dimer crystal structure, as 

well as at the start of the simulations, after energy 

minimization. We compared these distances with those taken 

after 100 iterations and after 1000 iterations. 

 

3 Results 

3.1 Experimental Effects of Erythritol on 

GAPDH 

 In experimentally measuring the effects of erythritol 

on oxidoreductase activity of rabbit GAPDH, we observed 

that pre-incubation of GAPDH with erythritol had no effect on 

the activity of either freshly-prepared (Figure 2A) or aged 
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control samples. Isoflurane also had no effect on the activity 

of freshly-prepared GAPDH (Figure 2A). However, when 

aged GAPDH was exposed to isoflurane under the same 

conditions, we observed a significant reduction in enzymatic 

activity (Figure 2B). Erythritol protected aged GAPDH from 

the deleterious effects of isoflurane (Figure 2B). Interestingly, 

the control activity of freshly prepared GAPDH exceeded 

aged GAPDH (24nmol/min per mg prot 1.2 vs 22 1.4 for 

freshly-prepared and aged samples, respectively; df = 4; p = 

0.097) when using a 90% confidence limit.  

 

Figure 2. Effects of erythritol and isoflurane on 

the enzymatic activity of freshly-prepared and 

aged GAPDH. Samples of GAPDH, which were 

either freshly-prepared (A) or aged (B), were 

incubated with (gray-hashed bars) and without (white-

hashed bars) erythritol prior to exposure to isoflurane. 

Data represent mean  SD of three measurements. 

Erythritol prevented heat denaturation of GAPDH under all 

conditions that were tested (Figure 3). In contrast, isoflurane 

increased the susceptibility to heat denaturation of both 

freshly-prepared and aged GAPDH. Upon incubation with 

erythritol, GAPDH was protected from the deleterious effects 

of isoflurane in both freshly-prepared and aged samples. Aged 

GAPDH was more susceptible to heat denaturation than the 

GAPDH of freshly-prepared samples (17.0% denaturation 

0.00 vs 22.4 0.21, for freshly-prepared and aged samples, 

respectively; df = 2; p < 0.0005), consistent with the effects of 

in vitro aging on enzyme activity (Figure 2). 

Curiously, the effects of isoflurane and age (i.e. storage of 

protein) were additive, suggest that they both negatively affect 

the conformational integrity of GAPDH. In assessing both 

activity and susceptibility to heat denaturation in the presence 

of the anesthetic agent, isoflurane, we saw that the aged 

protein is particularly labile to the chaotropic properties of this 

agent. The implications of these observations would suggest 

that proteins in the elderly (given, of course, that protein 

turnover and renewal is compromised - a common feature of 

organismal aging) may be at greater risk of structural and 

functional alteration. We intend to pursue this concept further. 

 

Figure 3. Effects of isoflurane and erythritol on 

thermal instability of freshly-prepared and aged 

GAPDH. Freshly-prepared (A) or aged (B) GAPDH 

was incubated with (gray hashed bars) and without 

(white hashed bars) erythritol prior to exposure to 

isoflurane). Data represent mean  SD of two 

measurements. 

 

3.2 Erythritol Binding Site 

 The only erythritol-containing GAPDH crystal 

structure in the NCBI/Structure database (i.e. 3PYM.pdb) 

contains tetrameric GAPDH, four NAD
+
, four erythritols and 

two Na
+
 atoms. The structure was schematically re-drawn 

(Figure 4) to show the four subunits and the binding 

relationship of the four erythritols to these subunits. 

 

 

A
(purple)

B-1
(purple)

B
(blue)

A-1
(gold)

E E EE 1234

 
 

Figure 4. Schematic illustration of yeast GAPDH 

with bound erythritol. The four subunits (given as 

circles) are identified as indicated in the database 

(3PYM.pdb). The four erythritols (given as 

diamonds) are numbered. Each erythritol molecule 

forms interactions with three different subunits as 

indicated by different-sized arrows to reflect the 

degree of contact. 

 

The four subunits of yeast GAPDH (i.e. 3PYM.pdb) can be 

compared to the rabbit or human GAPDH. The A, A-1, B and 
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B-1 subunits (Figure 4) in yeast GAPDH match to the 

conventional O, P, Q and R subunits in human GAPDH. 

Hence, erythritol molecules #2 and #4 would be expected to 

stabilize the interactions between subunits A and B-1 (or, by 

analogy, O and R), that is to say, across the R-axis. And, 

erythritols #1 and #3 would stabilize the interactions between 

subunits B and A-1 (or, by analogy, Q and P), likewise, across 

the R-axis. We were interested in identifying the amino 

residues that constitute the erythritol binding site. We looked 

at each of these sites, using Cn3D 4.3.1 structure viewer. After 

highlighting one of the erythritols, we selected to identify all 

residues within 7Å, which approximates the H-bonding 

distance between atoms (i.e. those of erythritol and the 

protein) with only one interconnecting water molecule. In this 

manner, we were able to determine the amino acid residues 

and their subunits that represent the cavity in which erythritol 

sits. We followed this procedure for each of the four erythritol 

molecules and tabulated the results in Table 1. 

 

Table 1. Identity of amino acid residues at the erythritol 

binding site. The residues at each of the four erythritol 

binding sites are given. 

 

 
 

There are a total of 21 different residues at the erythritol 

binding site with some slight differences among the sites. 

These residues represent three distinct regions of the protein 

(i.e. aa38-60; aa194; and aa275-278), which is the yeast 

ortholog. We compared the erythritol binding site in yeast 

GAPDH with the corresponding sequence in human GAPDH 

(Figure 5). Curiously, the overall homology between the full 

sequences is 79%, while the homology of the 21 residues that 

make up this site, drops to 62%, suggesting evolutionary 

pressures may have contributed to a significant change in 

ability to bind erythritol. Given this observation, we would 

expect that erythritol binding to human GAPDH is decreased 

compared to its affinity to yeast GAPDH. Conversely, human 

GAPDH may bind erythritol with greater affinity. In the next 

section, we describe the role of amino acid residues Gly193, 

Asp39 and Asn41 of human GAPDH in binding erythritol as 

evidenced by molecular dynamics simulations. 

 

yeast  36  ~ITNDYAAYMFKYDSTHGRYAGEVSHDD~ 62 

            I  +Y  YMF+YDSTHG++ G V  ++ 

human  38  ~IDLNYMVYMFQYDSTHGKFHGTVKAEN~ 64 

 

yeast 192  ~KDWRG~ 196 

            K WR 

human 194  ~KLWRD~ 198 

 

yeast 275  ~YTEDAVV~ 278 

            YTE  VV 

human 277  ~YTEHQVV~ 278 

 

Figure 5: Comparison of the erythritol binding 

site residues. The sequences of yeast GAPDH (i.e., 

3PYM.pdb) are compared with those of human 

GAPDH (i.e. 1U8F.pdb). The 21 residues are shaded 

and bolded. Indentities are indicated in the 

intervening line. Similar amino acids are given a plus 

symbol (+) to show homology. 

 

3.3 Molecular Dynamics Simulations 

 We used molecular dynamics simulations to examine 

whether or not erythritol would interact with human GAPDH 

and whether it would have a stabilizing effect. Since we were 

particularly interested in the R-axis, we started with a P-Q 

dimer of human GAPDH (i.e. 1U8F.pdb). There are 31 P-

subunit residues (Figure 6) that make contact (i.e. largely 

reciprocal interactions) with 32 residues on the Q-subunit. We 

measured 75 inter-subunit distances: (a) in the original crystal 

state, (b) after energy minimization, and (c) after 1000 

iterations. 

 
MGKVKVGVNGFGRIGRLVTRAAFNSGKVDI 30 

VAINDPFIDLNYMVYMFQYDSTHGKFHGTV 60 

KAENGKLVINGNPITIFQERDPSKIKWGDA 90 

GAEYVVESTGVFTTMEKAGAHLQGGAKRVI 120 

ISAPSADAPMFVMGVNHEKYDNSLKIISNA 150 

SCTTNCLAPLAKVIHDNFGIVEGLMTTVHA 180 

ITATQKTVDGPSGKLWRDGRGALQNIIPAS 210 

TGAAKAVGKVIPELNGKLTGMAFRVPTANV 240 

SVVDLTCRLEKPAKYDDIKKVVKQASEGPL 270 

KGILGYTEHQVVSSDFNSDTHSSTFDAGAG 300 

IALNDHFVKLISWYDNEFGYSNRVVDLMAH 330 

MASKE 335 

 

Figure 6:  Human GAPDH sequence (Uniprot 

P04406) highlighting the residues at the R-axis 

interface. The amino acid residues (shown black and 

gray shaded) were taken from [14], and are defined as 

those P-subunit residues that are within 5Å of the 

neighboring Q-subunit, as determined by structural 

analysis of lobster GAPDH (see Table 7.2 in [15]). 

Three of these human GAPDH residues (shown gray-

shaded) are homologous to the lobster ortholog. 

Interestingly, the amino acid residues that are defined 

as the erythritol binding site (See Figure 5), overlap 

these regions. 

 

Erythritol 

Molecule 

Subunit A-1 

(gold) 

Subunit B-1 

(purple) 
Subunit A 

(purple) (blue) 

1 

Asn38-Met44 

Lys46-Tyr47 

Glu57-His60 

Thr275-Ala278 - Trp194 

2 
Thr275 

Asp277-Ala278 

Asp39Tyr47 

Arg53 

Gly56-His60 

Trp194 - 

3 Trp194 - 
Thr275 

Asp277-Ala278 

Asp39-Tyr47 

Arg53 

Gly56-His60 

4 - Trp194 

Asn38-Met44 

Lys46-Tyr47 

Glu57-His60 

Thr275-Ala278 

Subunit B 
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Notice that there are four regions where the protein folds in 

the direction of, and becomes associated with, the P/Q 

interface: region 1 spans from residue 12 to 16; region 2, from 

38 to 52; region 3, from 181 to 205; and region 4, from 236 to 

238. Also residue 317 on the Q-subunit is involved in the 

interactions. Inter-subunit distances were measured before and 

after molecular dynamics simulations (Table 2). The data was 

grouped according to the regions described in the text. In 

determining the averages, the distances from regional interface 

3/1, 3/2, 3/3 and 3/4 involved 12, 39, 17 and 7 inter-subunit 

distances, respectively. The means and SEM of these 

respective data points are presented in angstrom (Å). Two-

tailed paired t-tests were performed with consideration of an  

value of 0.10, comparing the start distances with those after 

1000 iterations. Using an  value of 0.10 for statistical 

significance increases the probability of a Type I error (i.e. 

that the claim of a change in inter-facial distance is false). But, 

this gave us a better likelihood of not missing a difference. We 

think that this design is appropriate particularly given that only 

main chain -carbons were used as measurement posts rather 

than all atoms of the side chains of interfacial residues. 

 

Table 2: Erythritol prevents the separation of the subunits 

at the regional interfaces across the R-axis.  

 

Regional 

Interface 

Distance 

at the 

Start 

Distance                            

after 1000 Iterations 

Control Erythritol 

3/1 
8.8         

±0.46 

8.2  ±0.54 8.4  ±0.60 

p < 0.01 Not significant 

3/2 
8.6         

±0.21 

9.1  ±0.31 8.5  ±0.24 

p = 0.085 Not significant 

3/3 
7.1         

±0.29 

8.3  ±0.38 7.5  ±0.30 

p < 0.01 Not significant 

3/4 
8.9         

±0.63 

9.5  ±0.71 10.3  ±0.51 

p = 0.051 p < 0.05 

 

Interestingly, when we carefully looked at the location of 

erythritol binding after 1000 interactions, we found that the 

erythritol molecule was bound at the regional interface that 

included Q-subunit (i.e. region 3) and P-subunit (i.e. region 2). 

Therefore, we measured the distances across this regional 

interface as well as the reciprocal set of interactions (i.e. P-

subunit region 3 to Q-subunit region 2) to assess erythritol’s 

effect (Table 3). Since the interfacial interactions exhibit a 

reciprocal property (i.e. P region 3 to Q region 2 on one side 

and Q region 3 to P region 2 on the flip side), and since the 

single erythritol molecule bound to one of these locations, the 

unoccupied site represents the control, to which the site that 

binds erythritol can be compared. 

 

 

Table 3: Bilateral effects of a single molecule of erythritol. 

 

Reciprocal 

Interactions 

(region 3 to 

region 2)  

Distance  

after 1000 Iterations  Statistical 

Comparison 
Control Erythritol 

Q-subunit 

(region 3) to 

P-subunit 

(region 2) 

9.5 ± 0.39 7.8 ± 0.31 p < 0.001 

P-subunit 

(region 3) to 

Q-subunit 

(region 2) 

8.7 ± 0.49 9.2 ± 0.29 
p = 0.209 

Not Significant 

 

The data are presented in angstrom (Å) as means ±SEM of 19 

distances (i.e. across Q region 3 to P region 2) and 18 

distances (i.e. across P region 3 to Q region 2). Note that the 

side containing bound erythritol showed significance 

difference, suggesting that erythritol not only prevented 

separation of the subunits, but enhanced its stability. This 

bilateral activity is indicative of erythritol’s kosmotropic 

properties. 

 

We also determined which specific atoms may be involved in 

binding erythritol to the Q region 3/P region 2 bilateral side of 

the R-axis (Figure 7). 

 

 
 

Figure 7: Interactions of erythritol and the P-Q 

dimer of GAPDH. The image illistrates the subunit 

interactions with erythritol following molecular 

dynamics simulation (i.e. 1000 interations). The 

solvent water molecules were left out for clarity. The 

.jpg color image was converted to grayscale and 

brightness and contrast was adjusted to improve 

visibility. 
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The amino acid residue Gly193 (specifically, the main chain 

carbonyl oxygen atom) on the Q-subunit is 6.5 Å from the C-2 

(i.e. second carbon) hydroxyl oxygen atom of erythritol. The 

amino acid residue Asp39 (specifically, the side chain oxygen 

atom) on the P-subunit is 2.9 Å from the C-4 (i.e. fourth 

carbon) hydroxyl oxygen atom of erythritol. 

 

The amino acid residue Asn41 (specifically, the side chain 

amide nitrogen atom) on the P-subunit is 4.5 Å from the C-3 

(i.e. third carbon) hydroxyl oxygen atom. 

Interestingly, a water molecule (#279) was found positioned 

between Gly193 (i.e. main chain oxygen) and erythritol (i.e. 

C-2 hydroxyl oxygen), specifically 2.1 and 3.8 Å. 

 

Additionally, two other water molecules (#384 and #304) 

were positioned 4.7 and 3.5 Å from the C-3 hydroxyl oxygen 

of erythritol. 

 

4 Discussion 

 Molecular dynamics simulations with chymotrypsin 

inhibitor protein and polyols, such as xylitol, offered a 

molecular basis of protein stabilization [1]. The authors state 

that there is a preferential hydration at the surface of the 

protein and that the polyols cluster at a distance beyond this 

initial water shell, concluding that the water structure becomes 

more ordered (i.e. polyols decrease the entropy of water in the 

first shell of hydration). Their studies involved simulation at 

363K, where they could observe thermal unfolding, which 

was prevented by the polyols. They did not examine the 

effects of erythritol. In the present study, we also confirmed 

experimentally that erythritol prevented thermal instability of 

GAPDH (Figure 3). The stabilization of GAPDH also may be 

due in part to the prevention of the subunits to disengage, as 

evidenced by the molecular dynamics simulations using P-Q 

dimer of GAPDH and a single erythritol molecule (Table 2). 

In the control simulations, the regional interface of residues 12 

to 16 (i.e. region 1) with residues 181 to 205 (i.e. region 3) 

exhibited on average a decreased distance, while all other 

regional interfaces exhibited an increased average distance 

after 1000 iterations, reaching a temperature below 300K. In 

the erythritol simulations, the average distances across these 

regional interfaces did not change with the exception of the 

reciprocal distances associated with regions 3 and 4, which 

increased. Of the total 63 amino acid residues that are 

involved in inter-subunit contact at the R-axis, there are only 

10 residues at the 3/4 regional interface. In effect, 53 residues 

have remained unchanged relative to one another in the P-Q 

dimer with a single molecule of erythritol.  

 

5 Conclusion 

 Our computational and experimental approaches to 

investigating the protein stabilizing effects of the polyol, 

erythritol, have corroborated one another. Erythritol prevented 

heat denaturation of GAPDH using an experimental approach 

at the bench, and erythritol as a single molecule prevented the 

separation of a single P-Q dimer of GAPDH in molecular 

dynamics simulations. our findings support the concept that 

erythritol behaves as a kosmotrope and that isoflurane exhibits 

chaotropic properties. 

 

The authors gratefully acknowledge the efforts of Sharon 

White in her clerical role in preparing this manuscript. 
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Abstract— Protein-protein interactions (PPI) occur at al-
most every level of cell functions. The identification of
interactions among proteins provides a global picture of
cellular functions and biological processes. It is also an
essential step in the construction of PPI networks for human
and other organisms. PPI prediction has been considered to
be a promising alternative to the traditional drug design
techniques. The identification of possible viral-host protein
interactions can lead to a better understanding of infection
mechanisms and, in turn, to the development of several
medication drugs and treatment optimization. This paper
investigates most of the relevant existing computational ap-
proaches carried out towards this perspective and provides
a comparison of these approaches. Technical challenges,
unresolved issues, and future research directions in this area
are also discussed.

Keywords: Protein-protein interaction prediction, PPI, protein
sequences, computational techniques

1. Introduction
Proteins are the building blocks of all living organisms.

A protein is a polypeptide which is a linear polymer of
several amino acids (AAs) connected by peptide bonds.
The primary structure of a protein is the linear sequence
of its AAs. The secondary structure of a protein is the
general three-dimensional form of its local parts without
displaying specific atomic positions, which are considered
to be a tertiary structure. Domains are the basic functional
units of protein tertiary structures. A protein interacts with
other proteins in order to perform certain functions and tasks.
Protein-protein interaction (PPI) occurs at almost every level
of cell functions. The identification of interactions among
proteins provides a global picture of cellular functions and
biological processes. Since most biological processes involve
one or more protein-protein interactions (PPIs), precisely
identifying the set of interacting proteins in an organism
is very useful for deciphering the molecular mechanisms
underlying given biological functions and for assigning func-
tions to unknown proteins based on their interacting partners
[1]–[3]. Protein interaction prediction is also a fundamental
step in the construction of PPI networks for human and
other organisms. The identification of specific disease-related
protein interactions can lead to the development of a number
of medication drugs. Abnormal PPIs have implications in
several neurological disorders such as Creutzfeld-Jacob and
Alzheimer [4]–[6]. Therefore, the development of accurate
and reliable methods for identifying PPIs has very important
impacts in several protein research areas.

In this paper we explore the two main categories of
computational PPI prediction methods; sequence-based and

structure-based methods. We provide a comprehensive com-
parative study of the existing approaches in PPI prediction
and discuss the technical challenges and unresolved issues
in this field. The rest of this paper is organized as follows.
Next section addresses the key technical challenges that face
PPI prediction and the open issues in this field. Section 3
discusses the evaluation measures that are typically used in
PPI prediction. In Section 4, which is the focus of our paper,
comprehensive description and comparison are presented
for the most current computational PPI prediction methods.
Concluding remarks are presented in Section 5.

2. Technical Challenges and Open Issues
There are several technical challenges that face com-

putational analysis of protein sequences in general and
PPI prediction in particular. First, there have been a huge
amount of newly discovered protein sequences in the past
genomic era. Second, Protein chains are typically long which
are difficult, time-consuming, and expensive to characterize
by experimental methods. Third, the availability of large,
comprehensive, and accurate benchmark datasets is required
for the training and evaluation of prediction methods.

One of the challenges of protein prediction methods is
protein representation. Protein prediction methods vary in
protein representation and feature extraction in order to build
their classification models. There are two kinds of models
that were generally used to represent protein samples; the
sequential model and the discrete model. The most and sim-
plest sequential model for a protein is its entire AA sequence.
However, this representation does not work well when the
query protein does not have high sequence similarity to any
attribute-known proteins. Several non-sequential models, or
discrete models, have been proposed. The simplest discrete
model is AA composition which is the normalized occur-
rence frequencies of the twenty native amino acids in a
protein. However, all the sequence-order knowledge will be
lost using this representation which, in turn, will negatively
affect the prediction quality [7]. Some approaches use AA
physiochemical properties. Other approaches use pairwise
similarity. Some approaches are template-based while others
are statistical-based.

There are various challenges that face machine-learning
(ML) protein prediction methods. Selecting the best ML
approach is a great challenge. There is a variety of tech-
niques that diverse in accuracy, robustness, complexity,
computational cost, data diversity, over-fitting, and ability
to deal with missing attributes and different features. Most
ML approaches of protein sequences are computationally
expensive and often suffer from low prediction accuracy.
They are further susceptible to overfitting [8].

Furthermore, most PPI prediction approaches have
achieved reasonable performance on balanced datasets con-
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taining equal number of interacting and non-interacting
protein pairs. However, this ratio is highly unbalanced in
nature and these approaches have not been comprehensively
assessed with respect to the effect of the large number of
non-interacting pairs in realistic datasets. In addition, since
highly unbalanced distributions usually lead to large datasets,
more efficient prediction methods are required to handle such
challenging tasks.

3. Evaluation Metrics
There are several assessment measures that are used

to evaluate a PPI predictor and compare it with other
approaches. The most frequently used evaluation metrics
in this field are accuracy, sensitivity, specificity, precision,
F1, and MCC. Accuracy (Ac = TP+TN

TP+TN+FN+FP , where
TP, TN,FP, and FN represent true positive, true negative,
false positive, and false negative, respectively) is defined as
the proportion of correctly predicted interacting and non-
interacting protein pairs to all of the protein pairs listed in
the dataset. Sensitivity, or recall (R = TP

TP+FN ), is defined
as the proportion of correctly predicted interacting protein
pairs to all of the interacting protein pairs listed in the
dataset. Precision (P = TP

TP+FP ) is defined as the proportion
of correctly predicted interacting protein pairs to all of
the predicted interacting protein pairs. Specificity (Sp =

TN
TN+FP ) is defined as the proportion of correctly predicted
non-interacting protein pairs to all the non-interacting protein
pairs listed in the dataset. The F-measure (F1 = 2∗P∗R

P+R )
is an evaluation metric that combines precision and recall
into a single value and is defined as the harmonic mean
of precision and recall [9], [10]. Mathew correlation coeffi-
cient (MCC = TP×TN−FP×FN√

(TP+FN)(TP+FP )(TN+FP )(TN+FN)
) is

a measure that balances prediction sensitivity and specificity.
MCC ranges from -1, indicating an inverse prediction,
through 0, which corresponds to a random classifier, to +1
for perfect prediction.

4. Computational Approaches
PPI prediction has been studied extensively by sev-

eral researchers and a large number of approaches have
been proposed. These approaches can be classified into
physiochemical experimental and computational approaches.
Physiochemical experimental techniques identify the phys-
iochemical interactions between proteins which, in turn, are
used to predict the functional relationships between them.
These techniques include; yeast two-hybrid based methods
[11], mass spectrometry [12], Tandem Affinity Purifica-
tion [13], protein chips [14], and hybrid approaches [15].
Although these techniques have succeeded in identifying
several important interacting proteins in several species such
as Yeast, Drosophila, and Helicobacter-pylori [16], they are
computationally expensive and significantly time consuming,
and so far the predicted PPIs have covered only a small
portion of the complete PPI network. As a result, the need
of computational tools has been increased in order to validate
physiochemical experimental results and to predict non-
discovered PPIs [1], [17].

Several computational methods have been proposed for
PPI prediction and can be categorized according to the

used protein features into sequence-based and structure-
based methods. Sequence-based methods utilize AA features
while structure-based methods use three-dimensional struc-
tural features [18]. This section provides an overview and
discussion of some of the current computational sequence-
based and structure-based PPI prediction approaches.

4.1 Sequence-Based Approaches
Sequence-based PPI prediction methods utilize AA fea-

tures such as hydrophobicity, physiochemical properties,
evolutionary profiles, AA composition, AA mean, or
weighted average over a sliding window [18]. This section
presents and evaluates some of the existing sequence-based
approaches.

4.1.1 PIPE
Protein-protein Interaction Prediction Engine (PIPE) was

developed by Pitre et al. [19] based on the assumption that
interactions between proteins occur by a finite number of
short polypeptide sequences observed in a database of known
interacting protein pairs. These sequences are typically
shorter than the classical domains and reoccur in different
proteins within the cell. PIPE uses protein primary structure
to estimate the likelihood of an interaction between a pair
of the yeast Saccharomyces cerevisiae proteins by measuring
the reoccurrence of these short polypeptides within known
interacting proteins pairs. To determine whether two proteins
A and B interact, the two query proteins are scanned for
similarity to a database of known interacting proteins pairs.
For each known interacting pair (X,Y ), PIPE uses sliding
windows to compares the AA residues in protein A against
that in X and protein B against Y , and then measures how
many times a window of protein A finds a match in X
and at the same time a window in protein B matches a
window in Y . These matches are counted and added up
in a 2D matrix. A positive protein interaction is predicted
when the reoccurrence count in certain cells of the matrix
exceed a predefined threshold value. PIPE was evaluated
on a randomly selected set of 100 interacting yeast protein
pairs and 100 non-interacting proteins from the database of
interacting proteins (DIP) [20] and MIPS [21] databases.
PIPE showed a prediction sensitivity of 0.61 and specificity
of 0.89.

Since PIPE is based on protein primary structure infor-
mation without any previous knowledge about the higher
structure, domain composition, evolutionary conservation or
the function of the target proteins. It can identify interactions
of protein pairs for which limited structural information is
available. The limitations of PIPE are as follows. PIPE is
computationally intensive and requires hours of computation
per protein pair as it scans the interaction library repeatedly
every time. Second, PIPE shows weakness in detecting novel
interactions among genome wide large-scale datasets as it
reported a large number of false positives. Third, PIPE
was evaluated on uncertain data of interactions that were
determined using several methods, each having a limited
accuracy.

Pitre et al. [22] then developed PIPE2 as an improved and
more efficient version of PIPE which showed a specificity
of 0.999. PIPE2 represents AA sequences in a binary code
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which speeds up searching the similarity matrix. Unlike the
original PIPE that scans the interaction database repeatedly
every time, PIPE2 pre-computes all window comparisons in
advance and stores them on a local disk.

Although PIPE2 achieves a high specificity, it has a
large number of false positives with a sensitivity of 0.146
only. False positives rate can be reduced by incorporating
other information about the target protein pairs including
sub-cellular localization or functional annotation. A major
limitation of PIPE2 is that it relies exclusively on a database
of pre-existing interaction pairs for the identification of re-
occurring short polypeptide sequences and in the absence
of sufficient data, PIPE2 will be ineffective. PIPE2 is also
less effective for motifs that span discontinuous primary
sequence as it does not account for gaps within the short
polypeptide sequences.

4.1.2 Auto Covariance
Guo et al. [23] proposed a sequence-based method using

Auto Covariance (AC) and Support Vector Machines (SVM).
AA residues were represented by seven physicochemical
properties. These properties are hydrophobicity, hydrophilic-
ity, volumes of side chains, polarity, polarizability, solvent-
accessible surface area, and net charge index of AA side
chains. AC counts for the interactions between residues a
certain distance apart in the sequence. AA physicochemical
properties were analyzed by AC based on the calculation of
covariance. A protein sequence was characterized by a series
of ACs that covered the information of interactions between
each AA and its 30 vicinal AAs in the sequence. Finally, a
SVM model with a Radial Basis Function (RBF) kernel was
constructed using the vectors of AC variables as input. The
optimization experiment demonstrated that the interactions
of one AA and its 30 vicinal AAs would contribute to char-
acterizing the PPI information. The software and datasets
are available at http://www.scucic.cn/Predict_PPI/index.htm.
A dataset of 11,474 yeast PPIs extracted from DIP [24]
was used to evaluate the model and the average prediction
accuracy, sensitivity, and precision achieved are respectively
0.86, 0.85, and 0.87.

AC includes the information of interactions between AAs
a longer distance apart in the sequence taking the neigh-
boring effect into account. The long-range interactions are
important for representing the PPI information. The use
of SVM as a predictor is another advantage. SVM is the
state of the art ML technique and has many benefits and
overcomes many limitations of other techniques. SVM has
strong foundations in statistical learning theory [25] and has
been successfully applied in various classification problems
[26]. SVM offers several related computational advantages
such as the lack of local minima in the optimization [27].

4.1.3 Pairwise Similarity
Zaki et al. [1] proposed a PPI predictor based on pair-

wise similarity and protein primary structure. Each protein
sequence is represented by a vector of pairwise similarities
against large AA subsequences created by a sliding window
which passes over concatenated protein training sequences.
Each coordinate of this vector is the E-value of the Smith-
Waterman (SW) score [28]. These vectors are then used to

compute the kernel matrix which is exploited in conjunction
with a RBF-kernel SVM. Two proteins may interact by the
means of the scores similarities they produce [29], [30]. Each
sequence in the testing set is aligned against each sequence
in the training set, count the number of positions that have
identical AAs, and then divide by the total length of the
alignment.

The method was evaluated on 100 interacting yeast Sac-
charomyces cerevisiae protein pairs within 157 proteins and
100 non-interacting protein pairs within 77 proteins from the
DIP [20] and MIPS [21] databases. The method achieved a
sensitivity of 0.81 and a specificity of 0.744.

SW alignment score provides a relevant measure of sim-
ilarity between proteins. Therefore protein sequence simi-
larity typically implies homology, which in turn may imply
structural and functional similarity [31]. SW scores param-
eters have been optimized over the past two decades to
provide relevant measures of similarity between sequences
and they now represent core tools in computational biology
[32]. The use of SVM as a predictor is another advantage.
This work can be improved by combining knowledge about
gene ontology, inter-domain linker regions, and interacting
sites to achieve more accurate prediction.

4.1.4 AA Composition
Roy et al. [33] examine the role of amino acid compo-

sition (AAC) in PPI prediction and it performance against
well-known features such as domains, tuple feature, and sig-
nature product feature. Every protein pair is represented by
AAC and domain features. AAC is represented by monomer
and dimer features. Monomer features capture composition
of individual amino acids, whereas dimer features capture
composition of pairs of consecutive AAs. To generate the
monomer features, a 20-dimensional vector representing the
normalized proportion of the 20 AAs in a protein is created.
The real-valued composition is then discretized into 25 bits
producing a set of 500 binary features. To generate the dimer
features, a 400-dimensional vector of all possible AA pairs
were extracted from the protein sequence and discretized
into 10 bits producing a set of 4000 binary features. The
domains are represented as binary features with each feature
identified by a domain name. To compare AAC against
other non-domain sequence-based features, tuple features
[34] and signature products [35] were obtained. The tuple
features were created by grouping AAs into six categories
based on their biochemical properties, and then creating all
possible strings of length 4 using these categories. The sig-
nature products were obtained by first extracting signatures
of length 3 from the individual protein sequences. Each
signature consists of a middle letter and two flanking AAs
represented in alphabetical order. Thus two 3-tuples with
the first and third amino acid letter permuted have the same
signature. The signatures were used to construct a signature
kernel specifying the inner product between two proteins.

The proposed approach was examined using three ML
classifiers (logistic regression, SVM, and the Naive Bayes)
on PPI datasets from yeast, worm and fly. Three datasets
for yeast S. cerevisiae were extracted from the General
Repository for Interaction Datasets (GRID) database [36],
TWOHYB (Yeast Two-hybrid), AFFMS (Affinity pull down
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with mass spectrometry), and PCA (protein complementa-
tion assay). In addition to that, a dataset each for worm,
C. elegans (Biogrid dataset) [37] and fly, D. melanogaster
[36] were used. The authors reported that AAC features per-
formed almost equivalent contribution as domain knowledge
across different datasets and classifiers which indicated that
AAC captures significant information for identifying PPIs.

Most computational PPI prediction methods use domain
knowledge as they capture conserved information of inter-
action surfaces. However, approaches relying on domains as
features cannot be applied to proteins without any domain
information. On contrast, AAC is simple feature, computa-
tionally cheep, applicable to any protein sequence, and can
be used when there is lack of domain information. AAC can
be used alone or combined with other features to predict
new and validate existing interactions.

4.1.5 AA Triad
Yu et al. [38] proposed a probability-based approach of

estimating triad significance to alleviate the effect of AA
distribution in nature. The relaxed variable kernel density
estimator (RVKDE) [39] is employed to predict PPIs based
on AA triad information. The method is summarized as
follows. Each protein sequence is represented as AA triads
by considering every three continuous residues in the protein
sequence as a unit. To reduce feature dimensionality vector,
the 20 AA types were categorized into seven groups based
on their dipole strength and side chain volumes [16]. The
method then scans triads one by one along the sequence,
and each scanned triad is counted in an occurrence vector,
O. Subsequently, a significance vector, S, is proposed to
represent a protein sequence by estimating the probability
of observing less occurrences of each triad than the one that
is actually observed in O. Each PPI pair is then encoded as a
feature vector by concatenating the two significance vectors
of the two individual proteins. Finally, the feature vector
is used to train a RVKDE PPI predictor. The method was
evaluated on 37,044 interacting pairs within 9,441 proteins
from the Human Protein Reference Database (HPRD) [40],
[41]. Datasets with different positive-to-negative ratios (from
1:1 to 1:15) were generated with the same positive instances
and distinct negative sets, which are obtained by randomly
sampling from the negative instances. The authors concluded
that the degree of dataset imbalance is important to PPI
predictor behavior. With 1:1 positive-to-negative ratio, the
proposed method achieves 0.81 sensitivity, 0.79 specificity,
0.79 precision, and 0.8 F-measure. These evaluation mea-
sures drop as the data gets more imbalanced to reach 0.39
sensitivity, 0.97 specificity, 0.495 precision, and 0.44 F-
measure with 1:15 positive-to-negative ratio.

RVKDE is a ML algorithm that constructs a RBF neural
network to approximate the probability density function of
each class of objects in the training dataset. One main
distinct feature of RVKDE is that it takes an average time
complexity of O(nlogn) for the model training process,
where n is the number of instances in the training set. In
order to improve the prediction efficiency, RVKDE considers
only a limited number of nearest instances within the training
dataset to compute the kernel density estimator of each
class. One important advantage of RVKDE, in comparison

with SVM, is that the learning algorithm generally takes far
less training time with an optimized parameter setting. In
addition to that, the number of training samples remaining
after a data reduction mechanism is applied is quite close
to the number of support vectors of SVM algorithm. Unlike
SVM, RVKDE is capable of classifying data with more than
two classes in one single run [39].

Table 1 summarizes these sequence-based approaches
including the features that are used, the technique and/or
the tools applied, and the validation datasets used.

4.2 Structure-Based Approaches
Structure-based PPI prediction methods use three-

dimensional structural features such as domain informa-
tion, solvent accessibility, secondary structure states, and
hydrophobic and polar surface locations [18]. This section
presents and evaluates some of the state-of-the-art structure-
based approaches.

4.2.1 Struct2Net
Singh et al. [42] introduced Struct2Net as a structure-

based PPI predictor. The method predicts interactions by
threading each pair of protein sequences into potential
structures in the Protein Data Bank (PDB) [43]. Given two
protein sequences (or one sequence against all sequences of
a species), Struct2Net threads the sequence to all the protein
complexes in the PDB and then chooses the best potential
match. Based on this match, it uses logistic regression
technique to predict whether the two proteins interact.

Later on, Singh et al. [44] introduced Struct2Net as a
web server with multiple querying options which is available
at http://struct2net.csail.mit.edu. Users can retrieve Yeast,
fly, and human PPI predictions by gene name or identifier
while they can query for proteins of other organisms by
AA sequence in FASTA format. Struct2Net returns a list
of interacting proteins if one protein sequence is provided
and an interaction prediction if two sequences are provided.
When evaluated on yeast and fly protein pairs, Struct2Net
achieves a recall of 0.80 with a precision of 0.30.

4.2.2 PRISM
Tuncbag et al. [45] developed PRISM as a template-based

PPI prediction method based on information regarding the
interaction surface of crystalline complex structures. The two
sides of a template interface are compared with the surfaces
of two target monomers by structural alignment. If regions
of the target surfaces are similar to the complementary
sides of the template interface, then these two targets are
predicted to interact with each other through the template
interface architecture. The method can be summarized as
follows. First, interacting surface residues of target chains
are extracted using Naccess [46]. Second, complementary
chains of template interfaces are separated and structurally
compared with each of the target surfaces by using MultiProt
[47]. Third, the structural alignment results are filtered
according to threshold values, and the resulting set of target
surfaces is transformed into the corresponding template
interfaces to form a complex. Finally, the Fiber-Dock [48]
algorithm is used to refine the interactions to introduce

154 Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  |

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America

http://struct2net.csail.mit.edu


Table 1: Sequence-based PPI prediction approaches.

Approach Extracted Features Technique/Tool Datasets

PIPE (Pitre et al. 2006), Short AA polypeptides Similarity measure Yeast protein
PIPE2 (Pitre et al. 2008) (DIP and MIPS)

Auto Covariance AA physicochemical Auto covariance, Yeast protein
(Guo et al. 2008) properties SVM (DIP and MIPS)

Pairwise Similarity Pairwise similarity SVM Yeast protein
(Zaki et al 2009)

AA Composition AAC Logistic regression, Yeast protein (GRID),
(Roy et al. 2009) SVM, Naive Bayes worm protein (Li et al. 2004),

fly protein (Biogrid)

AA Triad AA triad information RVKDE Human protein (HPRD)
(Yu et al. 2010)

flexibility, compute the global energy of the complex, and
rank the solutions according to their energies. When the
computed energy of a protein pair is less than a threshold
of -10 kcal/mol, the pair is determined to interact.

PRISM has been applied for predicting PPIs in a hu-
man apoptosis pathway [49] and a p53- protein-related
pathway [50], and has contributed to the understanding of
the structural mechanisms underlying some types of signal
transduction. PRISM obtained a precision of 0.231 when
applied to a human apoptosis pathway that consisted of 57
proteins.

Because PRISM is a template-based method, its prediction
accuracy depends on the template dataset prepared. Only
PPIs whose interaction surface structures are conserved are
expected to be predicted.

4.2.3 MEGADOCK

Ohue et al. [51] developed MEGADOCK as a protein-
protein docking software package using the real Pairwise
Shape Complementarity (rPSC) score. First, they conducted
rigid-body docking calculations based on a simplified energy
function considering shape complementarities, electrostatics,
and hydrophobic interactions for all possible binary com-
binations of proteins in the target set. Using this process,
a group of high-scoring docking complexes for each pair
of proteins were obtained. Then, ZRANK [52] was applied
for more advanced binding energy calculation and re-ranked
the docking results based on ZRANK energy scores. The
deviation of the selected docking scores from the score
distribution of high-ranked complexes was determined as
a standardized score (Z-score) and was used to assess
possible interactions. Potential complexes that had no other
high-scoring interactions nearby were rejected using struc-
tural differences. Thus binding pairs that had at least one
populated area of high-scoring structures were considered.
MEGADOCK has been applied for PPI prediction for 13
proteins of a bacterial chemotaxis pathway [53], [54] and
obtained a precision of 0.4. MEGADOCK is available at
http://www.bi.cs.titech.ac.jp/megadock.

One of the limitations of this approach is the demerit of
generating false-positives for the cases in which no similar
structures are seen in known complex structure databases.

4.2.4 Meta Approach
Ohue et al. [55] proposed a PPI prediction approach

based on combining template-based and docking methods.
The approach applies PRISM [45] as a template-matching
method and MEGADOCK [51] as a docking method. A
protein pair is considered to be interacting if both PRISM
and MEGADOCK predict that this protein pair interacts.
When applied to the human apoptosis signaling pathway, the
method obtained a precision of 0.333, which is higher than
that achieved using individual methods (0.231 for PRISM
and 0.145 for MEGADOCK), while maintaining an F1 of
0.285 comparable to that obtained using individual methods
(0.296 for PRISM, and 0.220 for MEGADOCK).

Meta approaches have already been used in the field
of protein tertiary structure prediction [56], and critical
experiments have demonstrated improved performance of
Meta predictors when compared with individual methods.
The Meta approach has also provided favorable results in
protein domain prediction [57] and the prediction of disor-
dered regions in proteins [58]. Although some true positives
may be dropped by this method, the remaining predicted
pairs are expected to have higher reliability because of
the consensus between two prediction methods that have
different characteristics.

4.2.5 PrePPI
Zhang et al. [59] proposed PrePPI (Predicting Protein-

Protein Interactions) as a structural alignment PPI predic-
tor based on geometric relationships between secondary
structure information. Given a pair of query proteins A
and B, representative structures for the individual subunits
(MA,MB) are taken from the PDB (Protein Data Bank)
[43] or from the ModBase [60] and SkyBase [61] homology
model databases. Close and remote structural neighbors are
found for each subunit. A template for the interaction exists
if a PDB or PQS [62] structure contains interacting pairs
that are structural neighbors of MA and MB . A model
is constructed by superposing the individual subunits, MA

and MB , on their corresponding structural neighbors. The
likelihood for each model to represent a true interaction is
then calculated using a Bayesian Network trained on 11,851
yeast interactions and 7,409 human interactions datasets.
Finally the structure-derived score is combined with non-
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structural information, including co-expression and func-
tional similarity, into a naive Bayes classifier.

A common limitation of all structure-based PPI prediction
approaches is the low coverage as the number of known
protein structures is much smaller than the number of known
protein sequences, and therefore, such approaches fail when
there is no structural template available for the queried
protein pair. Table 2 summarizes these structure-based ap-
proaches including the features that are used, the technique
and/or the tools applied, and the validation datasets used.

5. Conclusion
This survey is focused on protein-protein interaction

prediction. The main challenges that face PPI prediction
were presented. We investigated several relevant existing
approaches and provided a comparison of them. It is clearly
noticed that PPI prediction still needs much research effort
in order to achieve reasonable prediction accuracy.

One of the issues in the PPI prediction methods is that
they do not use a uniform dataset and evaluation measure.
We recommend creating a standard benchmark dataset taking
into consideration the biological properties of proteins and
examining the performance of all these methods on this
benchmark dataset using a well-defined evaluation measures.
This will allow us to compare the performance of these
prediction methods in a fair and uniform fashion. This work
can also be extended by investigating more recently pub-
lished PPI prediction techniques, analyze them in depth, and
compare their performance on a uniform dataset according to
a uniform evaluation metrics. More focus should be given to
the techniques which incorporate biological knowledge such
as structural and functional information into the prediction
process.
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Abstract 
 

BIOBase is an adaptable biometric database coupled with 

a database frontend that allows access to and view of the 

data in the database.  The database is designed to enable 

access to multiple biometric modalities in a single database 

and the addition of different biometric modalities to the 

database without having to change any of the database 

tables.  BIOBase reduces scripting and enhances the ease 

with which users can access the data. In addition, users can 

select and copy files to be used in an experiment to a location 

of their choice as well as reload and modify data from an old 

experiment. This paper outlines the design of the database 

using a model-driven approach. Results and lessons learned 

are presented.  

 

I. INTRODUCTION 

Biometrics is the study of how persons may be identified 

using physiological or behavioral characteristics [8]. To help 

researchers accomplish their tasks, biometric databases are 

often created to aggregate useful data and to minimize data 

redundancy. While many such databases are currently 

available [6], researchers typically encounter several problems 

when using these databases. First, available biometric 

databases typically focus on just one or sometimes two 

concerns or biometric modalities. Biometric concerns or 

modalities typically include face, iris, fingerprint, vein, etc. 

These modalities have further characteristics that are 

important to track. For example the face modality captures 

face images however, the face can be captured in several 

wavelengths from the typical visible spectrum to that of near 

infrared (NIF) to far infrared (IR). Each spectrum has different 

qualities that are important to face recognition, however, 

algorithms do not exists that can compare face images 

between the different spectrums. Further, BIOBase can 

organize other attributes of the face, eye location, eye color, 

marks, scars, tattoos, etc.  

The fact that datasets are typically tested separately 

presents challenges in the use of biometric databases. 

Frequently, tests are run in which a particular set of data needs 

to be organized in order to run the experiments. Our research 

group has seen a gradual collection of redundant biometric 

data and clusters of files on our server. This makes running 

experiments and tests very challenging for a large experiment.  

Some experiments is comprised of face images that exceed 

                                                           
 

10,000 or 100,000. It is impossible for a human to review all 

image collection to ensure that duplicate face images are not 

accidentally enrolled—possibly under a different subject 

identifier  

In general, face recognition research conducted by 

academics will involve the use of multiple datasets to address 

a set of questions. The datasets are typically collected by 

academic researchers to address very specific questions within 

the confines of the biometric modality. Typically researchers 

will compose there experiments by combining several datasets 

with their desperate acquisition standards. BioBase was 

developed to address the needs of the Face Aging Group at 

University of North Carolina Wilmington 

(www.FaceAgingGroup.com) to conduct experiments over a 

set of 22 face databases with more than 1.7 Million face 

images.  

To accomplish these goals and address the 

aforementioned problems, we designed BIOBase, a biometric 

database and tool. Our goal was to create an application to 

access a central database, fetch required files and build 

experimental datasets.  These datasets can include one 

modality or multiple modalities.   We also wanted to make an 

easily maintainable and easily adaptable system that may be 

used in multiple ways.  For example, BIOBase can be used to 

create experiments or BIOBase can be used to modify data in 

the database.   

The BIOBase tool is designed to be used by persons 

unfamiliar with querying databases.  The tool allows users to 

narrow down the generated data into a subset that is more 

desirable for their experiment.  Searching through images 

from a database is likely to be faster than reading in flat files 

[13].  BIOBase as a whole, transforms the prior flat-file work 

environment into a more robust domain. 

 The tool-driven building of datatsets for experiments has 

many benefits. One benefit includes the decrease in the 

amount of time it takes to build a particular dataset for a given 

experiment. The BIOBase tool has a visual user friendly 

design that allows the average computer user to choose a 

desired dataset, thus taking away the complexity from the 

actual process.  Once a desired dataset has been created it can 

be saved in the database and/or on the user’s computer.  This 

alleviates clutter on a server, or personal computer, by 

eliminating the need to have multiple directories that hold data 

that the user chose not to use.  Another benefit of BIOBase is 

that it can make longitudinal experimental datasets by cutting 

across multiple datasets to make experiment sets vary.  This 

allows for more rigorous testing of algorithms.  This can help 

biometric research labs around the world and create a more 

efficient International Biometric Society [7]. 
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 The rest of the paper is organized as follows. Section II 

describes project planning and software estimation activities 

for the BIOBase project. Section III describes software design 

and section IV describes implementation and testing.  Section 

V describes discussion, lessons learned, and future work, and 

section VI summarizes the results.  

II.   PROJECT PLANNING 

BIOBASE

User InterfaceDatabase File System
Experiment

Database 
design

Import Data

Build 
Database

User 
Accounts

GUI Design

Database 
Interface

Logic 

Connect

Query

Import

Export

Modeling 
Diagrams Metadata

Manage Create

Save

Load

Figure 1. Work Breakdown Structure Diagram 

 

Project planning began with requirements analysis and the 

development of a work breakdown structure as illustrated in 

Figure 1. The figure identifies the core tasks that were 

undertaken for the project and that were used as a basis for 

computing estimates of time, cost and human effort for the 

project. Given the immense size of BIOBase, the project was 

broken down into four main subtasks each of which was 

further refined.    

A UML use case diagram that expresses the scope of 

the software requirements is shown in Figure 2. 
 

BioBase System

Manage Experiments

Manage Database

Query Database

Browse Images

Edit Attributes

Database Admin .       user

Figure 2. Use Case Diagram for BIOBase 

 

The primary features of the software as reflected in Figure 2 

include loading and saving experiments, querying the database 

and editing and updating attributes for entities stored in the 

database. A typical user query could for example involve 

finding all Hispanic and White male subjects between the ages 

of 30 and 35.   

 

II.A Software Estimation 
 

In addition to task analysis and scheduling, software 

estimation is a central activity in software project 

management. Estimation reflects an awareness of the need to 

manage uncertainties and recognition of the inevitability of 

risks in complex projects. Three techniques were used in our 

estimation effort: lines of code (LOC), function points (FP), 

and the COCOMO II model. 
 

Lines of Code Estimation 

Function Optimistic Likely Pessimistic Estimated 

LOC 

Database 

Interface 

100 550 700 500 

Graphical 

User 

Interface 

100 250 300 350 

Experimental 

Management 

System 

70 100 130 100 

File Input 80 100 120 100 

File Output 80 100 120 100 

File 

Management 

System 

150 200 250 200 

User 

Accounts 

100 150 200 150 

Total LOC for BIOBase  1500 

Table 1. Estimated Lines of Code –  These estimates 

were based on the programmers knowledge of the 

language used and experience with the functions.   
 

The LOC estimates for the BIOBase software was computed 

using software features listed in Table 1. Each estimate was 

computed as the mean of the optimistic, likely and pessimistic 

values following a beta distribution [14]. Each item in The 

“Estimated LOC” column is calculated using the formula: 

 

              
           (         )             

 
 

 

We assumed an average productivity rate of 500 LOC/person-

month. This resulted in an estimated product duration of 3 

person months (1500LOC/500LOC/PM). To compute the cost 

we assumed a starting median salary of $56,600 for computer 

science undergraduates as reported by payscale.com 
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(http://www.payscale.com/best-colleges/degrees.asp). This 

resulted in an estimated cost of building this application as: 

  

                               . 

 

We postulated that the database interface, graphical 

user interface, file input, and file output estimates were more 

accurate than the estimates for the other features because the 

developers were more familiar with these features. We also 

computed the proportion of the total LOC that each feature 

represented. This was done to give us a sense of the relative 

effort that would be required for each feature. The feature 

proprotionality results are shown in Figure 4.  
 

 

 

Figure 4. Lines of Code – Visual representation of code 

proportionality.  

  

 Since BIOBase is a a biometric database, it seems 

appropriate that the database feature of the application 

consumed the most lines of code (as seen in Figure 4), with 

the graphical user inferface requiring the second most lines of 

code.  The rest of the functionality represented slightly less 

than 50% of the estimated LOC. 

 

Function Point Estimation 

  Weighting Factor  

Factors Count S A C Total 

External Inputs 6 2 5 8 30 

External Outputs 7 2 5 8 35 

External  

Inquires 
4 3 4 6 16 

Internal Files 7 5 6 8 42 

External 
Interface Files 

5 3 5 6 25 

Count Total 148 

Table 2: Information Domain Values (IDV) 

KEY: S = Simple, A = Average, C = Complex 

 

 

Function points [13] are a way to estimate software 

functionality using “functional” units rather than traditional 

lines of code. The intuition is that during the early stages of 

development it may be easier to conceptualize what the 

software should do (i.e., the software “functions”), than the 

number of lines of code of the final system.   

   The Function Points estimate for BIOBase was calculated 

using the data shown in Table 2 and Table 3. The computation 

is done in two steps. In the first step an information domain 

value (IDV) is computed as a function of the five information 

domain factors shown in Table 2. In the second step a value 

adjustment factor (VAF) is computed as a function of the 

fourteen factors shown in Table 3. Finally, the number of 

function points for the project is computed using the formula: 

 

                       [     (        )] 
     [     (       )]         

 

 
Factor Value 

Backup and Recovery 2 

Data Communications 4 

Distributed Processing 2 

Performance Critical 3 

Heavily utilized operating environment 4 

Online data entry 1 

Input transaction over multiple screens 1 

Master files updated online 1 

Information domain values complex 3 

Internal processing complex 4 

Code designed for reuse 6 

Conversion/installation in design 3 

Multiple installations 4 

Application designed for change 3 

Total: 41 

Table 3.  Complexity Factors in VAF 

Computation 

 

Assuming these 152.44 function points would be completed in 

the three month computed for the LOC estimation, results in 

an estimate of 50.81 function points per person month. This 

implies a cost per function point of $1,113.95. 

 

II.B Risk Analysis 

A sample of the risks considered for the project along with the 

mitigation, monitoring and management (RMMM) plan used 

for the project is listed in Table 4. It was our opinion that 

database failure and scope/task creep had the greatest 

likelihood of occurring, while project failure due to poor 

planning was least likely. On the other hand we estimated that 

server errors and insufficient time would have the greatest 

impact if those risks materialized. 

 
Risk  C P I RMMM 

Programming 

Language 
Inexperience 

ST 50% 3 

Research and select best 

programming language(s) 
for project. 

Server Errors TE 40% 4 

Test server integrity. In 

case of error, consult 

systems administrator. 

Database Failure TE 60% 3 
Review database schema 

and implement queries 

33.30% 

23.30% 6.67% 

6.67% 

6.67% 

13.30% 

10% 

LOC for Features 

Database Interface

Graphical User Interface

Experimental
Management System
File Input

File Output

File Management
System
User Accounts
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which are optimal for the 

design. 

Project failure due 

to poor planning 
BU 20% 2 

Plan weekly meetings and 
set goals to stay in scope 

and on task. 

Network failure TE 30% 2 
Identify alternate networks 

that may be used. 

Lack of Time BU 35% 4 

Schedule goals to meet 

requirements and deadlines 

to meet designated due 
dates. 

Scope & task creep BU 60% 2 

Avoid dwelling on 

irrelevant tasks and make 
sure task is in scope. 

Table 4. Risk Management Plan 

 

KEY: C=Category, P=Probability, I=Impact 

           BU - Business risk, PS = Project size risk, TE = Technology  

           risk, ST = Staff inexperience  

           Impact values: 1 = catastrophic, 2 = critical,  

                                     3 = marginal, 4 = negligible 
 

 

 

III. SOFTWARE DESIGN 

 

 
Figure 5. MVC Architectural Model 

 

Software design began with the specification of the model 

view controller (MVC) software architecture shown in Figure 

5. Information processing in the MVC architecture typically 

begins with a user-initiated request. This request is serviced by 

the controller and converted into a command that the model 

understands. Conversely, the view may query the model after 

which the model returns data to the view and awaits further 

user action. One of the benefits of the MVC design is that it 

has an organizational structure that supports scalability. In 

addition, the clean separation of tasks, makes it is easier to 

maintain and modify MVC architectures.  

 

Subsystem Design 

 
The activity diagram shown in Figure 6, illustrates how a user 

navigates through the system. Once logged in, the user can 

either load an experiment or create a new experiment.  In 

order to create a new experiment the user must enter a query 

which BIOBase then populates. The user may then selects 

items from the query results to add to the experiment.  Once 

the user has completed adding items to the experiment, the 

user can choose to save the experiment or close the program. 
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Figure 6. BIOBase Activity Diagram 
 

Users may also choose to browse items in the database, for 

example, photos.  In this instance, once the user submits a 

query, an array of images is loaded.  The user can either 

accept a photo for the experiment or move on to the next 

photo. A class diagram for the overall BIOBase application is 

shown in Figure 7. The diagram shows the subsystem-level 

structural concepts required for the application to satisfy its 

software requirements. 

 

 
Figure 7. BIOBase Class Model  
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IV. IMPLEMENTATION & TESTING 

 

Following early analysis, project planning, software and 

database design activities, and data set conversion, coding 

began iteratively with the development of the user interface.  

This user interface is shown in Figure 8. Once the basic 

functionality of the user interface was up and running, we 

began incrementally adding functionality, such as: clicking the 

arrows to switch pictures, giving the search button 

functionality, and allowing users to add photos to an 

experiment.   

 

 
Figure 8. User Interface Design  

 

The previous flat file system had to be converted into the 

current BIOBase database before work on the front end of 

BIOBase began. This data conversion included importing each 

CSV file into Microsoft SQL Server.  Each data set had a 

separate CSV file and each record within the CSV file 

contained an image name.  The images from the data sets were 

moved to the server and this path was used to set the image 

path for each image.  BIOBase accesses the images using the 

image path and file name rather than storing the images in the 

database.  This is most helpful for wide range experiments that 

could yield a plethora of search results.  After all of the data 

sets were converted into the database a copy of the database 

was made for testing purposes.   

 

The software was tested using a black-box testing approach 

focusing on the functionality and accuracy of the system. 

Accuracy is important for this application because the 

software will be interacting with a database with sensitive 

information. Test cases included: 

1. Checks for invalid or missing functions. 

2. Check to see the program can be run from 

machine to machine. 

3. Database structure tests, ensuring data accuracy 

and stability. 

4. Data and meta-data tests checking data integrity 

5. A performance test checking for efficiency and 

speed. 

6. Testing connections, compatibility and server 

response. 

A sample of test cases is presented in Table 5. Each test case 

was executed (and corrections effected where necessary) until 

the test passed. 

 
Description Input Expected 

Output 

Test 

Status 

Log in attempt  Initiate connection Connection 

success 

Passed 

Connection 

with database 

Request 

connection with 

database 

Connected with 

database 

Passed 

Network 

connection 

terminated 

Disconnect from 

database and 

network 

Entered Offline 

mode 

Passed 

Load 

Experiment 

Request for 

experiment file 

File uploaded  Passed 

Query images Request images 

from database 

Return image 

requests 

Passed 

Show images 

on interface 

Load images to 

picture box 

Images 

displayed for 

user search 

Passed 

Select/Deselect 

image 

Select image for 

dataset 

Image added to 

experiment set 

Passed 

Save 

experiment set 

Save images to 

experiment set in 

file 

A successful 

save of images 

and organized 

in files 

Passed 

Proper log out User logged out A proper close 

of the 

application 

displaying user 

login screen 

Passed 

Disconnection 

from database 

when logged 

out 

A termination of 

connection to 

database  

A closed 

connection to 

database 

Passed 

Table 5: Sample Test Cases 

 

After the unit testing was complete, end-to-end testing began.  

The end-to-end testing was done by following the activity 

diagram in Figure 6.  There were multiple iterations of the 

end-to-end testing following the different paths of the activity 

diagram.  For example, in one iteration the tester would (1) log 

into the system, select search filter requirements, and click 

search.  When the results are returned the tester would (2) 

scroll through the results, making sure that the results match 

the search requirements.  The tester would add multiple 

records to an experiment and then save the experiment.  The 

tester would then (3) browse through the experiment to make 

sure the records were added correctly.  Finally, the tester 

would (4) log out of the system and move on to a different 

end-to-end test situation. 
 

V. DISCUSSION, LESSONS LEARNED AND FUTURE WORK 

 

 Requirements Design Actual Size 

LOC 2955 LOC 2080 LOC 1500 LOC 

Table 6.  Original Estimates vs. Actual Values 

    

The lessons learned from this project are many. For 

starters, software estimation is an evolving project discourse in 
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which we “fake rationality” as David Parnas calls it [16]. 

Table 4 shows requirements and design LOC estimates for the 

project along with the actual size. One reason for the 

overestimation, was a lack of comprehension of the original 

project scope. As a result, the scope of the project narrowed as 

the project evolved. Listed below are some recommendations 

resulting from this experience that other practitioners may find 

beneficial: 

 

1. Where possible, include a domain expert to help with 

scoping. 

2. Estimation should take into account the occurrence of 

unexpected events and their impact on the project. 

3. The complexity of the project as a whole and in its 

constituent parts should be carefully considered when 

estimating time, cost, and effort. 

BIOBase is an adaptable biometric database that allows 

users the benefits of accessing just a single database to store 

and manipulate multiple biometric modalities.  The software 

provides an easy way to test across different datasets and 

different modalities.  The application also encourages learning 

for people that are new to biometrics by simplifying their data 

collection.   

Future work for BIOBase includes the ability to compare 

saved experiments and giving administrators the option to 

delete saved experiments after some designated time period 

has elapsed.  This will help reduce redundant data and keep 

the database clean.  In the future,  BIOBase will also address 

security issues by enabling an administrator to add and modify 

user rights.  

 

IV. CONCLUSION 

 

Many research facilities have a problem with redundant data 

or unorganized data.  Using BIOBase to keep multiple data 

sets organized can save tremendous amounts of human effort 

in planning large scale experiments across a set of biometric 

datasets. It makes it easy for researchers to create experiments, 

it saves researchers time when creating experiments, it can 

prevent redundant experiments, and it allows researchers to 

correct obvious mistakes about records being kept in the 

database.  Unorganized data can also have an effect on the 

outcome of experiments.  BIOBase offers a solution to this 

problem by keeping experiments and data on the BIOBase 

database.  Keeping experiments on the database will allow 

users to easily query and compare previous experiments.  This 

will allow for more thorough testing of algorithms and a better 

understanding of the results.   
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Abstract—Helper T cells recognize pathogen 

peptides, known as epitopes that are displayed on the 

surface of professional antigen presenting cells (APCs) 

via major histocompatibility complex class II (MHC-

II). The identification of epitopes capable of creating 

an immune response is essential for understanding the 

functioning of the immune system, and very important 

step toward vaccine and immunotherapy development. 

Computational prediction of epitopes can reduce the 

number of peptide candidates for further experimental 

confirmation. Here we present a method based on 

logic minimization for the prediction of epitopes. Logic 

Minimization Method (LMM) uses the axioms of 

Boolean algebra to minimize a set of digital variables. 

Our proposed method has been trained on peptide-

MHC-II binding data, allowing for the generation of 

rules to identify MHC-II epitopes for the human allele 

HLA-DRB1*0101. We have identified a set of 33 rules 

that describe our dataset with predictive accuracy 

comparable to machine learning methods. 

Keywords: MHC class II, immunoinformatics, logic 

minimization, epitope prediction, machine learning. 

1.  Introduction 

CD4
+
 T helper lymphocytes recognize peptides in 

pathogens known as epitopes bounded to major 

histocompatibility complex class II (MHC-II). The 

MHC-II – epitope complex is displayed on the surface 

of professional antigen presenting cells (APCs). Once 

the T-cell recognizes and binds to the MHC-II – epitope 

complex, the APC sends out an additional co-

stimulatory signal to activate the T-cell, initiating an 

immune response. The identification of epitopes 

capable of creating a response is essential for 

understanding the functioning of the immune system, 

and very important step toward synthetic vaccine and 

immunotherapy development. Identification and 

characterization of epitopes is a complex process, it 

involves the use of methods that are technically 

challenging, time-consuming and expensive, such as X-

ray crystallography [1], peptide-microarray-based 

identification [2], and proteolytic fragmentation [3]. 

Therefore, their application is limited to a small number 

of proteins. 

Computational prediction of epitopes can screen 

large number of proteins and reduce the number of 

peptide candidates for further experimental testing. 

There are two main challenges in predicting MHC-II 

epitopes. First, although the binding core of the MHC-

II molecule is usually nine amino acids long, the open 

binding cleft allows a significant length variation (from 

8 to 25 amino acids) [4]. Second, MHC molecules are 

the most polymorphic of mammalian proteins, and 

therefore they have ability to bind to very different sets 

of peptides [5].  

Techniques in the identification of relevant motifs 

capable of binding to MHC molecules have been based 

on the use of experimentally derived quantitative 

matrices. Such techniques include position specific 

scoring matrix (PSSM) [6], Gibbs sampling approach, 

[7], and average relative binding (ARB) matrix 

methods [8]. These methods assume that each residue 

in the epitope independently contributes to peptide-

MHC binding. However, the performance of matrix-

based methods relies on the quality of the matrix and 

high quality matrices are not often available in many 

alleles. Methods that do not require peptide pre-

processing are better predicting methods. Machine 

learning techniques such as Artificial Neural Networks 

(ANNs) and Support Vector Machines (SVMs) are 

superior methods that have acquired high accuracies, in 

the range of 70-90% [9] and do not require peptide pre-

processing. These machine learning techniques are 

“black-box classifiers”. Understandable rules of motifs 

cannot be generated with these methods. In addition to 

the limited explanation capability, SVMs and ANNs 

can also be sensitive to noise [10]. Logic Minimization 

Method (LMM) uses the axioms of Boolean algebra to 

minimize a set of digital variables. The method 

proposed here is trained on peptide-MHC-II binding 

data, allowing for the generation of rules to identify 

MHC-II epitopes for allele HLA-DRB1*0101.  Allelic 

variants of HLA-DR molecules display high structural 

and functional similarity [11], then, it is expected that 
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this approach could be generally applicable for 

predicting peptides that bind to other HLA-DR 

molecules. It is important for the treatment of 

autoimmune diseases to determine which peptides bind 

to HLA-DR variants that will help in treatment of these 

diseases [12].  

1.1 Logic minimization method 

LMM is the application of algebraic axioms to a 

binary dataset with the purpose of reducing the number 

of digital variables and/or rules needed to express it 

[13].  LMM is mostly used in the optimization of digital 

circuits. The purpose of LMM is to find a simplified 

representation for a given function requiring the 

minimum number of logic operations and variables for 

its implementation. By keeping only this relatively 

small number of variables for the rule extraction, it is 

easier to detect all of them at once to discover patterns 

or trends. Electronic devices are composed of a diverse 

number of digital circuits or gates that allow the device 

to perform its function. A fully functional electronic 

device has a complex combination of several gates, 

with some having the same inputs. A logic gate is an 

elementary building block of a digital circuit 

implementing a Boolean function (0 or 1). In order to 

optimize the number of digital circuits, LMM is 

performed, transforming and minimizing the 

representation of gates and achieving a technology-

independent set of logical expressions. If an equivalent 

circuit can be formed with fewer gates or fewer inputs, 

the cost of the circuit is reduced and its reliability is 

enhanced. This process is called reduction or 

simplification of combinational logic circuits and is 

performed by using the laws and rules of Boolean 

algebra. For an introduction to LMM techniques, see 

[13].  

 

Table 1 Binary function before LMM 

 

Pattern Inputs Output 

A B C D 
 

1 0 0 0 0 1 

2 0 0 0 1 0 

3 0 0 1 0 1 

4 0 0 1 1 1 

5 0 1 0 0 0 

6 0 1 0 1 0 

7 0 1 1 0 - 

8 0 1 1 1 - 

9 1 0 0 0 1 

10 1 0 0 1 0 

11 1 0 1 0 1 

12 1 0 1 1 1 

13 1 1 0 0 0 

14 1 1 0 1 0 

15 1 1 1 0 - 

16 1 1 1 1 - 

 

A Boolean function can be described using a truth 

table that defines the input-output relationship of binary 

variables in a Boolean function, and show whether a 

propositional expression is logically valid (Table 1). 

The truth table can be further reduced as shown in 

Table 2. Both tables have the same interpretation, if 

(B = 0 and D = 0) or (C = 1) then the output is 1, while in 

any other cases, the output is 0. In an input pattern, the 

symbol “-” means that the value of a particular input 

variable is irrelevant to determine the output. In an 

output pattern, we used “-” to denote that the output for 

a given input pattern is unknown or of no interest (don’t 

care).  

 

Table 2 Binary function after LMM 

 

Pattern/Rule Inputs Output 

A B C D 
 

1 - 0 - 0 1 

2 - - 1 - 1 

  

Techniques used on the simplification of Boolean 

functions include Karnaugh maps, Quine and 

McCluskey algorithm [14], and ESPRESSO [13]. 

However, the software in which the most sophisticated 

algorithms are programmed has a limit of 22 input 

variables [15]. Their limitation resides in the use of the 

Read Only Memories (ROM) in which the algorithm is 

implemented. A ROM implementation of an n-input 

function requires 2
n
 memory cells which limits the 

effectiveness in terms of silicon area. Our problem has 

a minimum of 315 input variables, therefore we have 

written out own version, suitable for epitope prediction. 

2.  Methods 

Peptide sequences and their binding affinities for 

the allele HLA-DRB1*0101 were collected from the 

immune epitope database (IEDB) [16]IEDB contains 

data related to antibody and T cell epitopes for humans, 

non-human primates, rodents, and other animal species. 

HLA-DRB1*0101 has been previously tested using 

computational methods [17]–[19]. HLA-DRB1*0101 is 

associated with rheumatoid arthritis [20], foliaceous 

pemphigus [21], in delayed mediated hemolytic 

transfusion reactions [22], and in lyme disease arthritis, 

HLA-DRB1*0101 appears to play a role in presentation 

of triggering microbial antigens [23].  

We removed duplicated epitopes and unnatural 

peptides with more than 75% alanine [24]. A total of 

5348 experimentally confirmed unique MHC-II 

epitopes were obtained, with a length distribution 

between 8 and 35 amino acids. To make the data 

suitable for LMM it is necessary to represent each 

amino acid using the binary encoding scheme 

represented by a 21-bit binary vector, where 20 bits are 

set to zero and 1 bit is set to 1. This scheme accounts 

for the 20 essential amino acids and unknown residues. 

When binary encoded, an epitope of length 15 will have 

15*21=315 variables, and an epitope of length 35 will 

have 735 variables. Therefore, in order to reduce the 

number of input variables we selected epitopes with the 

most frequent lengths, and used SVM feature selection 

(FS) capabilities for selecting the top variables. In our 
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dataset, 94.5% of the peptides (5053) have lengths on 

the range of 12 to 15 amino acids, the majority being of 

length 15 (92.3%). From the 5053 epitopes selected, we 

randomly chose 3744 (74%) as a training set and 1309 

(26%) as a testing set. Every epitope is represented by a 

vector of 315 binary variables, for epitopes with less 

than 15 amino acids long we added at the end of the 

sequence “unknown” amino acids to have binary 

vectors of equal lengths. The half maximal inhibitory 

concentration (IC50) is the concentration of an inhibitor 

at which the response (or binding) is reduced by half. 

Using the training set, we categorized as binders those 

peptides with an IC50 value less than 300 and non-

binders those peptides with an IC50 value greater than 

300. With this scheme we obtained 3179 binders and 

566 non-binders. We used SVM’s feature selection 

capabilities with “SVM and Kernel Methods Matlab 

Toolbox” [25] to rank all the variables and select the 

most relevant (70 variables). 

To apply LMM, the information must be encoded in 

binary fashion, therefore a series of contradictions can 

occur in the dataset when feature selection is applied, 

that is, the same pattern of input values can produce 

different output values. For example, both of the 

following 10-input variables and their corresponding 

outputs are different: 

 

Input Pattern Output 

0 1 0 0 0 1 0 0 0 1 0 

0 1 1 0 0 1 0 1 0 1 1 

 

However, suppose that variables 1, 2 and 10 are the 

most representative of those input patterns; then, after 

selecting them, we have the same input pattern with 

different output, hence a contradiction: 

 

Input Pattern Output 

0 1 1 0 

0 1 1 1 

 

The fewer variables are used, the more 

contradictions are obtained. Table 3 shows the 

percentage of contradictions after running SVM-FS 

with our data. The axioms of digital logic would not 

work when contradictions are present, therefore, is very 

important to erase them before applying LMM. 

 

Table 3 Number of variables and percentage of 

contradictions after SVM-FS 

 

Number of 

variables 

Percentage of 

contradictions 
20 84% 

30 76% 

40 58% 

50 44% 

60 23% 

70 14% 

80 12% 

90 7% 

100 3% 

315 0% 

 

We selected the top 70 variables based on Cruz-

Cano et al. (2012). In their study the top selected 

variables contained 14 percent of contradictions, but 

were able to describe the entire dataset. After our 

variable selection we removed the contradictions 

erasing those patterns with an output value of 0 (non-

binder) and leaving only output patterns of 1 (binder). 

The more times an input pattern repeats, the more 

relevant to describe the data, our top input pattern 

appeared 65 times with an output value of 1, and 3 

times with an output value of 0. We selected the top 76 

input patterns that represent 24.3 percent of the data 

(Table 4). 

Given that the existing software for LMM can only 

handle a limited number of variables, we developed our 

own version. First, we decoded our chosen 70 variables 

from binary code back into amino acid form. Every 

position in the epitope can contain any one of the 20 

amino acids plus an unknown amino acid. Since we 

used a 21-bit binary vector to represent every amino 

acid; variables from 1 to 21 are at position 1, variables 

22 to 42 are at position 2, and so on. Below is the order 

in which amino acids can appear in every position. 

 

A R N D C E Q G H I L K M F P S T W Y V – 

 

For example, our first top five variables are 5, 4, 6, 

1, and 309. The first four variables are at position 1 and 

the fifth variable is at position 15. If the variable 

acquires the value of 0 in any position, it is interpreted 

as not being certain amino acid, and vice versa. In 

Table 5 we show a decoding example with the top 5 

variables. 

We selected the variables that could be found in 

every pattern, for example, if position 11 is NOT D in 

every pattern, we removed that position from the rest 

and recorded this rule for later use. Position 1 was the 

position with more variation, as every amino acid could 

be found in such position of the epitope; therefore, we 

selected unique patterns considering common amino 

acid appearance in position 1. After removing all 

common variables at every position and recording the 

rules, we selected unique patterns and removed the rest. 

 

Table 4 Top input patterns and percentage of data 

description 

 

Number of 

binary 

variables 

Percentage of 

samples without 

contradictions 
20 15.79% 

30 17.80% 

40 19.47% 

50 21.04% 

60 22.30% 

70 23.56% 

76 24.32% 

80 24.69% 

90 25.64% 

100 26.58% 

500 48.88% 

1000 64.61% 

1500 80.34% 

2000 96.07% 

2126 100.00% 
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We compared the results of our LMM algorithm 

with two classification techniques, SVM and l1-

minimization [26]. Both have been used on epitope 

prediction. Standard SVM takes a set of input data and 

predicts for each given input which of two possible 

classes the input is a member of, which makes the SVM 

a non-probabilistic binary linear classifier [27]. Here we 

use the implementation of SVM available in MATLAB 

as part of the Statistics Toolbox. l1-minimization 

techniques provide a satisfactory method to solve 

sparse representation problems 

 

Table 5 Binary encoding and amino acid decoding 

of top 5 variables 

 

V5 V4 V6 V1 V309 
0 0 0 0 0 

0 0 0 0 0 

0 0 0 1 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 1 0 0 

0 0 0 0 0 

 

P1  P1  P1  P1  P15 
NOT C NOT D NOT E NOT A NOT P 

NOT C NOT D NOT E NOT A NOT P 

NOT C NOT D NOT E A NOT P 

NOT C NOT D NOT E NOT A NOT P 

NOT C NOT D NOT E NOT A NOT P 

NOT C NOT D E NOT A NOT P 

NOT C NOT D NOT E NOT A NOT P 
V = variable, P = position 

3.  Results and discussion 

Since we used a 21-bit binary vector to represent 

every amino acid and the maximum length of the 

epitopes selected was 15 amino acids, we obtained 315 

input variables. After applying SVM-FS we selected 

the 70 top variables. With LMM, our selected variables 

were minimized to 33 input patterns, representing the 

set of rules for allele HLA-DRB1*0101 (Table 7). 

Taking rule 1 as example, its interpretation will be the 

following: 

If “amino acid at P1 is L” and “amino acid at P2 is 

not C  or G” and “amino acid at P3 is not D or R” and 

“amino acid at P4 is not P, Q, D, G or E” and “amino 

acid at P5 is not E or E” and “amino acid at P6 is not R 

or E” and “amino acid at P7 is not E, D or S” and 

“amino acid at P8 is not D or R and amino acid at P9 is 

not P” and “amino acid at P10 is not D or F” and 

“ amino acid at P11 is not D or I” and “amino acid at 

P12 is not D or K” and “amino acid at P13 is not T” 

and “amino acid at P14 is not P or E” and “amino acid 

at P15 is not T or amino acid is D” then the sequence is 

a binding epitope. 

A great variety of residues are well tolerated at P1, 

leucine is the preferred amino acid in this position, but 

it can accommodate any amino acid in rule 20. Several 

positions disfavor most of the time acidic polar 

(negative) amino acids. Aspartic acid is not tolerated at 

positions 3, 4, 5, 7, 8, 10, 11, 12, and 15; whereas 

glutamic acid is avoided at positions 4, 5,7,10 and 14.  

Proline is deleterious at positions 4, 9 and 14; similarly, 

arginine is not tolerated at positions 3, 6 and 8. Rule 31 

applies for epitopes of length 12, whereas rules 32 and 

33 apply for epitopes of length 13 and 15; no rules 

where generated for epitopes of length 14. 

We developed a Perl script to test the set of rules 

obtained after LMM and we applied this script to our 

testing set. We measured sensitivity, specificity, 

accuracy and Mathew’s Correlation Coefficient as 

shown in table 6. Notice that LMM achieve a 

performance similar to that of machine learning 

techniques, when such techniques use binary vector 

representation to encode amino acids. In other studies 

[28], encoding schemes that make use of 

physicochemical properties of amino acids yield better 

results. However, the axioms of digital logic require an 

encoding scheme that avoids the largest number of 

contradictions, and only the binary representation 

produces the least amount.  

 

 Table 6 Prediction accuracy 

 

 

LMM SVM l1 

Sensitivity (%) 90 100 97 

Specificity (%) 69 2 9 

Accuracy (%) 81 83 82 

MCC  0.6 0 1.9 

 

4. Conclusions 

We have illustrated the use of LMM in the 

identification of potential MHC-II epitopes. Our 

method should be valid for predicting MHC-I epitopes 

and other applications where motif identification is 

necessary. The task of rule extraction from LMM is to 

devise rules directly from the data rather than from the 

model itself. The main feature of our model is that it is 

capable to generalize from its experience by assigning 

output values to previously unseen input patterns given 

a training dataset; in this sense, our algorithm is similar 

to machine learning methods. The main advantage of 

our proposed method is the generation of a set of rules 

expressed in a language that can be understood by any 

researcher interested in studying MHC-II epitope 

binding. 
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Table 7 Rules for allele HLA-DRB1*0101 

 
Rule

s P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 

1 L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(T),D 

2 S,K ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P),E ~(D,T) 

3 E,L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D),K ~T ~(P,E) ~(D,T) 

4 L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(K),D ~T ~(P,E) ~(D,T) 

5 L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D),I ~(D,K) ~T ~(P,E) ~(D,T) 

6 D ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(I),D ~(D,K) ~T ~(P,E) ~(D,T) 

7 G ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D),F ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

8 S,E ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(F),D ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

9 D,E ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(R),D ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

10 A,D ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,S),

D ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

11 R ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(E),R 

~(D,S)

,E ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

12 A,L ~(C,G) ~(D,R) 

~(P,Q,

G,E),D ~(E),D ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

13 G,T ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(D),E ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

14 S ~(C,G) ~(D,R) 

~(P,Q,

D,G),E ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

15 L ~(C,G) ~(D,R) 

~(P,Q,

D,E),G ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

16 V,L  ~(C,G) ~(D,R) 

~(P,Q,

G,E),D ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

17 

L,S,

V ~(C,G) ~(R),D 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

18 K ~(C),G ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

19 L ~(G),C ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

20 ** ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

21 I,G ~(C,G) ~(D),R 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

22 E  ~(C,G) ~(D,R) 

~(Q,D,

G,E),P ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

23 L ~(C,G) ~(D,R) 

~(P,D,

G,E),Q ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

24 D,L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(E),R 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

25 

V,L,

D,E,

K,I,T ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D)

,S ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

26 

G,S.

K ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D),R ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

27 S ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D,T) 

28 I,S,L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) T ~(P,E) ~(D,T) 

29 L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(E),P ~(D,T) 

30 N,L ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) ~T ~(P,E) ~(D),T 

31 K ~(G),C ~(D,R) 

~(P,Q,

D,G),E ~(E,D) ~(R),E 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) - - - 

32 P,S ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D,

S) ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) T ~- - 

33 Q ~(C,G) ~(D,R) 

~(P,Q,

D,G,E) ~(E,D) ~(R,E) 

~(E,D)

,S ~(D,R) ~P ~(D,F) ~(D,I) ~(D,K) T ~- ~(P),E 

 

**Any amino acid 
~Negation 
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Abstract— This paper presents a method for automatically 

identifying and cleaning artifactual independent components 

from EEG data. Artifactual components are identified through 

first clustering components and then labeling artifactual clusters. 

Clustering allows for identification of many types of artifactual 

components, including eye movements, electrocardiogram 

signals, electromyogram signals, movement, and bad channels. 

The proposed artifact detection method is analyzed using EEG 

data acquired with an EGI 65-channel net. The benefits of 

cleaning components compared to removing components are 

tested with a simulated dataset. Results indicate that cleaning 

components is beneficial when potential cerebral signals are 

falsely identified as artifactual components or are mixed into 

artifactual components. 

Keywords—EEG, artifact removal, ICA, clustering, components 

I. INTRODUCTION 

EEG data undergo several steps of preprocessing before 
analysis to remove non-cerebral, or artifactual, contributions to 
the data. Artifact removal can be difficult because the 
spectrum, topography, and waveform shape of many 
physiological artifacts are identical to cerebral EEG activity 
[1]. Independent component analysis (ICA) separates the EEG 
data from the artifactual signal, leaving the data analyst with 
the task of identifying and removing artifactual components 
[2]-[4]. Identifying artifactual components is not a simple 
process. It involves viewing component time courses, 
topographies, and spectra. This entire process can be time 
consuming since the number of components is usually equal to 
the number of channels. Some artifacts are very ambiguous and 
difficult to label, making component selection subjective and 
prone to error. Automated component selection solves the 
issues of manual component selection by providing consistency 
and speed. This work proposes a method for automatically 
identifying artifactual components using clustering 
implemented through an eight step process called ABEAR 
(automatic EEG bad epoch and artifact removal).  

A. Previous Artifact Removal Methods 

Many other automated methods exist for artifact removal, 
but this method combines qualities of each to meet the 
following goals: 1) Detect multiple types of artifacts; 2) 
Automate independent component selection; 3) Eliminate the 
need for a supplemental signal; 4) Clean components.  

Many previous methods for EEG artifact removal focus on 
the removal of only one or two types of artifacts. For example, 

filtering only removes artifacts outside of the EEG frequency 
band, such as DC drift or power line noise. Wavelet analysis is 
only capable of detecting artifacts that resemble a mother 
wavelet. We propose clustering as a solution to the problem of 
limited artifact detection. Clustering separates cerebral data 
from artifactual data regardless of artifact type. Through 
clustering, we automatically identify five types of artifactual 
components: eye movements (EOG), electromyogram signals 
(EMG), electrocardiogram signals (ECG), artifacts caused by 
movement (MOV), and artifacts caused by bad channels 
(BAD).  

If not automated, artifact removal methods such as wavelet 
analysis or ICA require manual component or coefficient 
selection [2]-[6]. Manual artifact selection is time-consuming, 
inconsistent, and prone to human error. In this work, artifactual 
clusters are labeled through an outlier criterion to reduce 
human interaction, similar to [7]. It dramatically reduces the 
time spent on manually selecting artifactual components.  

Many automated artifact removal methods, such as 
adaptive filtering or time/frequency regression, require 
supplemental signals, such as a measured ECG or EMG signal 
or even a synthetic signal [8]-[11]. Automated methods for 
component selection, such as correlation with a reference 
signal or supervised learning, also need training signals [12]-
[14]. Additional signals are not always available or accurate for 
all participants. The artifact detection method presented in this 
work does not need any additional reference signals. The use of 
clustering for artifactual component identification is an 
unsupervised learning method that groups the data without 
training signals. Using an outlier criterion to label artifactual 
clusters eliminates the need for a reference signal, similar to 
[15].  

Removing data, removing artifactual ICA components, or 
even wavelet thresholding, can result in throwing away useful 
information [16]-[18]. This work presents cleaning components 
as an alternative to completely removing them. The benefit to 
cleaning components is demonstrated in the Results section 
using a simulated dataset.  

In summary, the proposed artifact removal method, 
ABEAR, separates EEG data into ICA components and 
classifies those components using an unsupervised clustering 
algorithm. Clustering allows the detection of five types of 
artifactual components: EOG, EMG, ECG, MOV, or BAD. 
Identified artifactual components are cleaned to reduce data 
loss. 
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Fig. 1. Steps of ABEAR. 

 

 

B. EEG Artifactual Components 

Each type of artifactual component has unique properties, 
such as frequency spectrum, topography, or waveform shape, 
that distinguish it from EEG data or other artifacts. This section 
describes properties of five types of artifactual components. 

EOG artifacts are the result of blinks, horizontal eye 
movements, or vertical eye movements. They have various 
shapes depending on the movement of the eyes. Blinks are 
characterized by high amplitude impulses while horizontal and 
vertical eye movements have rectangular-like shapes. The 
simultaneous occurrence of blinks and eye movements results 
in unpredictable waveform shapes [19]. All EOG components 
are located in the frontal channels near the eyes. In a 
topography map of EOG components, blinks have a single pole 
centered between the eyes and while eye movements usually 
have two opposite poles. The spectrum of EOG artifacts is 
dominated by low frequencies, below 5 Hz. Many 
physiological actions can result in EMG artifacts: clenching 
muscles, movement of the head, neck, or shoulders, or 
squinting and twitching of the eyes. EMG artifacts can take 
two forms: white-noise-like pattern and “railroad-cross-tie” 
pattern [20].  On topography maps, EMG artifacts are usually 
located in the peripheral channels (around the neck, ears, and 
eyes). EMG artifacts have a uniform spectrum [20]. ECG 
artifacts have fairly periodic QRS spikes [21]. The ECG 
waveforms repeat about once per second. ECG topographies 
show a bi-polar pattern across the entire scalp and their 
spectrum has mainly low-frequency dominance. MOV artifacts 
refer to any artifact caused by movement that is not an EMG 
waveform, i.e., shoulder or neck movement or repositioning. 
MOV artifacts tend to have very low-frequency dominance 
similar to eye movements and their topographies show 
peripheral channel localization. BAD artifacts refer to 
artifactual components whose topographies indicate 
localization to a single channel. BAD artifacts can result from 
high impedance electrodes, electrodes disturbed by touch, or 
misplaced electrodes. BAD components do not have a common 
shape or spectrum. 

II. METHODS 

We employed an eight step process to detect and remove 
EEG artifactual components. , as seen in Fig. 1. The following 
sections describe the eight steps in more detail. 

A. Bad Epoch Removal 

“Bad” epochs are time-segments with large amounts of 
artifacts across several components. Bad epochs are instances 
where an artifact was not separable into just one component. 
Removing time-segments with inseparable artifacts can 
improve ICA and artifactual component identification. ICA 
must be computed before bad epoch removal since independent 
components are used to identify bad epochs. Variance and 
spectrum of components are used in identifying bad epochs.  

The steps for bad epoch removal are as follows. The 
variance, var, and the spectrum, spect, between .5 and 50 Hz 
are computed for each epoch of each component.  Next, the 
mean spectrum, Savg, and mean variance, Vavg, for each 
component are determined by (1) and (2). The spectrum error, 
dS, and variance error, dV, given by (3) and (4), are calculated 
for each epoch and each component using Savg and Vavg. 
Within each epoch, components are labeled “bad” if dS or dV 
are greater than a threshold, Error. Finally, an epoch is labeled 
as “bad” if it contains more bad components than a threshold, 
perbad*ncomp. To improve the detection of bad epochs, the 
selection process is repeated with adjusted means that exclude 
previously labeled bad epochs. ICA is recomputed on the EEG 
dataset after all bad epochs are removed. The newly generated 
components are the input to the component features step. The 
thresholds used for bad epoch detection were selected based on 
a performance comparison using manually labeled bad epochs. 

  (1) 

  (2) 

  (3) 

  (4) 

B. Component Features 

Component features are measurements taken from each 
component used for clustering. Eight 1-dimensional features 
were generated for each component: topography histogram, 
spectrum fit 1, spectrum fit 2, frontal location score, peripheral 
location score, average auto-correlation, Lorentz threshold, and 
sym3 repeatability. The eight features were normalized and 
then combined into one 8-dimensional feature.  

The eight features are similar to features tested by [15]. The 
features were chosen as a representative of component 
properties commonly used to manually identify artifactual 
components. The eight features are chosen over single features 
such as spectrum, topography, etc. for two reasons. First, they 
provide consistency across participants for the five types of 
artifactual components. Time courses, spectrums, and even 
topographies can vary across participants within a given 
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category of artifactual component. Representing the 
components with multiple features reduces dependency on a 
single measurement, providing more consistency across 
participants. Second, the single dimensional features allow 
clustering of multiple types of artifactual components. No one 
feature provides good separation of all five types of artifactual 
components. For example, spectrum would be excellent for 
separating EOG and EMG components, but not necessarily 
BAD or MOV components since their spectrums are 
inconsistent. The eight one-dimensional features address the 
properties of each type of artifactual component.  

The histogram of a component's topography explains its 
scalp power distribution. The first number of the histogram 
array is the number of channels for which the component is 
least distributed. If the first number of the histogram is large 
(>.9*nchan), the component is localized to one channel. This is 
useful for detecting BAD or MOV artifacts. 

The shape of a spectrum can be described using a second 
order polynomial, given by (5). The first coefficient, C1, 
describes concavity and the second coefficient, C2, describes 
the slope. The first and second coefficients of the second order 
polynomial spectrum fit are obtained as features, spectrum fit 1 
and spectrum fit 2. The concavity and slope are very large for 
EOG artifacts and very small for EMG artifacts. 

 S = C1x
2
+C2x+C3 (5) 

The frontal location score describes the amount of 
component power located in the frontal channels. Given a 
component’s topography, the frontal location score is the 
fraction of channels with a relative power greater than 40% of 
the maximum relative power that are located in frontal 
channels. Frontal channels are designated as channels within -
55 to 55 degrees from center and with a radius greater than .4 
from Cz. Similarly, given a component’s topography, the 
peripheral location score is the fraction of channels with a 
relative power greater than 40% of the maximum relative 
power that are located in peripheral channels. Peripheral 
channels are designated as channels that have a radius greater 
than .4 from Cz.  

The Lorentz threshold is used to quantify the amount of 
component signal described by a sym3 wavelet. It has 
previously been used to despike signals, meaning it would be 
largest for EOG or ECG components [22]. The signal, C, used 
for computing the threshold, is the approximate wavelet 
coefficient for the sym3 wavelet, shown in (6).  

  (6) 

The sym3 repeatability feature uses the Lorentz threshold 
to estimate the number of spikes in a component. The 
repeatability of a component is the number of values within the 
sym3 approximation coefficient that are greater than 2*L. 

C. Clustering 

Common clustering algorithms, such as k-means, require a 
user specified number of clusters. It is not always clear how 
many groups exist in a set of components and this number can 
change across datasets. The Isodata clustering algorithm 
iteratively finds the optimal number of clusters by splitting and 
merging clusters [23]. This is beneficial for clustering EEG 
components since the number of artifactual components 
changes across datasets. In Isodata, clusters are split based on a 
standard deviation threshold and merged based on a separation 
distance threshold. Although Isodata can automatically 
determine the number of clusters, there are many user defined 
thresholds that rely upon the properties of the data. A modified 
Isodata algorithm eliminates the need for these thresholds by 
using fuzzy membership functions [24]. The modified Isodata 
algorithm is used to cluster the component features. The details 
of the modified Isodata algorithm will not be discussed in this 
paper to conserve space. However, details can be obtained 
through the author. 

Three parameters determine the initial conditions for 
clustering: initial cluster centers, maximum number of 
iterations, and the number of repetitions. The results presented 
in this paper are generated from the following initial 
conditions. Initial cluster centers are randomly selected from 
the feature vectors. The maximum number of iterations is set to 
100 and final clusters are selected from the best of three 
repetitions of clustering. 

D. Labeling Clusters 

Isodata segments component features into unlabeled 
groups. The artifactual clusters must be distinguished from 
non-artifactual clusters. Artifactual clusters have outlying 
average 1-dimensional features, so we implement an outlier 
criterion to  determine which clusters are artifactual. The 1-
dimensional features are averaged for members of each cluster. 
The average 1-dimensional features, f, are used to compute the 
percent difference of each cluster from the average of all 
clusters, given by (7). Clusters whose percent difference is 
greater than .75 are labeled as artifactual. 

  (7) 

E. Component Cleaning 

Rather than removing artifactual components, we 
implement a cleaning process  to prevent a loss of cerebral 
EEG data. All artifactual components undergo despiking and 
denoising as part of the cleaning process. 

1) Despiking: Despiking removes large spikes within a 

signal, such as blinks or heart beats. Despiking can be 

accomplished through wavelet thresholding [22],[24]. Sym3 

wavelet coefficients for four levels are computed for 

overlapping segments of length one second. All values of the 

coefficients are thresholded using the level-dependent 

threshold in (8) [26]-[27], where MAD is the median absolute 

deviation of the wavelet coefficient, x. Dividing by .6745 
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normalizes the threshold by the standard deviation for 

Gaussian white noise [28]. All values that exceed the 

threshold are replaced using a cubic interpolation. The 

thresholding process is repeated until all values in the 

coefficients are below the threshold. 

  (8) 

2) Denoising: Denoising is performed on the same 

segments from despiking. Denoising is also accomplished 

through wavelet thresholding. Db8 wavelet coefficients are 

computed for each segment using four levels. All values of the 

coefficients are thresholded using the level-dependent 

threshold in (9) [28]-[29]. All values below the threshold are 

replaced using a soft thresholding.  

  (9) 

III. EEG DATA 

Both recorded data and simulated data are utilized to 

evaluate the artifact detection and removal process. The 

recorded data provides ground truth for clustering and 

component labeling. The simulated data provides ground truth 

for cleaning components. Both types of data are described in 

the following sections.  

A. Recorded Data 

In a previous, unrelated study, we acquired EEG data from 

62 participants using a 65-channel net. The session consisted 

of 42 cognitive tasks. Each participant’s dataset was epoched 

at the start of each task for six seconds. All 62 datasets were 

filtered with a 1 Hz high-pass filter and a 50Hz low-pass filter 

and epoched around 23 event markers for six seconds (for a 

total of 138 seconds). Each dataset was decomposed into 65 

components using Infomax ICA. An artifactual version and a 

manually cleaned version of the recorded data was saved for 

use in this work. The manually cleaned version was acquired 

from removing bad epochs followed by removing artifactual 

ICA components. EEGLab was used to perform ICA, view 

properties of the components, and remove artifactual epochs 

and components [30]. Manually selected artifactual 

components were used to test component classification rates. 

It is important to note that only one expert provided labeled 

components. In order to reduce bias in component labeling, 

further experts need to be consulted in the future. Also, only 

data acquired from an EGI net is used to verify the proposed 

artifact removal algorithm. Generalization cannot be made for 

other EEG systems until further testing is done. 

B. Synthetic Data 

Simulated EEG data are created by forward projecting six 

artifactual sources onto a scalp and adding background EEG 

noise to the resulting data. A blink source is created by 

convolving a single blink signal, extracted from a recorded 

EEG time series, with a series of randomly generated 

impulses. The impulses are spaced between .5 and 1 second 

apart. Similarly, an ECG source is created by convolving an 

ECG signal, simulated using MATLAB’s ecg function, with a 

series of randomly generated impulses [31]. The impulses are 

spaced between 1 and 1.7 seconds apart. Three EMG sources 

are created from white Gaussian noise. Lastly, a cross-tie 

EMG pattern is created with a train of Gaussian pulses [20]. A 

forward model of the sources is created using BESA EEG 

simulation software, available at www.besa.de. Dipoles are 

positioned at the front of the head, middle of the head, and 

temporal and parietal locations corresponding to the blink, 

ECG, and EMG signals respectively. A thirty-three channel 

artifactual dataset is generated from the forward model.  EEG 

background noise is added to each channel of the artifactual 

data. The background noise is generated to mimic the 

frequency spectrum and amplitudes of EEG data [32]. A non-

artifactual dataset is also created from the EEG background 

noise to test component cleaning. 

IV. RESULTS AND DISCUSSION 

A. Bad Epoch Removal 

The selection of bad epochs is dependent upon two user 

specified thresholds: Error and perbad. Values for Error and 

perbad are selected as .15 and .8, respectively, to maximize 

the precision and recall as calculated by (10) and (11). The 

manually labeled bad epochs from the 62 recorded datasets are 

used to determine the true positives, false positives, and false 

negatives generated by the automatic labeling of bad epochs. 

The chosen thresholds result in precision and recall rates of 

about .7. While classification is not perfect, precision and 

recall rates are acceptable. Manual classification is very 

subjective, leading to inconsistency and possible mislabeling. 

Automatic selection of bad epochs provides consistency. 

 (10) 

  (11) 

B. Component Features 

Three datasets are randomly selected from the 62 recorded 

datasets to display examples of the 1-dimensional features, 

shown in Fig.2. The eight features in order are topography 

histogram, spectrum fit 1 and 2, frontal and peripheral location 

scores, average auto-correlation, Lorentz threshold, and sym3 

repeatability. The features are averaged for each of the five 

types of artifactual components, as determined by manual 

labeling: EOG, EMG, ECG, BAD, and MOV. The 1-

dimensional features demonstrate consistency across 

participants. The EOG components are best distinguished by 

their large spectrum fit 1 and 2 values and high EOG scores. 
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Fig. 2. 1-dimensional features averages across five types of artifactual 

components for three participants 

 

Conversely, the EMG components are best distinguished by 

their very low fit1 and 2 values. The ECG components have 

the highest sym 3 repeatability as well as a very high EMG 

score and low topography histogram value. The BAD 

components all have a very high histogram topography value 

due to their localized nature and a very low Lorentz threshold. 

The MOV components all have a high EMG score. 

C. Clustering 

Initial cluster centers are randomly selected from the 

feature vectors. The maximum number of iterations is set to 

100 and final clusters are selected from the best of three 

repetitions of clustering. Clustering was performed for three 

initial values of m, the number of clusters: 13, 16, and 19. The 

final number of clusters for these three values of m, averaged 

across all 62 datasets, are 21, 23, and 26 respectively.  

Precision and recall, as measured by (12) and (13), are 

used to evaluate how well Isodata clusters the components 

into artifactual and non-artifactual clusters. The manually 

labeled components from the 62 recorded datasets are used to 

determine which components are artifactual and non-

artifactual. High precision means that a cluster contains 

mostly artifactual components, indicating a good separation of 

artifactual and non-artifactual components. High recall means 

that the artifactual components are highly concentrated in a 

cluster, indicating that the artifactual components are not 

spread across many clusters. 

 (12) 

  (13) 

Table 1 shows the percentage of clusters in all 62 datasets 

with a precision greater than .72 for each value of m. A large 

percentage of clusters having a precision greater than .72 does 

not necessarily indicate improved clustering; it could result 

from many single member clusters. Recall can provide 

additional information to evaluate clustering. Table 4 also 

shows the average recall for the clusters with a precision 

greater than .72 for each initial value of m. The modified 

Isodata results in a large percentage of clusters with a high 

precision as well as high recall rates for those clusters, and this 

outcome is not overly sensitive to the initial choice of m. 

TABLE I.  CLUSTERING RESULTS 

 m=13 m=16 m=19 

Percentage of Clusters with Prec>.72 61% 68% 70% 

Recall for clusters with Prec>.72 .63 .65 .68 

 

The recall and precision verify that clustering adequately 

separates artifactual components from non-artifactual 

components, with no indication of how it separates individual 

types of artifactual components such as EOG, EMG, ECG, 

MOV, or BAD. A closer look at the composition of clusters 

shows how individual types of artifactual components are 

grouped. A survey of the types of components belonging to 

clusters that contain either non-artifactual, EOG, EMG, ECG, 

MOV, or BAD components was conducted for each of the 62 

datasets. Table 2 displays the average results of the survey 

across the 62 datasets.  The results in Table 2 are computed 

for m=19. Artifacts can vary widely across participants so it is 

interesting to also observe the standard deviation of the cluster 

member survey. Table 3 presents the standard deviations for 

the corresponding averages from Table 2. 

TABLE II.  AVERAGE OF CLUSTER MEMBER SURVEY  

Types of 

Clusters 

Types of components within each type of cluster 

Non-

artifactual 
EOG EMG ECG MOV BAD 

Non-artifactual 44.0 2.0 3.7 0.3 0.6 1.8 

EOG 3.2 7.1 1.1 0.0 0.1 0.4 

EMG 6.0 0.9 7.8 0.0 0.2 1.1 

ECG 0.6 0.0 0.1 1.1 0.0 0.2 

MOV 0.7 0.1 0.2 0.0 1.5 0.1 

BAD 3.4 0.7 1.3 0.2 0.1 3.6 

 

TABLE III.  STANDARD DEVIATION OF CLUSTER MEMBER SURVEY 

Types of 

Clusters 

Types of components within each type of cluster 

Non-

artifactual 
EOG EMG ECG MOV BAD 

Non-artifactual 5.9 2.5 3.1 0.5 1.0 1.7 

EOG 3.2 3.0 1.5 0.3 0.7 0.6 

EMG 5.5 1.0 4.7 0.2 0.5 1.2 

ECG 1.3 0.3 0.3 0.6 0.0 0.5 

MOV 1.4 0.5 0.5 0.0 1.4 0.5 

BAD 3.4 1.2 1.6 0.4 0.4 2.1 

 

The numbers along the diagonal of Table 2 represent the 

average number of each type of artifactual, or non-artifactual, 
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Fig. 3. Simulated data components before (blue) and after(red) 

cleaning. 

component. The off diagonal elements indicate the number of 

mixed components. For example, the top right number is the 

number of BAD components located within clusters that 

contain non-artifactual components. It would be ideal for all 

the numbers in the top row and far left column, except the top 

left cell, to be zero. This would indicate that all artifactual 

components are separated from non-artifactual components. 

This however, is not the case. The top row indicates that very 

few artifactual components are mixed into non-artifactual 

clusters. The left column indicates that there are large numbers 

of non-artifactual components mixed into EMG clusters. It is 

not necessarily ideal for all other off-diagonal elements to be 

zero.  For instance, if some EMG components have similar 

properties of BAD components, then the corresponding EMG 

components might be assigned to BAD clusters. In this case, 

however, most of the non-diagonal elements are near zero.  

In Table 3, most off-diagonal standard deviations are very 

low. The highest standard deviations occur for the average 

number of non-artifactual and EMG components as well as the 

number of non-artifactual components located in EMG 

clusters. Some standard deviations are higher than their 

averages, indicating that one or two datasets may have 

extreme outliers, with most datasets having similar values. 

D. Cluster Labeling 

Equations (10) and (11) are used to evaluate the results of 

cluster labeling. Following cluster labeling, all components 

are labeled as artifactual or non-artifactual depending on what 

type of cluster they belong to. The manually labeled 

components from the 62 recorded datasets are used to 

determine the true positives, false positives, and false 

negatives generated by cluster labeling. Precision and recall 

are computed from all datasets. For example, the number of 

true positives is the total number of true positives across all 62 

datasets. Recall is calculated for each type of artifact: EOG, 

ECG, EMG, MOV, or BAD. Final classification results are 

given in Table 4. The EMG and BAD components result in the 

lowest recall rates while MOV and EOG components result in 

the highest recall rates. Recall can be increased by lowering 

the outlier threshold. However, this threshold adjustment 

results in a lower precision. Overall, the clustering and cluster 

labeling processes result in very good recall rates with a 

decent precision. Since the components are cleaned as 

opposed to removed, a lower precision is acceptable. 

TABLE IV.  COMPONENT CLASSIFICATION RESULTS 

Average Precision  0.594 

Average Recall  0.816 

EOG Recall  0.891 

EMG Recall  0.729 

ECG Recall  0.815 

MOV Recall  0.934 

BAD Recall  0.728 

E. Component Cleaning  

1) Simulated Data: Seven components are manually 

identified as artifactual after the simulated dataset is 

decomposed using ICA. Fig. 3 shows a subset of the 

components after components cleaning. The EOG and ECG 

spikes are no longer present. EMG noise is reduced. 

Both component removal and component cleaning are 

performed on the simulated data to observe the benefits 

provided by cleaning components. Channel spectra of 

reconstructed data from cleaning and removing components, 

as well as the original artifactual data, are compared to 

channel spectra of non-artifactual data using a distance 

measure, dS, given by (14). Fig. 4 shows the spectra 

comparisons for three frequencies. In (14), the “cleaned data 

spectra” is replaced by the removed component spectra or 

original data spectra to compare them to the non-artifactual 

data. Two sets of components are labeled as artifactual for the 

calculation of (14). The first set consists of seven truly 

artifactual components. The second set of components consists 

of the seven artifactual components with an additional ten 

randomly chosen components.  

 (14) 

Very little difference can be seen in spectra between 

cleaning and removing only the seven artifactual components. 

However, when more components are selected than necessary, 

a large difference between the data resulting from component 

removal and the non-artifactual data is observed across all 

frequencies. Component cleaning results in a smaller 

difference between spectra, indicating that it is beneficial for 

instances when too many components, or unnecessary 

components, are identified as artifactual. 

2) Recorded Data: Two datasets are randomly selected 

from the 62 recorded datasets to view the results of component 

cleaning. Fig. 5 shows a subset of components for the two 

datasets before and after cleaning. All large spikes caused by 

EOG or ECG artifacts are completely removed. EMG 

components present more of a challenge for cleaning than 

EOG or ECG artifacts. The EMG components are reduced, 

while not completely removed. 
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Fig. 4. Simulated data difference in spectra, dS, across all channels for 

three frequencies. The value for dS represents the difference between 

reconstructed data spectra, by either component removal, component 

cleaning, or the original data, and the non-artifactual data. 

 
Fig. 5. Original (blue) and cleaned (red) components for two example 

datasets. The left figure magnifies an ECG and an EMG component while 

the right figure maginifies EOG components. 

V. CONCLUSIONS AND FUTURE WORK 

This work evaluates the effectiveness of clustering for 

automated identification of artifactual EEG components as 

well as the benefits of cleaning components compared to 

removing components. The generation of components is 

improved through the automatic removal of bad epochs prior 

to ICA. The 8 1-dimensional features used for clustering 

demonstrate consistency across datasets. They also improve 

clustering speed through their low dimensionality. The 1-

dimensional features were selected to represent features 

commonly used in manual classification. They are only a 

subset of possible features. A number of new features could be 

generated and tested using an algorithm like Sequential 

Forward Floating Search (SFFS) [33]. SFFS searches for the 

best combination of features to improve classification rates.  

In this paper, an outlier criterion was used to label 

artifactual clusters. While the outlier detection resulted in 

acceptable recall and precision rates, it is not perfect and is 

dependent upon a threshold. Further exploration into possible 

methods for labeling clusters could improve classification 

rates and remove the dependency on a threshold.  

A simulated dataset demonstrated the benefits of cleaning 

versus removing components. When a large number of 

components are labeled as artifactual, as is common in 

practice, the channel spectrum resulting from cleaning 

components is more similar to the non-artifactual channel 

spectrum as compared to removing components. A possible 

explanation for the benefit of cleaning components is that 

even artifactual components contain some cerebral signal. ICA 

cannot separate noisy signals such as EMG, as well as PCA. 

For this reason, artifactual signals can be spread across several 

components that contain cerebral signals.   

In general, the artifact removal method presented in this 

work successfully identified and removed artifactual 

contributions to EEG data acquired with a 65-channel EGI net 

according to classification rates obtained by one expert. In 

order to generalize this method to EEG data acquired on other 

systems, further testing must be completed and additional 

experts should provide components labels. The concept of 

clustering components is not limited to EEG data. It could be 

extended to other neuroimaging data such as fMRI or DTI. 

Features can also be customized to detect cerebral signals as 

well as artifactual, extending ABEAR to the use of detecting 

event related responses. 
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Abstract— Next-Generation Sequencing (NGS) platforms
can sequence a full human genome in previously unimagined
speed. High-dimensional data produced must be filtered and
annotated in order to be effective and of functional com-
prehension to end-users. Among public software packages,
GAMES [1] aims to reduce the complexity in large scale
DNA projects by filtering and annotation procedures. Devel-
oped in Perl language and available as open-source, the tool
can be fruitfully adopted for small input data. We developed
a C++ MPI version, based on Master/Slave pattern, in
order to exploit the embarrassingly parallel nature of the
NGS filtering problem, thus providing an efficient tool to the
bioinformatic community.

Keywords: MPI, NGS Sequencing, Master/Slave pattern

1. Introduction
Commercially available Next-Generation Sequencing

(NGS) platforms have the ability to read exponentially more
DNA base pairs per sequencing run than mature methods like
Sanger sequencing. These techniques offer the possibility of
examine large regions of the genome much more rapidly and
with a less cost per Megabase of DNA Sequence [2].

As a result, NGS based methodologies are progressively
introduced in clinical diagnosis, particularly for complex
disorders that may be caused by a combination of several
genes. NGS methods are becoming a standard approach
in genomics: they are fruitfully applied in whole-genome
sequencing, discovery of transcription factor binding sites or
non-coding RNA expression profiles. NGS can improve clin-
ical diagnostics, for example by detecting single nucleotide
polymorphisms (SNP), insertions and deletions (InDels), and
other rearrangements to identify disease-associated variants
in clinical samples.

The advent of NGS platforms poses several problems
in data analysis: in this paper we address the efficient
filtering and annotation of the impressive amount of data
a consolidated sequencing instrument can produce.

The project focuses on developing a parallel pipeline for
the analysis and annotation of NGS biological data. Tools for
the analysis of short/long DNA reads data sets have become
available in the past few years. Among them, GAMES (Ge-
nomic Analysis of Mutations Extracted by Sequencing)[1],
proposes a pipeline for high level mining of NGS results.
Given the increasing capabilities of consolidated instruments

(Illumina Genome Analyzer, ABI SOLiD, Ion Torrent, etc),
the large amount of data available cannot be efficiently
processed with the serial approach adopted in GAMES.
A careful selection of parallelization approaches suitable
for handling very large amount of sequence data has been
carried out, leading to C++ GAMES, a parallel version
of the GAMES pipeline, well suited to run on a standard
cluster with MPI resources. On the computational side, the
Master/Slave architectural pattern is adopted for acquiring a
dynamic load balancing: a portion of DNA is sent by the
Master to a working node, that collects the statistics and
returns the results.

This paper is organised as follows. Section 2 combines
a short description of the NGS data and SAM/BAM file
format with the description of available tools for handling
the contained information. Section 3 describes Master/Slave
adopted approach. Section 4 compares the performances
of the proposed tool with Perl GAMES implementation in
terms of computational time and speedup achieved in three
different test set. Section 5 presents conclusions.

2. Overview of NGS Data Access
DNA contains genetic instructions used in the develop-

ment and functioning of all living organisms, coded as a
sequence of four types of molecules called nucleotide bases,
or bases, coded with G,A,T,C characters.

Sequencing architectures are able to record and collect
nucleobases, grouping them in reads: these are a batch of
consecutive bases. Their length is, for NGS architectures,
25−300 bases: the collection of the extracted reads, aligned
to a reference genome, forms the input data considered in
this work. Thanks to the advance in the extraction technique,
we can collect roughly 109 bases/day: one third of the whole
genome length.

The extraction approach may result in discrepancies be-
tween overlapping DNA fragments: in this case the Phred
quality score, an information generated in the sequencing
phase, helps to figure out a guess of the base molecule
present in the sample.

The alignment of each read to the reference genome aims
to identify regions of the genome the read belongs to, by
evaluating metrics that express the similarity between the
sequence and the chosen genome reference. The read is
aligned to the portion of genome where the chosen similarity
metric is the higher.
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After the aligning step, each read is associated to a portion
of genome, and the quality score of the alignment is retained.
A poor score value may refer to an error on the extraction
phase that degraded the information, or the probability of
correct alignment is too low: for these reasons the read is
usually not considered int the statistics.

Alignment algorithms may generate information during
the process: gaps are inserted between the read bases so
that identical or similar characters are aligned in succes-
sive columns. In the same manner, characters present/not
present in the read, are flagged as insertion/deletions. Ex-
tracted reads and the related aligning information (inser-
tions/deletions) are then stored in ASCII file, with SAM (Se-
quence Alignment/Map)[3] format, or more generally, in its
binary compressed version, BAM (Binary Alignment/Map).
The reference genome is stored in fasta format.

Many libraries offer function to manipulate fasta or
SAM/BAM files. For this project we use the libbam library,
available in the open source samtools project[4]. Unfortu-
nately, these functions are not thread safe: this suggests the
use of the library in a multiprocess environment, where more
than a process can collect data from a portion of the input
files, and prohibited a multithreading approach.

The adopted library, developed in ANSI C language,
provide efficient utilities on manipulating alignments in the
SAM format. In particular, a callback-based set of functions
is present for parsing user-defined regions of the provided
alignment.

In order to perform a statistic assessment, the programmer
is required to provide two functions with a specified task,
then the general region parsing algorithm is started by calling
the function bam_parse_region.

In the following, we adopt a callback naming similar
to the one present in on-line examples of samtools[4] and
we briefly describe the implementation required for the
GAMES filtering. For a biological based description of the
full procedure, we refer the reader to GAMES paper[1].

2.1 Pileup Parsing
For each position in the region, the pileup parsing function

pileup_func is called: it can perform a statistic eval-
uation of all the reads covering the position by accessing
the data stored in a list, called read pileup. In this phase,
position-based metrics are evaluated, such as consensus,
Phred-like consensus quality, number of hits of reads cov-
ering the position, the second best call and the respective
quality score and counts.

User defined parameters can be tailored to the particular
input file and affect the filtering procedure. The user sets
mapping quality, readsâĂŹ length (according to the experi-
ment), minimal quality threshold, minimum coverage, minor
allele frequency and maximal repetitivity. The parameters
used to define the goodness of mutation detection are the
minimum mapping quality, a measure of the confidence that

a read is correctly aligned and the minimum Phred’s base-
specific quality score.

2.2 Read Fetching
The construction of the list parsed by pileup_func is

partially performed by libbam: whenever the library starts
to parse a position, all the reads covering that genomic
coordinate and not alredy present in the pileup are filtered
through the callback function fetch_func.

Users interested in reads with determined characteristics,
(e.g. high alignment quality) can filter the reads at this
level and decide whether a read under evaluation fulfils the
requirements and can be stored in the read list.

We make note that a read is parsed through fetch_func
only once, and, given the SAM/BAM file format require-
ments, the reads are filtered in genomic coordinate order. For
this reason, at this level we filter out the reads by looking
at read-wide metrics, such as alignment quality.

3. Master/Slave MPI approach
Naive parallelization of the pileup scanning process in-

volves splitting of the input file in chunks (e.g one chunk
for each chromosome), serial scanning, and reordering of the
results following genomic coordinates.

The time spent by the filter algorithm to retrieve sig-
nificant positions depends on the coverage: the number of
reads that are aligned to the genome portion under analysis.
As pointed out in Subsection 2.2, a read denoted by, for
example, a low alignment quality, is discarded, it’s per
position-information is no longer taken into account during
the pileup parsing phase, thus leveraging the total amount
of work due for that chunk.

For this reason, the time spent on manipulating the infor-
mation carried by a chunk is not easily calculated. While
the coverage information can be obtained by a pre-scan of
the input file, an in deep investigation aiming at equally
subdividing the workload among peers would require a time
comparable to the full filtering and investigation.

Our approach is based on the Master/Slave, or
Manager/Workers[5] pattern, and offers:

• runtime splitting of the input data,
• fair load balancing,
• in-order collection of results.
Given N MPI nodes, the implementation pattern adopted

involves the definition of a unique Master node, usually node
acquiring MPI rank 0, and N − 1 Slaves. In the following,
we summarise the operations performed by Master and Slave
nodes.

3.1 Master Node
Master node is responsible to define a job chunk, by

setting start and end region coordinates, and a progressive
id number. Moreover, it keeps track of the busy nodes (the
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ALGORITHM 1 Master Node
Let activesl = 0, totalsl the total number of Slaves,

1. Startup phase
FOR each unprocessed job

Send a job to free Slave
activesl← activesl + 1

IF activesl == totalsl, THEN
GOTO: 2. Main loop

ENDIF
ENDFOR

IF totalsl > activesl, THEN
Send cleanup message to idle Slaves
GOTO: 3. Cleanup phase

ENDIF

2. Main loop
FOR each unprocessed job

Wait for a result message
Read the message from Slave
Send a new job to Slave

ENDFOR

3. Cleanup phase
WHILE activesl > 0, THEN

Wait for a result message
Read the message from Slave
Send cleanup message
activesl← activesl − 1

ENDWHILE

4. Exit

Slaves already processing a job), and sends a new job to the
idle ones.

As summarised in Algorithm 1, the workflow can be
divided in three phases. During startup phase, Master node
sends a different job to the available Slaves, then, in the main
loop, it waits for a result message from any of the working
nodes. After result retrieval, a new job is sent to the idle
node, until all the available job are performed.

Finally, during cleanup phase, last results are received,
and a termination job is sent to all Slaves. During both main
loop and cleanup phases, this node performs a reordering of
the received results and writes the output file containing the
genome annotations. Master node reads genome information,
located in the header section of fasta reference file, and
divides the overall genome length in chunks, thus it does
not need the information stored in SAM file.

3.2 Slave Node
For each received job, Slave node performs statistical

selection of relevant positions on the assigned section of

ALGORITHM 2 Slave Node

1. Wait for a job
IF cleanup, THEN

GOTO step 2
ELSE

run job
send results to Master
GOTO step 1

ENDIF

2. Exit

the genome, and sends the results to Master, until a cleanup
message is received, as sketched in Algorithm 2.

Slave node receives only start and end coordinates of a
region, and make use of libbam functions described in Sec-
tion 2 to access read information. We stress that, thanks to
the callback-oriented implementation of libbam, the request
of filtering a region not covered by any read results in not
calling pileup_func and fetch_func at all. In this
case, the required time to run the assigned job is minimized,
and an empty result message is sent back to Master node.

Since Slave nodes require to read both BAM and fasta
files, the processes must reside on a I/O capable nodes.

3.3 Data Splitting and Result Retrieval
The window length (i.e. the number of bases residing on a

job chunk) is a user-provided parameter. We stress that this
implementation detail can be easily substituted by a more
complex schedule procedure, involving a runtime estimation
of the window length.

Results are generally collected not in order, as sketched
in Figure 1. In this example, results owning to job 1 and 2
are gathered first, then Master node receives results related to
job 0. The result acquisition is aimed at minimizing memory
resources: Master node writes the ordered statistics directly
to output file, and keeps in memory only the ones belonging
to jobs whose predecessors are not already accomplished.

4. Numerical Results
4.1 Small datasets

In this section we present the results of filtering three
different input files: since both Perl and C++ GAMES obtain
same output files, we focus only on the speedups of C++
GAMES in comparison to Perl GAMES implementation.

The results are obtained by running the codes on a twin
CPU architecture Intel Xeon X5690, equipped with 188
GB of RAM; input files are stored on RAID 0 (Striping)
partition, thus providing improved performance on disc
access.

Table 1 shows the characteristics of the selected input
tests: the coverage is far away from the whole human
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Master Node Slave 0 Slave 1

job 0

job 1

results 1

job 2

results 2

results 0

cleanup

cleanup

Fig. 1: Communication pattern example: the total work is
divided into 3 jobs.

Table 1: Characterisation of the proposed tests: coverage
(expressed in 106 bases), total number of reads present, file
size.

Test name coverage [mb] aligned reads file size [MB]
test01 10.0 432549 59
test02 11.7 904862 114
test03 49.5 2533304 328

genome length (approximately 3 ∗ 109 bases). For example,
test03 represents a collection of reads whose coverage is
49.5 ∗ 106 bases, approximately 1/60 of the bases in the
human genome. Nevertheless, the use of Perl GAMES would
require a considerable computational time: for the previously
discussed test, Perl GAMES took roughly 15 hours, as stated
in Table 2. The choice of the implementation language seems
to play a not negligible role in the development of GAMES:
C++ serial version took 85.5 minutes for the same input file.

As a first note, Perl GAMES does not implement the
early discard feature exposed in Subsection 2.2. Moreover,
the cause of this time improvement has to be addressed
to the way Perl GAMES acquire data from SAM files: at
low level, Perl exploits libbam features through the module
Bio::DB:Sam [6], but considerable amount of time is spent
in “translating” the information acquired by libbam (which
is C code) to native Perl structures, suited to be handled to
Perl GAMES implementation.

Not only the choice of C++ language implementation can
impact to the overall performance, but also allow one to
use MPI libraries for parallelization. Table 3 summarises
the time spent for each input file, when varying the number
of Slaves. The use of up to 23 Slaves reaches the maxi-
mum number of simultaneous threads (24) sustained by the
available architecture, when Hyper-Threading Intel feature
is chosen, and reaches the minimum of the required time
for all the test files considered.

In Figure 2, charts a-b-c show the time required for each

Table 2: Performance of the implementations, time ex-
pressed in minutes.

C++ GAMES
Test name perl GAMES [min.] serial [min.] parallel (1 Slave) [min.]

test01 150.3 20.3 19.0
test02 339.8 23.8 22.7
test03 934.0 85.5 87.5

Table 3: Performance of the parallel C++ GAMES, time
expressed in minutes.

C++ parallel GAMES [min.]
Test name 1 Sl. 3 Sl. 7 Sl. 11 Sl. 15 Sl. 19 Sl. 23 Sl.

test01 19.0 6.4 2.7 2.6 1.6 1.4 1.2
test02 22.7 9.0 3.0 2.5 2.0 1.6 1.4
test03 87.5 38.0 12.6 10.1 8.3 6.8 5.7
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Fig. 2: Computational time required for the test files, when
varying the number of Slaves, dotted line is the expected
time. In bottom right figure, for each test is sketched the
relative speedup, dotted line is the linear speedup.

input file, denoted by a circle, compared to the expected time
(dotted line), when varying the number of Slaves.

As a consequence of the implementation pattern chosen,
when running C++ GAMES with 1 Slave, only one node is
active on the statistic assessment of the provided reads: for
this reason we took this computational time as a reference.
The dotted line is obtained by dividing the computational
time required by running the code with one Slave, by the
effective Slave nodes number.

The proposed implementation behaves well when com-
paring the expected time with the measured one in all the
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Table 4: Characterisation of the proposed tests: coverage
(expressed in 106 bases), total number of reads present, file
size.

Test name coverage [mb] aligned reads file size [MB]
test01 1081 191976384 12153
test02 1078 182240964 11635
test03 1102 207441950 13156
test04 1087 190022968 12299
test05 1091 197392806 12468

considered test.
Panel (d) of Figure 2 sketches the relative speedup: this

is obtained by dividing the time obtained with one Slaves
by the computational time with s Slaves, dotted line is the
ideal speedup.

In this case, the chart shows a relatively good speedup,
since no saturation point is reached when varying the node
number up to all the available ones. Moreover, the behaviour
is not far from the ideal dotted line. However, we can note
that speedup degrades around 7: this is due to disk bandwidth
saturation: although BAM/SAM reside in a mirrored (2
disks) filesystem, this seems no longer fullfill data requests
from more than 7 slaves (8 MPI processors). Same behavior
can be observed in Table 3: for each line, a substantial
decrease in running time is still found when swithing from
3 to 7 slaves. This is no more true from 7 to 11 slaves.

4.2 Large size datasets
Speedup results of Section 4.1 are related to small size

datasets and are the result of DNA analysis performed
on commodity equpment. In this subsection we present
scalability results, when running MPI C++ GAMES on a
large cluster: 274 Compute nodes, each one equipped by
2 esa-core Intel(R) Xeon(R) CPU E5645 @2.40GHz and
48 GB RAM per Compute node. Node interconnections
are provided by a Qlogic QDR (40Gb/s) Infiniband high-
performance network, high bandwidth network filesystem is
available at each node.

4.2.1 Group 01 datasets
This dataset is used for testing the efficiency of the

proposed approach, when very large input files are involved.
As per table 4, each file of this group has a coverage which
is 20-100 times higher than former tests, moreover also total
number of reads and file size are increased.

4.2.2 Group 02 datasets
In this section we are intersted in a medium size coverage

data, and check if also in this case we can achieve good
scalability of our approach also with around 200 nodes.

5. Conclusions
In this paper we presented a Master/Slave parallel tool

for the analysis of Next Generation Sequencing Data. The
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Fig. 3: Panel (a) sketches the computational time required
for test03, of big dataset, dotted line is the expected time.
In Panel (b), for each test the relative speedup is sketched,
dotted line is the linear speedup.

Table 5: Huge-size datasets, computational time expressed
in minutes.

Slaves Test01 Test02 Test03 Test04 Test05
4 806.7 806.1 813.2 807.7 819.0
8 363.7 356.8 366.8 367.6 361.2

12 242.0 240.1 245.5 242.2 244.5
24 117.7 118.3 120.4 117.7 117.7
36 77.2 77.5 79.4 77.7 77.5
48 58.6 58.3 59.5 58.6 59.0
60 47.2 46.7 47.4 46.7 47.0
72 39.0 38.9 39.6 39.1 39.4
96 29.9 29.1 29.7 30.4 30.6

192 14.8 14.9 15.1 14.6 14.8
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Fig. 4: Panel (a): computational time required test01 file,
when varying the number of Slaves, dotted line is the ex-
pected time. In bottom right figure, for each test is sketched
the relative speedup, dotted line is the linear speedup.

Table 6: Characterisation of the proposed tests: coverage
(expressed in 106 bases), total number of reads present, file
size.

Test name coverage [mb] aligned reads file size [MB]
test01 641 72344195 4839
test02 781 89756630 6009
test03 654 79523593 5324
test04 654 79523593 8529
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Table 7: Medium-size datasets., computational time ex-
pressed in minutes

Slaves Test01 Test02 Test03 Test04
4 464.1 562.1 469.4 469.4
8 203.5 250.0 198.5 198.3

12 142.0 169.0 142.0 142.0
24 68.8 82.7 70.0 70.0
36 48.1 57.4 48.8 48.8
48 36.9 44.1 39.3 39.3
60 30.5 35.9 30.6 30.5
72 26.0 30.6 22.3 22.3
96 16.7 20.2 17.0 17.0

192 9.2 10.5 8.6 8.6

proposed C++ MPI implementation shows a relatively good
speedup when varying the number of nodes, and achieves a
remarkable speedup compared to the original Perl GAMES.
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Abstract

Analog displays of data are used to detect a wide
variety of conditions of interest, but the analog
patterns associated with nominally similar condi-
tions can be variable. Therefore, it is often diffi-
cult to develop optimal rules for identifying the
conditions by reviewing only individual examples
of them. In the present study, I describe a
method for producing a “visual average” of ana-
log tracings of similar conditions that addresses
the problem of the heterogeneity of analog pat-
terns. In addition, I describe a method to deter-
mine quickly and intuitively whether any portion of
an analog tracing deviates statistically signifi-
cantly from the baseline condition or from a nor-
mal standard. Applying the “visual averaging”
method to electrocardiographic (ECG) data statis-
tically significantly improved the detection of prior
inferior myocardial infarction (IMI). Applying the
statistical significance method to the same ECG
data further improved the detection of prior IMI.

Keywords: digital data, analog display, patterns

1 Introduction

Analog displays are used to analyze data for
many purposes. Analog displays of data help
identify or predict important conditions like severe
illnesses, meteorological changes and seismic
events. A major reason why analog displays of
data are so often useful is that humans are highly
adept at recognizing both simple and complex
patterns.[1] However, since nominally similar
conditions of interest often have protean manifes-
tations, the analog patterns that depict each case
of the condition may vary widely. This heteroge-
neity may make it difficult to clearly identify pat-
terns that are most likely to be associated with
the condition of interest. In the case of analog
patterns that seem to exclude the condition of
interest, the heterogeneity of individual patterns

may also prevent one from distinguishing be-
tween patterns that are merely atypical of the
condition from those that do not reflect the condi-
tion at all.

Besides helping to identify conditions of interest,
analog displays can also facilitate the
understanding of the mechanisms of many
phenomena. For example, the study of analog
recordings of the heart’s electrical activity greatly
helped to elucidate the mechanisms responsible
for both lethal and non-lethal cardiac arrhythmias.
This raises the question of which general type of
analog pattern most reliably reflects the nature of
the condition to be investigated.

In the present study, I have described and tested
two methods for optimizing the ability of analog
displays of data to identify conditions of interest.
One of the methods accounts mathematically for
the variability of the patterns that individual cases
of the conditions frequently exhibit.

2 Materials and Methods

2.1 Selection of patients

I studied the QRS complexes of the electrocar-
diograms (ECGs) of 862 patients who had under-
gone cardiac catheterization with left ventriculo-
graphy and coronary angiography for suspected
coronary artery disease. The QRS complex is
the portion of the ECG that shows the changes in
potential difference generated by the heart’s cells
during electrical depolarization of the ventri-
cles.[2] Of these patients, the Normal Group
consists of 497 (58%) with no evidence of coro-
nary artery disease by cardiac catheterization.
The IMI Group consists of the remaining 365 pa-
tients with evidence of prior inferior myocardial
infarction (IMI) by cardiac catheterization. This
evidence consists of either akinesia or dyskinesia
of the inferior portion of the left ventricle shown in
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the left anterior oblique projection accompanied
by a >75% narrowing of either the right coronary
artery or a dominant circumflex coronary ar-
tery.[3] The ECG of each patient had been ac-
quired within 24 hours of the patient’s cardiac
catheterization.

2.2 ECG data from each patient

The digital ECG data used in the analyses had
been downloaded from commercial ECG ma-
chines (GE/Marquette®) to a personal computer
and imported into a spreadsheet. The digital
ECG data from each patient had been stored on
the ECG in sequential 4 ms. sampling intervals.
To plot the ECG for each patient, I used the
spreadsheet software to plot a line graph of these
data for the entire duration of each patient’s QRS
complex. The linear plots of these data for each
patient constitute the analog representations of
the patient’s ECGs and are illustrated in Figures
1 and 2. In each case, the QRS complexes ana-
lyzed were those recorded by standard ECG
Lead aVF. Lead aVF was chosen because pre-
vious studies have demonstrated its usefulness
for discriminating between normal patients and
patients with IMI.[4]

2.3 Composite ECGs

Besides plotting line graphs for each of the pa-
tients, I constructed a normal composite ECG by
calculating the mean voltages of all 497 patients
in the Normal Group at each 4 ms. sampling in-
terval and then plotting line graphs of these mean
voltages sequentially (4 ms., 8 ms., 12ms., etc.)
for the entire duration of the composite QRS
complex. By using the mean voltages of the
Normal Group at each sampling interval, the
normal composite linear graph reveals the “aver-
age” pattern of the Lead aVF QRS complex for all
497 normal patients. I then repeated this process
for the IMI Group at each 4 ms. interval of sam-
pling to produce the “average” pattern of the Lead
aVF QRS complex for all 365 IMI patients. Fig-
ure 3 shows the composite displays of the normal
and of the IMI composite ECGs.

2.4 Z score plot

To further analyze any possible differences be-
tween the data of the Normal vs. the IMI groups
at each sampling interval, I constructed a Z score
plot of the IMI Group data by using the following
calculated values[5]:

 The mean and standard deviation (SD) of the
voltages for the 497 Normal Group patients at
each 4 ms. sampling interval

 The mean of the voltages for the 365 IMI
Group patients at each 4 ms. sampling inter-
val

 The Z scores of the IMI Group data at each 4
ms. sampling using the formula:

Z = (Mean of IMI Group – Mean of Normal Group)
SD of Normal Group

As the formula shows, if the mean of the IMI
Group data at a given sampling interval exceeds
the mean of the corresponding Normal Group
data, the resulting Z score is positive. If the
mean of IMI Group data is less than the mean of
the corresponding Normal Group data, the result-
ing Z score is negative. The principal advantage
of computing the Z scores is that the inclusion of
the SDs in the calculations accounts for the vari-
ability of the data at each sampling interval.
Consequently, each value of a Z score has a cor-
responding statistical P value. For example, for Z
>1.65 or Z<-1.65, the corresponding one-tailed P
value is <0.05.[6] This relationship between Z
scores and P values permits one to test the null
hypothesis concerning apparent differences be-
tween the Normal and the IMI Group data at each
4 ms. interval of sampling.

Figure 4 shows the linear plot of the calculated Z
scores of the IMI Group data at each interval of
sampling.

2.5 Diagnostic performances

Using receiver-operating characteristic (ROC)
curves, I measured the diagnostic sensitivities at
98% specificity for detecting prior IMI for each of
the following sets of data:

 The digital ECG QRS complex data from all
the 4 ms. sampling intervals

 The digital ECG data from only the 4-to 32
ms. sampling intervals. These are the sam-
pling intervals at which the composite graphs
in Figure 3 show directional divergence be-
tween the data of the Normal Group vs. the
IMI Group. This divergence consists of the
data of the Normal Group being positive while
the corresponding data of the IMI group are
negative.
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 The digital data from only the 20-to 28 ms.
sampling intervals. These are the sampling
intervals at which the Z score plot in Figure 4
shows statistically significant differences be-
tween the data of the Normal vs. the IMI
Groups.

I used chi square analysis to test the null hy-
pothesis regarding any apparent differences in
diagnostic performance yielded by data of the 20
to 28 ms. sampling intervals vs. the data from all
the sampling intervals and also vs. the data from
the 4 to 32 ms. sampling intervals. For these
comparisons, I a priori selected a P value <0.01
to avoid a Type 1 error associated with multiple
comparisons.

3 Results

3.1 Individual ECGs

Figure 1 demonstrates the heterogeneity of the
analog patterns exhibited by individual Lead aVF
QRS complexes in the Normal Group. Each of
the four recordings is from a different patient in
that group. The individual recordings exhibit di-
verse patterns of positive and negative deflection
of variable duration and amplitude in the initial,
mid- and terminal portions of the tracings.

Figure 2 shows similar heterogeneity of the ana-
log patterns exhibited by individual Lead aVF
QRS complexes in the IMI Group.

Comparing the Lead aVF QRS patterns shown in
Figures 1 and 2 suggests that it would be difficult
to derive reliable rules for discriminating between
the Normal and IMI Groups by examining only the
analog displays obtained from individual patients.

3.2 Composite tracings

Figure 3 shows the respective analog patterns of
the composite tracings of the Lead aVF QRS
complexes of all the patients in the Normal Group
and of all the patients in the IMI Group. In con-
trast to the individual patients’ QRS complexes
shown in Figures 1 and 2, the composite tracings
in Figure 3 show visual synopses of the ECG
QRS patterns that incorporate all the recorded
data of the entire Normal Group and of the entire
IMI Group. The composite tracings in Figure 3
reveal marked differences between the Normal
vs. the IMI Groups. In the Normal Group com-
posite, the QRS complex is almost entirely posi-

tive. However, the IMI Group composite has a
broad initial negative component followed by a
broad and relatively low amplitude terminal posi-
tive component. Specifically, sampling intervals 4
through 32 of the IMI composite are negative and

Figure 1
Examples of Individual Tracings

In the Normal Group

Figure 2
Examples of Individual Tracings

In the IMI Group

the corresponding sampling intervals of the WNL
composite are positive.
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Figure 3
Composite Lead aVF QRS Morphology in Normal

vs. IMI Groups
Mean Voltages at Each Sampling Interval
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3.3 Z Scores

Figure 4 shows the Z score plot of the QRS data
in Lead aVF for all the patients in the IMI Group.
Similar to the linear display of the IMI Group’s
Lead aVF QRS voltage data shown in Figure 3,
the linear display of the Z scores has a broad ini-
tial downward deflection followed by a relatively
low amplitude upward deflection. The dashed
horizontal line indicates the level below which the
data of the IMI Group differ from the data of the
Normal Group at the P<0.05 level of confidence.
Only the 20 ms., 24 ms. and the 28-ms. samples
are below this dashed line. Therefore, it is at only
these three sampling intervals that the data of the
IMI Group differ statistically significantly from the
data of the Normal Group.

3.4 Diagnostic performances for
detecting prior IMI

The ROC curves revealed that at 98% specificity,
the respective diagnostic sensitivities for prior IMI
are:

 5% using the data from all the sampling inter-
vals

 34% using the data only from the 4 to 32 ms.
sampling intervals as guided by the compos-
ite voltage plots in Figure 3

 52% using the data from only the 20 to 28
ms. sampling intervals as guided by the Z
score plot in Figure 4.

Figure 4
Z Score Plot of Lead aVF QRS in IMI Group

The diagnostic performance yielded by using only
the 20 to 28 ms. sampling interval data was sta-
tistically significantly superior to that yielded by
the data from all the sampling intervals (chi
square = 199, P<4x10

-45
) and also to that yielded

by using only the 4 to 32 ms. data (chi square =
24.3, P<9x10

-7
).

4 Discussion

The analysis of analog patterns is important for
identifying and understanding conditions of inter-
est in such diverse fields as engineering, medi-
cine, statistics, economics and the social and
physical sciences. Relevant to the present study,
a cardiologist might be presented with arrays of
digital data that can be used to generate a stan-
dard analog ECG waveform. However, it is likely
that he will be able to interpret the analog wave-
form more efficiently than would be possible by
examining only the digital data. This is largely
because the human brain is highly adept at rec-
ognizing visual patterns.[7] This skill at pattern
recognition is exemplified by our ability to quickly
recognize a particular person’s face even when
that person is in a large crowd of other people.[8]

In studying analog displays of data, however, the
viewer must have reliable answers to these ques-
tions:

1. “What types of patterns in the displays should
I be looking for?”

2. “How much deviation from an expected pat-
tern should be considered abnormal.”

3. “Which, if any, portions of the analog display
meet that criterion for abnormality.”
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Together, the composite graphs and the Z score
plots provide answers to all three of these ques-
tions.

In contrast, as shown by the heterogeneity of the
patterns of the tracings in Figures 1 and 2, it is
difficult to infer general rules for distinguishing
between the Normal Group vs. the IMI Group by
examining only individual examples from each of
these groups. However, by using the mean volt-
ages at each sampling interval, the composite
tracings provide a more comprehensive picture of
the patterns associated with the Normal vs. the
IMI condition. The composite tracings provide
visually “averaged” analog patterns that exhibit
clear differences between the Normal and the IMI
Groups.

By accurately revealing the general types of vis-
ual patterns associated with phenomena of inter-
est, composite analog displays can also improve
the scientific understanding of those phenomena.
For example, statisticians often recommend that
researchers generate histograms of data to re-
veal whether the data have gaussian or non-
gaussian distributions.

The composite tracings shown in Figure 3 sug-
gest that the initial portions of the QRS com-
plexes in Lead aVF are more likely to discrimi-
nate between Normal and IMI than are the sub-
sequent parts of the QRS complex. This is be-
cause the initial part of the Normal composite is
positive and that of the IMI composite is negative.

The Z score plot in Figure 4 further refines this
observation. Figure 4 demonstrates that it is
specifically at the 20, 24 and 28 ms. intervals of
sampling that the data of the Normal and the IMI
Groups differ statistically significantly from each
other. Using the ROC curves to compare the
diagnostic performances for detecting IMI reveals
the importance of the increased analytical preci-
sion provided by the Z score plots. Employing
the data recorded from all the sampling intervals
yielded a diagnostic sensitivity of 5.0%. Using
only the data from the 4 ms. to the 32-ms. sam-
pling intervals as guided by the composite trac-
ings in Figure 3 increased the sensitivity to 34%.
Using only the data from the 20 to the 28-ms.
sampling intervals as guided by the Z score plot
further increased the sensitivity to 52%. All these
diagnostic sensitivities were obtained at 98%
specificity. Compared to using all the data in the
Normal and IMI Groups, the improvement in di-

agnostic performance as suggested by the com-
posite tracings is highly significant (P<9x10

-7
).

The incremental improvement produced by using
the Z score plot is even more significant (P<4x10-
45

).

The above observations can be used by those
charged with the task of diagnosing prior IMI with
the ECG. The present study’s findings suggest
that individual patients whose QRS complexes in
Lead aVF are abnormally negative at the 20, 24
or 28 ms. sampling intervals are especially likely
to have had a prior IMI.

There are additional ways in which the calculation
and graphing of Z score values can improve the
analysis of analog displays. First, the Z score
can clearly show which, if any, portions of an
analog tracing are greater or less than values that
represent a statistically significant difference from
a previously chosen normal standard or set of
baseline values. The horizontal dashed line in
Figure 4 demonstrates this capability. A person
who is reviewing a series of analog tracings could
quickly determine which, if any, portions of each
tracing intersect lines that represent various lev-
els of statistical significance, e.g. P<0.05
(Z>1.65), P<0.01 (Z>2.33) or P<0.001 (Z>3.08).
This process would enable the reviewer to quickly
and accurately determine the presence and loca-
tion of all statistically significantly abnormal por-
tions of each analog tracing.

Second, using Z scores facilitates the analog dis-
play of multiple parameters. It is often desirable
to display simultaneously graphs of parameters
whose raw data are measured using units of dif-
ferent scales. Producing a meaningful graph of a
parameter that is measured in large numerical
units may “drown out” the simultaneous display of
a parameter that is measured in smaller units.
However, this difficulty is avoided by graphing the
Z scores instead of the raw data. This is because
the Z scores of the data of all parameters are ex-
pressed in the same units – the SD. Therefore,
changes in all parameters that are represented
by Z scores will be meaningfully displayed on the
same scale in analog displays.

Third, in the present study, the Z scores ex-
pressed the statistical significance of portions of
data representing an abnormal condition (previ-
ous IMI) compared to corresponding data from a
normal condition (the absence of previous IMI).
An alternative use of Z scores would be to com-
pare the data collected during a period of moni-
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toring to the data obtained during a baseline pe-
riod. This would reveal any statistically significant
changes from the baseline condition. An exam-
ple of such an application would be stress testing
for the detection of ischemic heart disease.
Baseline ECG data can be collected from the pa-
tient during the initial period of rest. The means
and SDs of relevant ECG parameters during this
resting, baseline period would be calculated.
These means and SDs would be combined with
corresponding data obtained during the exercise
period to calculate Z scores of the exercise data.
The plots of these Z scores would show whether
there were any statistically significant ECG
changes that occurred during exercise. The use
of such a statistically based technique would
eliminate much of the subjectivity in the interpre-
tation of time series of data.

5 Conclusions

 The variability among individual analog
displays of nominally similar conditions of
interest can impair the identification of
these conditions.

 Composite analog displays of relevant
sets of data constitute “visual averages”
of the data.

 The composite displays help reveal
which parts of individual analog displays
discriminate best between cases and
non-cases of the condition interest.

 Z score plots further improve the accu-
rate detection of cases of the condition of
interest.
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Abstract - This paper aims at the data acquired by 
BRATUMASS (Breast tumor microwave sensor system), 
discussing from multi-fractal perspective to find the 
difference among different population fractal spectrum 
parameters, and then proposes a signal multi-fractal 
calculation model. In a statistical sense, the model calculated 
results show that the presence of breast tissue lesions would 
break the original breast tissue eigenvalue distribution rules, 
manifested as α0 decreased; moreover, lesions will cause 
some data of the original rule deletion, manifested as 
spectrum width Δα narrowed distinctly. With respect to 
several pathological experiment data, the most serious 
degree is caused by malignant lesions (breast cancer), 
manifested as Δα and α0  reaching a minimum. 

Keywords: Multi-fractal; BRATUMASS; Fractal spectrum; 
Breast cancer  

1 Introduction 
In recent years, with the development of fractal theory, 

it has been noted that tissue carcinogenesis can be described 
by fractal theory. Studies have shown that [1] tumor and 
cancer seemingly complex process system, is actually 
described by repeatedly calculating simple recursive formulas. 
The main difference between cancer cells and normal cells is, 
the former development almost stopped, and splitting speed 
is  extraordinarily rapid, irregular, inconsistent, vague, 
clutter and chaos The cancer cells and its diffusion formed 
with bifurcation structure. The cancerous area is a chaotic 
region and also there is a similar singular attractor of 
carcinogenesis fractal element. People also know from 
analysis on breast cancer tissue cell nucleus forma that breast 
cancer and breast fibroadenoma are with fractal 
characteristics, fractal dimension quantitatively describes the 
irregular extent of tumor cell nucleus shape. It is of 
significance for the identification of benign and malignant 
tumor on pathology, and can be used as a reference index in 
the differential diagnosis of breast cancer [2]. In generally, 

the higher degree of malignancy is the worse cells 
differentiation [3]. On morphologically It can be roughly 
identify whether the lump is malignant or not[4], malignant 
tissues such as "Coral shape", its boundary is not clear, there 
are strands of infiltrating between tumor and gland; for the 
benign such as "cobblestone shape", its boundary clear and 
regular. 

Breast tumor microwave sensor system (BRATUMASS) 
is a breast tumor data acquisition system which is using the 
difference of dielectric constant and conductivity parameters 
between malignant tumor tissue and normal breast tissue, to 
localize the breast tumor by detected target dielectric 
properties [5]. On data processing, According to the targets 
distance distribution, transforming the sampling signal in 
time domain to the corresponding whole detection space 
electromagnetic property distribution, which is in order to 
achieve the malignant tissues detection. However, from the 
aspect of microwave signal feature, how to use the intrinsic 
feature to detect the target and find proper signal parameters 
to remark the characterization of malignant breast lesions, is 
a work of practical significance, and is also a challenge [6]. 
This paper is from the perspective of application of 
multifractal signals processing, based on BRATUMASS 
system experimental data, discussing the corresponding 
meaning of fractal parameters, putting forward with the 
multifractal calculating model steps, through analysing the 
different medical clinical cases experiment parameters, 
resulting in the difference among different breast tissues 
lesions in fractal spectrum parameter.  

2 Multifractal spectrum 
2.1 Model 
 The multifractal theory is applied for BRATUMASS 
system signal analysis in which we should transform time 
domain sampling signal data to the corresponding detection 
space electromagnetic property distribution(spectral sequence 
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[xi])[5], which are a function of the target distance. The 
multifractal spectrum [7][8] calculation steps are as follows:  

Normalize spectral sequence xi, and represented by①  

i
i

i

xp
x

=
∑                                  (1)  

And then, divide the normalized spectrum sequence to non-
overlapped segmentation window, which range interval is L. 

② Calculate each window (or box) spectrum peak probability 
pj(L), the spectrum peak probability equal to the sum of all 
normalized segmentation window of spectral sequences.  

Select the appropriate value③  q, through pj(L) calculating 
the q partition function 

∑
=

=
n

j

q
jq LpM

1
)(                         (2) 

Where, n is the total window number of time and space 
distance which is equal to L; q is a real number which range 
from -∞  to +∞ . Considering multifractal distribution, 
partition function with window length obeys the following 
scale relations [9][10]: 

)(q
q LM τ∝                                (3) 

○4 Drawing the corresponding ln(L) ~ ln(Mq(L)) curve 
according to equation (3) , if there is a good linear 
relationship of ln(Mq(L)) with the change ln(L), then the 
distribution obeys multifractal distribution [11][12]. The 
slope of the ln(L) ~ ln(Mq(L)) curve is τ(q), from which can 
calculate the  multifractal spectrum[13][14]. The calculation 
formula is as follows: 

[ ] )()( qq
dq
d ατ =                        (4) 

)()()( αατ fqqq −=                    (5) 

Figure 1 is an example of the preprocessed BRATUMASS 
system signal ln(L) ~ ln(Mq(L)) diagram. We can see that 
signal preprocessed by BRATUMASS signals obviously 
comply with the multifractal rule.  

2.2 The significance of model parameters 
α describes the singular degree of spectral sequence 

in each interval, fractal spectrum width Δα =α max-α min  
characterizes the difference between minimum and 

maximum probability, and it shows the distribution 
uniformity of normalized feature parameters of the fractal 
structure[14][15][16]. We apply it to the preprocessing 
sequence in BRATUMASS system, then α  reflects the 
characteristic value, αis smaller, the eigenvalue is higher, 
Vice versa. Here αmin represents the maximum eigenvalue 
(exponent), αmax represents the minimum eigenvalue. Δα 
reflects the fluctuation extent of eigenvalue. Greater Δα 
represents bigger change of regional eigenvalue; Δα = 0 
corresponds to completely uniform distribution. f (α ) 
reflects the frequency of occurrence eigenvalue which is α 
corresponded. The larger of f (α), the more frequency of 
occurrence α corresponded. f (αmin) and  f (αmax) correspond 
to the subset of the fractal dimension of αmin andαmax, 
respectively[16][17][18]. The maximum of   f (α) is the 
peak of multifractal spectrum, corresponding to the peakα
recorded asα0, the mean of all the individual α0 in same 
categories of clinical cases group recorded as 0α ;  
characteristic  parameter Δα can  be  divided  into       

min0 ααα −=∆ L and max 0Hα α α∆ = −  represent the 
left and right side of the multi fractal spectrum range ofα, 
respectively [18] 

 

Figure1 an example of signal ln(L) – ln(Mq(L)) diagram 

3 Statistics and analysis of experimental 
signals 
In the present experiment, there were 13 cases (definite 

diagnosis after surgical operation) effective breast cancer 
patients’ data, 22 fibroma lesions data, 13 other breast 
disease data and 8 normal cases’ data. Figure 2 is the  
diagram  of f(α) ~αmultifractal spectrum calculated by 
above multifractal analysis method. At least, it can be seen 
from Figure 2 these several note points: 

1) All the  f(α) ~ α of obtained data is with a single 
peak, which is an important feature of multifractal signal 
[19][20].   
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2)13 cases of breast cancer data α distribution are 
between 0.4-1.6, but breast disease, such as fibroma, etc. and 
healthy people appeared over the spectral distribution of 0.4-
1.6. Furthermore, we consider Δα distribution: breast cancer 
spectral width Δα < fibroma data spectrum width Δα < 
General breast disease spectrum width Δα< normal 
population breast data spectrum width Δα. 

 

 

 

 

                  Figure 2   multifractal analysis results 

3) The variation of the mean value of multifractal 
spectrum peak α0 is very obvious, the breast cancer data 

spectrum peak point 0α < fibroma data spectrum peak point 

0α < general breast disease 0α < normal population data 

spectrum peak point  0α . Table 1 is the result of multifractal 

spectrum peak mean value 0α and spectrum width Δα. The 
difference α0 between different groups within individuals is 
shown in Figure 3, different individuals value of α0.  The 
population number 1 is the data in breast cancer patients; 2 is 
fibroma population data; 3 is a group of data of patients with 
breast disease; 4 is a normal population data. As can be seen 
in the same population, there is little difference between the 
α0 
value.

 
 

Figure 3 α0 value of different individuals. The population 
number 1 is breast cancer population data, in which effective 
data is 13; 2 is fibroma population data, in which effective 
data is 22; 3 is mastopathy population data, in which 
effective data is 13; 4 is the normal population data, in which 
effective data is 8 

Table 1.     multifractal spectrum peak average 0α of 
received data 

Population  
type 

        
0α               Δα 

breast cancer 1.0557527460646 1.0224925818808 

fibroma 1.05906415779319 1.04652224615539 

mastopathy 1.05992643184810 1.10510388810413 

normal 1.06167884518363 1.15938913828987 
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We can conclude from the meaning of f (α) ~ αspectrum 
that the experimental data is of multifractal properties 
obviously, and in the αspectrum distribution interval view, 
the distribution of breast cancer interval significantly reduced 
(limited between 0.4-1.6), which indicates the eigenvalue 
corresponding tissue species distribution decreased 
significantly, further clarify the differentiation degree 
decreased obviously. From health population to the breast 
cancer population,  the α 0 value decreased, further 
explained the breast cancer causing local tissue 
differentiation weakened. As a result, the differentiation 
decreased degree of breast cancer is stronger, the 

corresponding 0α is smallest. Fibroma is smaller, 
mastopathy is small. The value of different populations of 
multifractal spectrum contrasts as shown in figure 4. 

 

Figure 4   Comparison of different populations of 

multifractal 0α spectrum value 

4 Conclusions 
 We can conclude from the current analyses of existing 
data results that the microwave back scattering signal 
obtained by BRATUMASS through preprocessing is with 
obvious multifractal characteristics. The multifractal rule of 
BRATUMASS signal actually corresponds to the actual 
breast tissue eigenvalue distribution, from a certain aspect, it 
has fractal characteristics. It can be drawn from the above 
results that the normal cases breast tissue distribution 
corresponded α spectral width and peak value is large, and 
lesions tissue cause the width and peak of multifractal 
spectrum decreased, it lead to the change of tissue eigenvalue 
distribution , above all , this change to maximum which is 
caused by malignancy lesions. We can indicate that normal 
breast tissue has intrinsic regularities of distribution in its 
fractal analysis space, and the above research shows that 
regular pattern are broken by lesions tissue (corresponding to 
α0 reduced), which lead to some part of regular pattern lost 
(corresponding to spectral width Δα smaller), above all, the 
malignant lesions caused loss is the most serious (Δα and α0 
reach minimum). The study of fractal characteristics of the 
BRATUMASS signal, namely, which is corresponds to the 
pathological changes of local tissue differentiation degree of 

change. And it is also greatly important for cancer detection 
and classification. 
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Abstract:  Time-frequency distributions (TFD) are an alternative for signal analysis associated to Doppler 
ultrasound blood flow measurement, since these do not suppose that the signal is stationary. TFD have a 
scaling factor with which an optimization problem to get spectral estimations can be proposed. The 
optimization problem can be solved analytically or experimentally considering the characteristics of the 
studied signals that correspond to three simulated Doppler ultrasound quasi-stationary signals represent a 
typical blood flow in the Carotid, Coronary and Femoral arteries. Modified-B, Choi Williams, Born Jordan 
and Bessel distributions are considered. In this work the optimal scaling factor values, the so-called optimal 
parameters have been determined experimentally for different conditions of SNR and window length to 
estimate pseudo instantaneous mean frequency (PIMF) and RMS bandwidth (RMSB). Modified-B 
distribution produces the best PIMF and RMSB spectral estimations. 

 
Keywords: Time-Frequency Distributions, Signal Analysis, Doppler ultrasound blood flow. 

 
 
 

1.- INTRODUCTION 
 
The analysis of a signal ( )tx  using the Fourier 
transform magnitude reveals which frequency 
components are present but it does not locate them 
temporarily. If a signal is multiplied by a sampling 
window ( )tW , with support 22 TtT <<− , then the 
temporal location of the frequency components 
capability is artificially introduced. In this way, the 
spectrogram ( ),S t ω  is obtained: 
 

 ( ) ( ) ( )
2

, τττω ωτdextWtS j−
∞

∞−
∫ −=  (1) 

 
Nevertheless, as the support of ( )tW  diminishes, the 
temporal resolution increases but the frequency 
resolution diminishes. In the opposite case, as the 
support of ( )tW  increases, the temporal resolution 
diminishes but the frequency resolution increases. 
Further, the use of the Fourier transform supposes 
that the signal is stationary. For the case of the 
signals associated to Doppler ultrasound blood flow 
measurement, this supposition is fulfilled as the 
support of ( )tW  diminishes, sacrificing the frequency 
resolution. 
 
Time frequency distributions (TFD) (Cohen, 1989) 
are an alternative for signal analysis associated to 
Doppler ultrasound blood flow measurement, since 
they do not suppose that the signal is stationary. 
Further, the temporal location of the frequency 

components is done in an intrinsic way and they do 
not suffer from the commitment between the 
temporal and frequency resolutions explained 
previously. 
 
The Time Frequency Distributions have a scaling 
factor with which an optimization problem to get 
spectral estimations can be proposed. Two spectral 
estimations are considered: pseudo instantaneous 
mean frequency and RMS bandwidth. This 
optimization problem can be solved analytically 
(Boashash, and Sucic, 2003) or experimentally 
considering characteristics of the studied signals. The 
considered signals are three simulated Doppler 
ultrasound quasi-stationary signals that represent a 
typical blood flow in the Carotid, Coronary and 
Femoral arteries. Modified-B, Choi Williams, Born 
Jordan and Bessel distributions are considered. 
 
Previous works have suggested optimal scaling factor 
values experimentally calculated (García, et. al, 2002 
b; Cardoso, et al., 1996). 
 
 

2. TIME FREQUENCY DISTRIBUTIONS 
 
The time frequency distributions (TFD) of the Cohen 
class considered in this work are the Bessel, the Born 
Jordan, the Choi Williams and the Modified-B 
distributions. 
 
The discrete TFD of a complex signal x(n) of length 
L=2N-1, whose elements are numbered from 1-N to 
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N-1, when it is evaluated at discrete time n=0, and 
optimized (Boashash, and Black, 1987) is: 
 

( ) ( ) ( ) ( )

( ) ( ) ( )

21
*

0

*

0, 4Re 0,

2 0 0 0,0

kN j
N

GAF

GAF

DTFD k W W f e

W W f

π τ

τ

τ τ τ
− −

=

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
−

∑  (2) 

 
where ( ),GAFf n τ  is the generalized autocorrelation 
function, W(n) is a (Hanning) sampling window of 
length L=2N-1, and k is the discrete frequency taking 
integer values from 0 to N-1. 
 
The ( )GAFf •  for the discrete Bessel TFD (Guo, and 
Durand, 1994) is: 

 ( )

( ) ( )
{ }

{ } 2min 2 , 1
*

max 2 , 1

0,

1 1
2
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N

N

f

x x
α τ τ

µ α τ τ

τ

µ
µ τ µ τ

πα τ ατ

− −

= − − + +

=

⎛ ⎞⎛ ⎞⎜ ⎟− + −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑

 (3) 

 
where α is a scaling factor taking the half of any 
natural value. Note that ( ) ( ) ( )*0,0 0 0GAFf x x= . 
 
The ( )GAFf •  for the discrete Born Jordan TFD 
(Cohen, 1989) is: 

 ( )

( ) ( )
{ }

{ }min 2 , 1
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1
4

GAF

N

N

f

x x
α τ τ

µ α τ τ

τ

µ τ µ τ
α τ

− −

= − − + +

=

⎛ ⎞
+ −⎜ ⎟⎜ ⎟

⎝ ⎠
∑

 (4) 

 
where α is a scaling factor taking the half of any 
natural value. Note that ( ) ( ) ( )*0,0 0 0GAFf x x= . 
 
The ( )GAFf •  for the discrete Choi-Williams TFD 
(Choi, and Williams, 1989) is: 
 

 
( )

( ) ( )
2
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1
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e x x
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τ σ
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⎝ ⎠

∑
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where σ is a scaling factor taking any positive real 
value. Note that ( ) ( ) ( )*0,0 0 0GAFf x x= . 
 
The ( )GAFf •  for the discrete Modified-B TFD 
(Hussain, and Boashash, 2002) (Boashash, et al, 
2013)  is: 

 
( )

( )
( ) ( )

( ) ( )
1

2 1 2 2
1

0,

2 1
2 cosh
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N

N

f

x x
ατ

α
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α µ

− −
∗

−
=− + +

=

⎛ ⎞Γ
+ −⎜ ⎟⎜ ⎟Γ ⎝ ⎠

∑
 (6) 

 
where α is a scaling factor taking any positive real 
value. 
 
 

3.-  OPTIMAL PARAMETER 
 
An optimal parameter is that time frequency 
distribution scaling factor value that minimizes the 

RMS error of a spectral estimation. The value of the 
optimal parameter depends on the spectral estimation 
that is realized. Also it depends on the length of the 
sampling window (L) and noise to signal ratio 
(SNR). In this work it is considered the spectral 
estimations of the pseudo instantaneous mean 
frequency (PIMF) and RMS bandwidth (RMSB). In 
consequence, optimal parameters are calculated for 
each of them. 
 
In this work an experimentally determination of 
optimal parameters is accomplished. 
 
 

4. DOPPLER ULTRASOUND SIGNAL 
SIMULATION 

 
In order to characterize the pseudo instantaneous 
mean frequency (PIMF) and the RMS bandwidth 
(RMSB) error estimations when the TFD are used, it 
has been proposed the utilization of three simulated 
Doppler ultrasound quasi-stationary signals that 
represent a typical blood flow in the Carotid, 
Coronary and Femoral arteries. Their characteristics 
are well documented (Evans, 2000) (De Lazzari, et 
al., 2006). 
 
Briefly, the signals’ duration is 30 cardiac cycles at 
61.6 ppm; they have a constant RMSB of 100Hz and 
their PIMF wave form are shown in figures 1a to 1c. 
The simulation procedure is accurate described in 
(Cardoso, et al., 1996). In this work, a sampling rate 
fo=12800Hz is considered. Note that the sampling 
rate must be four times the signal’s maximum 
frequency when TFD are used. 
 
A white noise is added to the whole signal before 
starting the signal analysis procedure, according to 
typically prescribed signal noise ratios (SNR). In this 
work, SNR of -30dB and noiseless cases are 
considered (the minus sign will be omitted). 
 
 

 
Fig 1a: Signal’s pseudo instantaneous mean 

frequency (PIMF) wave form of the simulated 
Doppler ultrasound quasi-stationary signal that 
represents a typical blood flow in the Carotid 
artery. 
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Fig 1b: Signal’s pseudo instantaneous mean 

frequency (PIMF) wave form of the simulated 
Doppler ultrasound quasi-stationary signal that 
represents a typical blood flow in the Coronary 
artery. 

 

 
Fig 1c: Signal’s pseudo instantaneous mean 

frequency (PIMF) wave form of the simulated 
Doppler ultrasound quasi-stationary signal that 
represents a typical blood flow in the Femoral 
artery. 

 
 

5. SPECTRAL ESTIMATION 
 
The spectral estimation of both the RMSB and the 
PIMF is worked out as in (Cardoso, et al., 1996; Fan, 
and Evans, 1994). Their procedures have a common 
part. First, a signal piece of length L is taken from the 
nth to the (n+L-1)th elements of the whole signal, it 
will be called the nth signal window. In this work, L 
can be 127, 255, 511 and 1023, and L=2N-1. The 
signal window’s elements are numbered in the 
discrete time domain from 1–N to N-1. The 
quadrature signal’s elements are also numbered in the 
discrete time domain from 1-N to N-1. Second, the 
TFD of this quadrature signal is calculated using 
equation (2) and (3), (4), (5) or (6) depending on the 
study case, considering prescribed scaling factors. 
The TFD’s elements are numbered in the discrete 
frequency domain from –N/2 to N/2-1. 
 

Finally, the pseudo instantaneous power distribution 
(PIPD) of this TFD is calculated. Its elements are 
also numbered in the discrete frequency domain from 
–N/2 to N/2-1. The PIPD is defined as: 
 

 

( ) ( ) ( )
( )⎩

⎨
⎧

<

≥
=

0,00
0,0,0

,0
kTFD
kTFDkTFD

kPIPD

 (7) 
 
In case of the PIMF calculation, the pseudo 
instantaneous mean frequency associated to the nth 
window signal is stated by: 
 

 ( )
( )

( )

2 1

2
2 1

2

0,

0,

N

k
k N

N

k N

f PIPD k
PIMF n

PIPD k

−

=−

−

=−

•

=
∑

∑
 (8) 

 
where fk is the real frequency associated to discrete 
frequency k. Observe that n can be considered as the 
whole signal’s discrete time variable, running from 0 
to T-L. Indeed, it represents the total amount of fully 
overlapped signal windows of length L in the whole 
signal (an overlapping of L-1 elements). That is, the 
PIMF(1) correspond to the 1st signal window; the 
PIMF(2), to the 2nd signal window; and so on. On the 
other hand, in case of the RMSB calculation, the 
RMS bandwidth associated to the nth window signal 
is stated by: 
 

 ( )
( )( ) ( )

( )

2 1
2

2
2 1

2

0,

0,

N

k
k N

N

k N

PIMF n f PIPD k
RMSB n

PIPD k

−

=−
−

=−

− •

=
∑

∑
(9) 

 
with the same considerations as in equation (8). 
 
 

6. ERROR ESTIMATION 
 
Typically, in any spectral estimation, the error has 
two independent components (Cardoso, et al., 1996). 
The first component represents the mean of the errors 
of the estimated values respect to the theoretic 
values. That error will be called the bias. The second 
component represents the standard deviation of those 
errors. Then, the root mean square (RMS) error is 
estimated according to: 
 

 
22 stdbiaserrorRMS +=  (10) 

 
In case of calculating the error estimation of the 
PIMF, it can be done with: 
 
 ( ) ( ) ( )estimated theoreticerror n PIMF n PIMF n= −  (11) 

 ( )
1

1 m

n
bias error n

m =

= ∑  (12) 
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 ( )( )22

1

1 m

n
std error n bias

m =

= −∑  (13) 

 
where m is the total amount of fully overlapped 
signal windows of length L in the whole signal of 
length T, in consequence, m= T-L+1. Whereas, in 
case of calculating the error estimation of the RMSB, 
it can be done with: 
 
 ( ) ( ) ( )estimated theoreticerror n RMSB n RMSB n= −  (14) 
 
with the same considerations as in equations (11), 
(12) and (13). 
 
 

7.-  RESULTS 
 
The following graphs show the spectral estimation 
errors which are obtained for different values of 
scaling factors. Note that the graphs have a minimum 
point defining the optimum value of the scaling 
factor, that is, the optimal parameter.  
 
The analysis is done separately for PIMF and RMSB. 
Similar results are obtained when analyzing the 
Carotid, Femoral or Coronary blood flow simulated 
signals. 
 
7.1.- Bessel Distribution 
 
Figures 2a and 2b shows the results obtained using 
Bessel distribution for window length of L=511 and 
without noise. 
 
Table 1 shows optimal parameters for different 
window lengths and noise levels for both, PIMF and 
RMSB estimations. 
 
 

 PIMF RMSB 
L Noiseless SNR=30 Noiseless SNR=30 

127 3 3 3 3 
255 3 3 3 3 
511 3 3 3 3 

1023 3 3 3 3 
Table 1: Optimal parameters for Bessel distribution. 

 
 
7.2.- Born Jordan Distribution 
 
Figures 3a and 3b shows the results obtained using 
Born Jordan distribution for window length of L=511 
and without noise. 
 
Table 2 shows optimal parameters for different 
window lengths and noise levels for both, PIMF and 
RMSB estimations. 
 
 

 
Fig 2a: PIMF estimation error as a function of scaling 

factor value using Bessel distribution. Optimal 
parameter for L=511 without noise is 3α = . 

 

 
Fig 2b: RMSB estimation error as a function of 

scaling factor value using Bessel distribution. 
Optimal parameter for L=511 without noise is 

3α =  
 

 PIMF RMSB 
L Noiseless SNR=30 Noiseless SNR=30 

127 2 1 2 1 
255 2 1 2 1 
511 2 1 2 1 

1023 2 1 2 1 
Table 2: Optimal parameters for Bessel distribution. 

 

 
Fig 3a: PIMF estimation error as a function of scaling 

factor value using Born Jordan distribution. 
Optimal parameter for L=511 without noise is 

2α = . 
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Fig 3b: RMSB estimation error as a function of 

scaling factor value using Born Jordan 
distribution. Optimal parameter for L=511 
without noise is 1α = . 

 
 
7.3.- Choi Williams Distribution 
 
Figures 4a and 4b shows the detailed results obtained 
using Choi Williams distribution for window length 
of L=511 and without noise. 
 
Table 3 shows optimal parameters for different 
window lengths and noise levels for both, PIMF and 
RMSB estimations. 
 

 PIMF RMSB 
L Noiseless SNR=30 Noiseless SNR=30 

127 0.3 0.4 5 13 
255 0.3 0.3 6 12 
511 0.3 0.4 6 12 

1023 0.4 0.6 6 12 
Table 3: Optimal parameters for Choi Williams 

distribution. 
 

 
Fig 4a: PIMF estimation error as a function of scaling 

factor value using Choi Williams distribution. 
Optimal parameter for L=511 without noise is 

0.3σ = . 
 

 
Fig 4b: RMSB estimation error as a function of 

scaling factor value using Choi Williams 
distribution. Optimal parameter for L=511 
without noise is 6σ = . 

 
 
7.4.- Modified-B Distribution 
 
Figures 5a and 5b shows the results obtained using 
Modified-B distribution for window length of L=511 
and with SNR=30dB. 
 
Table 4 shows optimal parameters for different 
window lengths and noise levels for both, PIMF and 
RMSB estimations. 
 

 PIMF RMSB 
L Noiseless SNR=30 Noiseless SNR=30 

127 0.007 0.06 0.007 0.05 
255 0.004 0.03 0.004 0.03 
511 0.005 0.03 0.005 0.03 

1023 0.007 0.03 0.007 0.03 
Table 4: Optimal parameters for Modified-B 

distribution. 
 

 
Fig 5a: PIMF estimation error as a function of scaling 

factor value using Modified-B distribution.  
Optimal parameter for L=511 with SNR=30dB is 

0.005α = . 
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Fig 5b: RMSB estimation error as a function of 

scaling factor value using Modified-B 
distribution. The optimal parameter for L=511 
with SNR=30 is 0.03α = . 

 
 

8.-  RESULTS ANALYSIS 
 
Tables 1, 2 3 and 4 show optimal parameters 
(optimal scaling factor values) experimentally 
obtained for Bessel, Born Jordan, Choi Williams and 
Modified-B respectively. Note that optimal 
parameters may depend on window length, SNR. 
Also, optimal parameters may be different for PIMF 
and RMSB spectral estimation. 
 
Figure 6 compares the error in the PIMF estimation 
for the different TFD considered, using optimal 
parameters, without noise, and considering different 
window lengths (L=127, 255, 511 and 1023). 
 
It is observed that the TFD that more accurately 
estimates the PIMF is the B-Modified, followed by 
Born Jordan and Choi Williams, estimating it nearly 
alike; finally Bessel distribution. 
 

 
Fig. 6.- Error in estimating the PIMF with optimal 

parameters. 
 
Figure 7 compares the error in the RMSB estimation 
for the different TFD considered, using optimal 
parameters, without noise, and considering different 
window lengths (L=127, 255, 511 and 1023). 
 

It is observed that the TFD that more accurately 
estimates the PIMF are the B-Modified and Choi 
Williams, estimating it nearly alike, followed by 
Born Jordan and, finally, Bessel distribution. 
 

 
Fig 7.- Error in estimating the RMSB with optimal 
parameters. 
 
 

9.-  CONCLUSIONS 
 
In this work the optimal scaling factor values, the so 
called optimal parameters, have been determined 
experimentally for different conditions of SNR and 
window length to estimate PIMF and RMSB. The 
results are shown in tables 1 to 4. The considered 
signals were three simulated Doppler ultrasound 
quasi-stationary signals that represent a typical blood 
flow in the Carotid, Coronary and Femoral arteries. 
 
Bessel, Born Jordan, Choi Williams and Modified-B 
distributions were considered; tables 1, 2 3 and 4 
show optimal parameters (optimal scaling factor 
values) experimentally obtained respectively. Note 
that optimal parameters may be different for 
estimating PIMF and RMSB. Also, the Modified-B 
distribution produces the best PIMF and RMSB 
spectral estimations. 
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Project Goals- The KBase project aims to provide the 
computational capabilities needed to address the grand 
challenge of systems biology: to predict and ultimately design 
biological function. KBase enables users to collaboratively 
integrate the array of heterogeneous datasets, analysis tools 
and workflows needed to achieve a predictive understanding 
of biological systems. It incorporates functional genomic and 
metagenomic data for thousands of organisms, and diverse 
tools including (meta)genomic assembly, annotation, network 
inference and modeling, thereby allowing researchers to 
combine diverse lines of evidence to create increasingly 
accurate models of the physiology and community dynamics 
of microbes and plants. KBase will soon allow models to be 
compared to observations and dynamically revised. A new 
prototype Narrative interface lets users create a reproducible 
record of the data, computational steps and thought process 
leading from hypothesis to result in the form of interactive 
publications. 
 
Keywords: Bioinformatics, Metagenomics, Systems Biology 
 
 
 
 
 

1     Introduction 
 
      The Department of Energy (DOE) Systems Biology 
Knowledgebase (KBase) is an emerging computational 
environment that enables researchers to bring together the 
diverse data, algorithms, analytical tools, and workflows 
needed to achieve a predictive understanding of biological  

Figure 1 : KBase Overview 
 
systems (see Fig.1). As a project supported by the Office of 
Biological and Environmental Research within the DOE 
Office of Science, KBase focuses on microbial and plant 
systems that support DOE missions in energy production and 
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environmental science. However, the KBase approach to 
analyzing and modeling DOE-relevant microbes and plants 
can be applied to organisms from across the tree of life. 
 
2     KBase Overview 
 
      The overview diagram (Fig. 1) shows how users interact 
with KBase by uploading biological data, analyzing it with 
tools developed by both KBase and the community, and using 
analysis results to drive experiments and a better 
understanding of biological systems. 
 
KBase is also an open and extensible development 
environment that invites and trains community members to 
contribute new tools and data. Tool developers can implement 
their methods as new KBase services, making their tool 
accessible to a wide user community and placing a world of 
biological data at their fingertips for tool validation. Data 
producers can integrate their data into the KBase data model, 
so that all of the analysis and visualization tools available in 
KBase may be applied to interpret the data. By enabling 
members of the community to integrate and use a wide 
spectrum of analysis tools and datasets, KBase will serve as a 
catalyst for biological research, accelerating discovery for 
DOE missions and providing insights and benefits that can 
ultimately serve numerous application areas. 
 
Systems biology is driven by the ever-increasing wealth of 
data resulting from new generations of genomics-based 
technologies. With the success of genome sequencing, biology 
began to generate and accumulate data at an exponential rate. 
In addition to the massive stream of sequencing data, each 
type of technology that researchers use to analyze a sequenced 
organism adds another layer of complexity to the challenge of 
understanding how different biological components work 
together to form a functional living system. Achieving this 
systems-level understanding of biology will enable 
researchers to predict and ultimately design how the system 
will function under certain conditions. Gaining this predictive 
understanding, however, requires an unprecedented level of 
collaboration among researchers in different disciplines 
around the world. A new collaborative computational 
environment is needed to bring these researchers together so 
they can share and integrate large, heterogeneous datasets and 
readily use this information to develop predictive models that 
drive scientific discovery.  
 
KBase is funded by the U.S. Department of Energy, Office 
of Science, Office of Biological and Environmental 
Research 
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Abstract –Mu et al. have published an extensive dataset of 
SNPs collected in the context of the response of the malaria 
parasite to drug treatment. We looked for networks centered 
on proteins shown to be under positive selection in the face of 
drug treatments. Thesees proteins were often associated with 
subnetworks involved in invasion of the host cell by the 
parasite. 

Keywords: malaria, networks, evolutionary analysis 

 

1 Introduction 
  Malaria is one of the most serious infectious diseases in 
the world, affecting 300-500 million people, and is 
responsible for nearly one million deaths every year. The 

rapid evolution and spread of drug resistance in parasites has 
led to an increase in morbidity and mortality rates in malaria-
afflicted regions. Drugs impose positive selection on the 
malaria parasite Plasmodium falciparum, leaving genomic 
signatures. Recent genome-wide association studies (GWAS) 
of 189 parasite isolates revealed thousands of single 
nucleotide polymorphisms (SNPs) [1]. Here we explore the 
protein-protein associations of genes that were under positive 
selection for drug response. Our network analysis reveals 
previously uncharacterized proteins that are implicated in a 
wide variety of cellular processes, including transport, 
transcriptional regulation, translation, signal transduction, cell 
cycle, entry to the host, and metabolism. This systems-level 
analysis allowed us to identify the evolutionary signatures of 
networks that show genotype-phenotype association, 
providing new insights into parasite biology, pathogenesis 

Figure 1. The largest subnetwork generated using the iHS proteins from Mu et al. 
The iHS proteins are shown in lighter gray with their gene IDs. Note that only the 

390 edges between the high iHS proteins and their first neighbors in the 
subnetwork are shown. 
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and virulence. The hub proteins with high connectivity 
showing a high degree of genetic variability can serve as 
potential drug targets. 

2 Results and Discussion 
 We downloaded the set of high confidence protein-
protein associations (defined as having an S_value ≥ 0.7) for 
P. falciparum from the STRING database. Mu et al. found 51 
loci with integrated haplotype scores (iHS) that were 
unusually large (> |2.3|), indicating that these alleles were 
responding to selective pressures imposed by drug treatments. 
Twenty-four of these loci were in the high confidence 
association network. We extracted the subnetworks that 
involved the proteins encoded by these loci. They ranged in 
size from two to 288 nodes. Figure 1 shows the largest 
subnetwork. Although only 390 direct links are shown, in 
reality 8,809 edges connect this set of nodes, indicating that 
the subnetwork is modular, a result supported by its relatively 
high clustering coefficient (0.684). The largest subnetwork 
contains three of the iHS proteins from the Mu et al. paper. 
The two most highly connected of these nine proteins are 
plasmepsinX (PF3D7_0808200) and the apical membrane 
antigen 1 (AMA1) (PF3D7_1133400). The former is an 
aspartyl protease and is thought to be involved in host cell 
invasion and in growth and replication of the parasite inside 
the host cell. The latter is an adhesion and is also involved in 
host cell invasion. The next three most highly connected iHS 

proteins in this subnetwork are all of unknown function, 
although they are conserved across multiple species of 
Plasmodium. In fact, just over half of the nodes in this 
subnetwork represent proteins of unknown function, so it 
seemed worthwhile to do an enrichment analysis. Given that 
the two most highly connected proteins are linked to host cell 
invasion, it is not surprising that the enrichment analysis (see 
Figure 2) strongly indicates that this set of proteins is 
associated with merozoite movement into the host cell. One 
of the iHS proteins in this subnetwork, AMA1 
(PF3D7_1133400), has already been identified as potential 
vaccine candidate, as blocking it with antibodies inhibits cell 
invasion. A second, P48/45 (PF3D7_1346700), also induces 
an antibody response in the host. The three proteins of 
unknown function (PF3D7_0705100, PF3D7_1327400, and 
PF3D7_1313500) are not surface-associated, but may play a 
crucial role in the virulence of the parasite. Disruption of 
PF3D7_0705100 has been shown to attenuate blood-stage 
growth and the other two may play similarly important roles.. 

3  Conclusions 
The approach laid out here will help researchers understand 
how to circumvent drug resistance in the malaria parasite and 
suggest novel drug targets.. 

4 References 
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Figure 2. Enrichment analysis for proteins in the 288 
node subnetwork. Analysis was done with BiNGO, 

using default settings. Gray color indicates a 
probability of 2 x 10-7 that the proteins represent a 

random set 
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Abstract 

Photoacoustic Tomography (PAT) is a promising medical 

imaging modality by reason of its particularity. It combines 

optical imaging contrast with the spatial resolution of 

ultrasound imaging, and can distinguish changes in 

biological features in an image. For these reasons, many 

studies are in progress to apply this technique for diagnosis. 

But, real-time PAT systems are necessary to confirm 

biological reactions induced by external stimulation 

immediately. Thus, we have developed a real-time PAT 

system using a linear array transducer and a custom-

developed data acquisition board (DAQ). To evaluate the 

feasibility and performance of our proposed system, two 

types of phantom tests were also performed. As a result of 

those experiments, the proposed system shows satisfactory 

performance and its usefulness has been confirmed. 

Keywords-Photoacoustic Tomography, Linear array 

transducer, Real-time imaging 

 

I.  INTRODUCTION  

Photoacoustic Imaging(PAI) is a hybrid imaging 

modality which combines features of optical and acoustical 

imaging. Pure optical imaging like optical coherence 

tomography (OCT) has high image contrast but low imaging 

depth. PAI has high image contrast similar to optical 

imaging, but overcomes some weaknesses of optical imaging 

by using acoustical measurements[1-4]. In addition, PAI can 

measure biological changes because components of 

biological tissue have different optical absorption, which is a 

main factor in the photoacoustic effect. To confirm a 

biological reaction induced by external stimulation 

immediately using PAI methods in vivo, real-time 

Photoacoustic Tomography (PAT) systems have recently 

been studied by many research groups,  In this study, we 

present a real-time PAT system for primary study on PAI 

using a linear array probe and a custom-developed 64ch data 

acquisition board (DAQ), and evaluate the feasibility of our 

proposed system using two types of phantom test. 

II. REAL TIME PAT SYSTEM 

A custom-developed trigger controller is dedicated to 

laser-emitting, and the trigger for acquisition timing 

generation and a linear array probe (L14-5/28, Ultrasonix) 

with 5 MHz center frequency and 128 element transducers 

were used to measure the photoacoustic signal. To amplify 

and filter the detected signal, a custom-developed pre-

amplifier was placed ahead of the DAQ, and had 40 dB gain, 

5 MHz passband and 64 channels. Figure 2 shows a 

schematic diagram of the developed real-time PAT system.  

To evaluate the feasibility and performance of our proposed 

system, two types of phantom test were performed. 

 

 
 

Fig. 1 Schematic diagram of proposed PAT system 

 

The first phantom examines the computation of frame 

rate. Rectangular-shaped gelatin (Protein : 84 ∼ 90 %, 

Water : 8 ∼ 12 %) is prepared to imitate biological tissue, 

and a transparent polymer tube with 1 mm inner diameter is 

embedded at 8 mm below the surface of the gelatin with a tilt 

of approximately 5.3 degrees, as in figure 5. Then, the 

changes in the image were recorded while injecting magenta 

dye through the tube gradually for 10 seconds. The source 

was a Nd:YAG laser (Meditech, Eraser-k) with 532 nm 

wavelength, and the repetition rate was 10 Hz.  

III. RESULTS AND DISCUSSION 

The results of the first phantom test for real-time image 

acquisition are represented in Figure 3. In this picture, PAT 

images of magenta dye flowing through the transparent 

polymer tube are distinct as time goes on, and because of the 

laser repetition rate, the frame rate of the PAT system was 2 

frames/sec. This result indicates that our system has 
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performance sufficient to reconstruct a 570 * 300 pixel 

image. Figure 7 shows, however, quite dissimilar thickness 

between the image and the actual phantom. This result is 

because the Fiber Optic Line Light is not suitable for the 

diffuser to cover the whole scan region, and shows only the 

upper boundary of the polymer tube. 

 

 

Fig. 3 Phantom for real-time PAT imaging 

 
Fig. 4 (a) PAT image of hair phantom (b) Zoom of white      

dotted line 

The results of the next experiment are shown in figure 

4(a). The outline of the crossed hairs and their intersection 

are evidently classified, but the reconstructed image in figure 

4(b), which is measured for the area under the white dotted 

line in figure 4(a), shows a measurement 10 times thicker 

than the real 0.03 mm hair thickness. When an acoustic 

speed of 1500 m/sec is assumed and since the transducer has 

a 5 MHz enter frequency, the predicted resolution is 

approximately 0.15 mm, which is also not enough to indicate 

actual thickness. Thus, the results of the experiment are 

predicted to show the maximum resolution of the developed 

PAT system, which was found to be approximately 0.3 mm.  

IV. CONCLUSION 

In this study, we developed a real-time PAT system 

for functional imaging in vivo and confirmed the 

feasibility of the proposed system through two types of 

phantom test. The results of phantom test show that our 

PAT system has enough performance to obtain a 570 * 300 

pixel image at 2 frames/sec with approximately 0.3-mm 

resolution. Essentially, the frame rate of the real-time PAT 

system depends entirely on the laser radiation speed, because 

of the synchronization between the radiation and the 

detection. The maximum radiation rate of the laser source 

used was 10 Hz, and in the same conditions as the phantom 

tests, the system showed a rate of 9 frames/sec with a 10 Hz 

repetition rate, but poor image SNR, because a fast radiation 

rate reduces the source power. Therefore, further study for 

the improvement of the image reconstruction algorithm is 

being conducted in order to improve the process time in the 

present system and eliminate the side effects caused by the 

limited angular view of the linear array probe to enhance the 

contrast in reconstructed image. 
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Abstract—High throughput gene expression studies generate
large numbers of genes of interest. Functional gene ontologies
such as Reactome [1] and Gene Ontology [2] are used to
infer mechanistic processes underlying gene expression changes.
However traditionally, this analysis is difficult to communicate
and is represented by means of tables. To overcome this problem,
we have developed an interactive visualization tool that treats on-
tologies as hierarchical networks of cellular functions. This allows
for consolidation of the typically overwhelming spreadsheets of
gene expression data into parsimonious descriptions of inferred
functional changes in the cell.

Index Terms—Functional Genomics, Interactive, Transcrip-
tomics, Network Visualization

I. BROWSER BASED INTERFACE

A major weakness of using functional ontologies is that
they are represented using tables and static two-dimensional
graphics that are fundamentally limited in their ability to convey
high dimensional data. We are designing a solution to this
problem that takes advantage of the interactive potential of
modern computational tools. This allows the consolidation of
large amounts of data in a format that enhances data exploration
and hypothesis generation.

Functional ontologies are nested descriptions of biology.
Because of their hierarchical nature, there is useful information
in the relationships between the terms that are associated with
the data. We have preserved these parent-child relationships as
edges in our functional annotation tool. Figure 2 is a screen-
shot of the tool running in Google Chrome browser. Ontology
terms are shown as nodes if they are significantly enriched in
the data (blue) or if they are required to connect significant
nodes into a coherent network (white).

The tool incorporates multiple publicly available ontologies
(Reactome and Gene Ontology) with the ability to add more
as required. By selecting different conditions using sliders,
one can instantly see which functional categories are enriched.
Here we have used data from a study by Dere et al. [3]
exposing C57BL/6 mice and Hepa1c1c7 mouse hepatoma cells
to 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) and studying

gene expression patterns of the response. Using the sliders one
can see enrichment of categories occurring at selected combi-
nations of experimental conditions. Further detail regarding a
specific category can be obtained by mousing over the node
of interest in the network. Clicking a category also gives us
the list of genes from the current condition enriched in the
selected category. The tool also allows us to combine up to
three conditions to identify common pathways (Figure 1). The
layout of the network itself is completely interactive, allowing
us to drag and reposition any node as we see fit. Additionally,
the tool allows us to export the network in various formats.
The data from the network can be exported as flat tables or in
a format readable by the popular visualization tool Cytoscape
[4].

A: 24 h
B: 72 h
C: 168 h

Figure 1. Combining multiple condition to view pathway differences. Here
pathways enriched after mice were treated with TCDD for 24, 72 and 168 h
are combined to see how function changes. It is immediately evident that at
168 h, TCDD has started eliciting immune response and the mice are no longer
able to effectively clear the toxin from their liver[3]

II. DESKTOP APPLICATION

Creating these visualizations requires considerable time and
programming knowledge. This prevents users with little pro-
gramming experience from using the tool to quickly glean
information from the data. To overcome this we have devel-
oped a spreadsheet-like desktop application that can be used
to generate the networks and visualizations described above.
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Figure 2. Screenshot of the interactive applet. The applet was created using Cytoscape.js JavaScript library

Figure 3 is a screen shot of the desktop application. The
spreadsheet interface allows the user to upload data and enter all
the information relevant to the study to be visualized. Columns
in the spreadsheet refer to experimental conditions such as dose,
time, cell line, etc.

Spread-sheet for Map Details

List of Options Selected 
for The Map

File Menu

Spread-sheet Formatting Toolbar
Menubar

Dialog Box for Selecting Gene Lists

Figure 3. Desktop application for generating the interactive network. The
application was created in Python using the wxWidgets library

Data derived from rats, humans or mice can be visualized in
the same network. This allows us to compare not just across
experimental conditions, but also across species. The ontologies
used are stored as local copies when the application is installed.
This allows for quick calculation of enrichment. However as the
these ontologies are continuously being updated, a feature to

update local copies has been included. This allows us to update
the ontologies to their most current state, without having to
manually download and extract information from the online
database.

Together these tools provide a platform for intuitive inter-
pretation of gene expression arrays and other high-throughput
experiments.
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The cost of Information Technology in the 
US per year is estimated at 1.7 trillion of 
dollars. While this seems to be a large 
investment that should produce large returns 
in terms of quality care, patient safety, and 
improved healthcare, there seems to be a 
disconnect between Information 
Technology(IT) and the medical 
industry/systems [1], [2]. A disconnect or 
distrust of the data between bio 
medical devices and IT systems can become 
evident when data from bio medical systems 
(e.g., Electrocardiogram or EKG) are 
integrated or converged across a network 
into an IT system such as an Electronic 
Medical Record System when proper 
policies and procedures are not in place.  
Integration is defined by Merriam –Webster 
as the combining and coordinating of 
separate parts or elements into a unified 
whole [3]. While an integration of an EKG 
is mentioned and used in this proposal, case 
studies on other integrations will take place 
as well. The assumption that all the data 
gathered via an interface or device will be of 
a quality nature to the receiving system is 
not necessarily correct.  Problems with 
electronic medical records and other IT 
heath systems can lead to problems 
including loss of data [4]. This study 
proposes to look at the possible disconnect 
between IT and medical systems to try to 
ascertain why the investment does not 
produce the returns for healthcare. Some 
issues that will be researched include data 
quality, physician and medical staff 
acceptance and usage, and the problems that 
arise from implementation of new IT 

systems and the effects on healthcare 
patients and whether an integration project is 
a “success” [1].  

The research will utilize a case study 
approach at various hospitals. The research 
would investigate completed or near 
completed integration projects concerning 
the integration of biomedical equipment and 
Information Systems (IS). The case studies 
will be conducted using interviews, surveys 
and collecting existing data. The case 
studies will compare data that was generated 
pre-implementation of the projects and post- 
implementation. The analysis will be based 
on comparing and contrasting the data 
collected pre and post implementation.  The 
use of the case study will enable the research 
to utilize qualitative data as well as 
quantitative data. The settings (environment 
or culture) of the data collection can have a 
direct reflection on the end-user’s 
perspective [5]. By using both qualitative 
and quantitative data, a case study can 
examine both the processes and the outcome 
of disconnect between IT and medical areas 
[6]. The research is important from the stand 
point of integration/quality, in how a project 
is conducted and how it will benefit users in 
the future and hopefully with the 
development of a functioning framework for 
integration and data quality (there is no 
standardized, simple approach to successful 
integration [7]. Few studies are available for 
IT or medical staffs to study for improving 
projects [8] [9]. The research that has been 
completed to this point suggests that studies 
are being performed on interoperability of 
device and IT with most looking at patient 
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outcomes but not on the data transfer quality 
[10] [9] [8]. This proposed research should 
enhance this area by building and 

incorporating an integration framework for 
use by IT and the medical field.
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Invited Talk:  

Integrative systems biology approaches  

to identify disrupted pathways in disease development 
 

Mary Yang, MSECE, Ph.D. 
Advancement of next-generation sequencing technologies has facilitated the identification of 

large number of genomic mutations, including SNPs (single- nucleotide polymorphisms), CNVs 

(copy number variations) and SV (structure variations).  Large-scale genomic, transcriptomic 

and proteomic data have generated unprecedented opportunities to disease studies in the context 

of knowing the entire catalog of genetic mutations and related pathways.  However genome-wide 

association studies (GWAS) still remain challenging, many genomic mutations identified by 

high-throughput approaches either contribute to small disease risk effect, or lesser population 

due complex molecular interactions and inter-patient heterogeneity. Motivated by our newly 

developed systems biology approaches as shown in the figure, we combine DEG (differential 

expression of genes) from RNA-seq and PPI (protein-protein interaction) data with the multi-

variant eQTL (expression quantitative trait loci) mapping approaches from WGS (whole genome 

shortgun) data with phenotypic information to identify the disrupted networks relating to the 

disease development.  In addition, incorporating lncRNA (long non-coding RNA) expression 

data with disease-disrupted networks has offered new insight into the regulatory structure of the 

disease-associated networks. Our integrative approaches make an important step toward better 

understanding disease mechanisms and finding better therapeutic drug targets. 
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Abstract - Protein folding is the critical spontaneous phase 

when the protein gains its structural conformation. If errors 

occur in the process, the protein structure may fail to fold 

properly. We present a new method SMIR that identifies the 

residues involved in the protein core. A Monte Carlo 

algorithm is used to simulate the early steps of folding to 

determine the number of non-covalently bound neighbors. 

Residues surrounded by many others may play a role in the 

compactness of the protein and thus are called Most 

Interacting Residues (MIR). The original MIR method was 

updated and extended with a new smoothing method using 

hydrophobic-based residue analysis. SMIR is available as a 

web server. SMIR is free and open to all users as  functionality 

of the Structural Prediction for pRotein fOlding UTility 

System (SPROUTS) at http://sprouts.rpbs.univ-paris-

diderot.fr/mir.html. The new server also offers a user-friendly 

interface and access to previous results. 

Contact: Zoé Lacroix 

Keywords: MIR, SMIR, simulation, protein, folding, lattice. 

 

1 Introduction 

  Amino acids involved in inter residue contacts may play 

a role in the compactness of the protein and thus are called 

Most Interacting Residues (MIR). The MIR method was first 

introduced to simulate the origin of protein folding [1]. 

Starting from a random conformation, the folding process can 

be dynamically simulated in a discrete space (a lattice). 

Successive residues that collapse and form a local compact 

structure (linked to another one by an ex-tended polypeptide 

chain) form a fragment. The MIR method focuses exclusively 

on the early steps of the folding process. In its very first 

implementation, it aimed to delineate the fragments formed at 

this stage. For this reason, the method was calibrated with 

time limits to maximize the number of fragments before the 

folding process reaches a single compact domain. It assigned 

a score between 2 and 8 to each residue, corresponding to the 

mean number of non-covalent neighbors in the lattice. A high 

score indicates that the residue is buried, thus belongs to a 

fragment.  A low score indicates that it is a low interacting 

residue, belonging to a piece of the chain which links two 

consecutive fragments. A correspondence between fragments 

and regular secondary-structure elements (SSE) was 

demonstrated on a set of 42 proteins, representative of various 

folds [1]. However, it has been shown that a pertinent analysis 

of globular protein structures with respect to folding 

properties consists in describing them as an ensemble of 

contiguous closed loops [2] or Tightened End Fragments 

(TEFs) [3]. Such description reveals that the ends of TEFs are 

fold elements crucial for the formation of stable structures and 

for navigating the very process of protein folding. Meanwhile, 

the MIR algorithm evolved and newer versions (including the 

actual presented one) aim at locating individual residues with 

very high mean number of neighbors (typically ≥ 6), which 

are called the MIRs. In the other limit, individual residues 

with low mean number of neighbors (typically 2) are the Least 

Interacting Residues (LIRs). Therefore, the residues identified 

as MIRs have the tendency to be buried at the early stages of 

the folding process. The comparison of MIR positions with 

the positions of the limits of closed loops, in proteins of 

known 3D structures, showed a statistically significant 

agreement.  MIRs also significantly correlate with 

topohydrophobic positions, i.e., positions in multiple 

alignments of sequences of common fold occupied only by 

hydrophobic amino acids, and correlated to the folding 

nucleus [4], thereby giving a route to simulations of the 

protein folding process [5]. Thus, MIR is a potential method 

for an ab initio estimation of the residues which are important 

for folding and consequently, significantly sensitive to 

mutations. 

 It is important to keep in mind the difference between 

protein core and nucleus. Core is a static concept, and it 

results from the fact that a globular protein is a micelle, with 

an internal phase of hydrophobic character, and an external 

phase of hydrophilic character, statistically. The core of a 

protein can be derived by a simple accessible surface area 

calculation or with more sophisticated methods [6]. In 

contrast, nucleus is a dynamic concept, it relies on a model of 

folding, namely the nucleation condensation model [7]. In a 

few words, a small set of dispersed amino acids come into 
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contact during the folding because of the thermal vibrations of 

the molecule. They are hydrophobic, and once they form such 

a nucleus, the rest of the structure can be formed. Among 

proteins sharing the same fold, part of the nucleus is 

conserved. Be-sides, it is now documented that nonnative 

contacts are necessary for the folding, and they disappear 

once the stability is sufficient. Figure 1 illustrates the 

difference between core and nucleus in the case of a 

fibronectin. 

 

 

 

 

 

 

Figure 1: Difference between core (left) and nucleus (right) of 

the type III fibronectin  [8, 9]. 

 

The knowledge of the residues constituting the folding 

nucleus is important for instance in the annotation of 

misfolding-related pathologies, but their experimental 

determination is not 100% secure. The role of prediction, at 

this moment, is a valuable complementary approach. The 

literature commonly admits that the number of residues 

involved in the folding nucleus is typically less than 10% of 

the sequence length, roughly one third of the hydrophobic 

residues. Initial MIR calculation slightly over predicts the 

nucleus. One guide line to improve prediction can be to 

produce a smoothing of the curve of NCN as a function of the 

sequence. This is one of the major improvements proposed 

with the SMIR method.  

 The SMIR method presented in this paper aims at 

improving the accuracy of MIR in the prediction of residues 

involved in the folding nucleus. Indeed it has been shown that 

MIR overestimates the folding nucleus of numerous proteins. 

The SMIR method is implemented and available as a server 

that supports the submission and the analysis of protein 

structures with MIR2.0 and SMIR. The server offers a 

dynamic interface with the display of results in a 2D graph.  

2 Methods 

 The MIR method is an extension of previous simulations 

performed on cubic lattices, devoted to the complete folding 

of globular domains [10]. The MIR algorithm is a topological 

calculation, resulting from a series of energy-driven 

simulations of a protein backbone, where the mean number of 

non-covalent contacts is deduced for each residue. The 

analysis is performed at the early steps of folding and 

provides the number of Non-Covalent Neighbors (NCNs) for 

each residue in the sequence. 

 The simulation of the early steps of the folding is 

designed in the following manner. First, an extended initial 

conformation is produced for an alpha-carbon-only simplified 

representation of the polypeptide chain. Each alpha carbon is 

placed at random (while con-strained as a chain) on the nodes 

of a lattice. An extension of a cubic lattice, namely (2, 1, 0), 

originally proposed by Skolnick and Kolinski [11] is used 

(see Figure 2). Compared to the simple cubic lattice, it allows 

a wider range of backbone angles, from 64° to 143° between 

three contiguous alpha carbons. The number of first neighbors 

is also higher, 24, instead of 6. Side chains are discarded in 

the present simulation. Folding is produced by randomly 

selecting one amino acid, and submitting it to one of two 

available moves: end move for the N or C terminal positions, 

or corner move otherwise. Crankshaft move is no longer 

permitted with the (2, 1, 0) lattice. The new position can be 

occupied if it was previously empty, and the energy of the 

new conformation is computed by means of a statistical 

potential of mean force taken from the literature [12]. The 

Metropolis criterion is applied to accept or reject the new 

conformation.  

 

Figure 2: Details of the (2, 1, 0) lattice, with respect to the 

underlying cubic lattice. The dotted line indicates a possible 

move to a free node. 

 

 The process is stopped when roughly 106 to 107 Monte 

Carlo steps are reached, depending on the length of the query 

sequence. The full process is repeated 100 times, starting 

from 100 different initial conformations. The number of non-

covalent neighbors (NCN) is recorded during each complete 

simulation. Two non-covalently bound residues are 

considered to interact if the distance between their respective 

alpha carbons does not exceed the upper limit of 5.9Å. The 

mean NCN is calculated at the end of the process and for all 

the initial conformations. The distribution of NCN along the 

sequence presents maxima and minima. We paid most of our 

attention to the maxima because we were aiming at the 

prediction of the core contacting residues, expected to be 

crucial for the formation of secondary structures [13] and 

whose prediction allows to determine the fold [14]. Therefore 

a residue i is accepted as a MIR if NCN(i) is equal or higher 

than 6. It results that more than 90% of the MIRs are 

hydrophobic (one of the six amino acids FILMVWY).  

 It has been demonstrated that for each protein, residues 

identified as MIRs constitute a non-trivial subset of the 

hydrophobic residues. Among families of folds (several 
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domains per family, similar structure, potentially different 

functions, and very divergent sequences) MIR occupy 

equivalent positions in the multiple alignments. There-fore, 

among families, a small number of hydrophobic positions are 

conserved as hydrophobic. They are compulsory for the 

folding to occur; they are deeply buried. For these reasons it 

seems reasonable to question whether they constitute the 

folding nucleus of the various folds. The answer is positive, as 

proposed by the presently available studies. They concern a 

very small number of families, because experimental evidence 

of the folding nucleus is not obvious and can show strong 

biases. Demonstration has been extensively proposed on two 

complete families, the immunoglobulins (56 structures of 

divergent sequences) and flavodoxins (43 structures). 

 One limitation of the MIR algorithm was the number of 

MIRs identified (by the threshold), typically around 15% of 

the amino acids, while the rate of amino acids expected to 

belong to the folding nucleus lies roughly in the range 5 to 

10% This limitation also relates to the overall sharp variation 

in the graph. The SMIR extension addresses these issues, and 

it uses a Pascal triangle method to give smooth results. We 

also adjust the maxima that are identified in the smoothed 

graph to nearby (within 3 residues) hydrophobic positions, 

based on the accepted precision of the algorithm [15]. This is 

coherent with the expected accuracy for protein residue 

contact prediction of the contact prediction session of the 

Critical Assessment of protein Structure Prediction (CASP) 

experiments [16]. Hence, we continue to identify minima with 

a threshold but validate the extrema against the amino acids. 

 

3  Results 

3.1 Section and subsection headings 

 We model a protein as a chain of evenly spaced Cα 

atoms placed on a lattice [1]. We define a lattice unit (lu) to 

be 1.7 Å. Hence, Cα atoms are connected by vectors of the 

form (2,1,0), these vectors are 51/2 lu in length which 

corresponds to 3.8 Å - the mean distance between adjacent Cα 

atoms. This results in 24 immediate neighbor positions for 

each point in the lattice. This represents the intersection of a 

4x4x4 segmented cube with a sphere of radius 3.8 Å (51/2 lu) 

as shown in Figure 3.  

 The model does not take into account the presence of 

side chains, therefore the required separation is modeled with 

the 3.8 Å mini-mum distance requirement. Based on chain 

geometry, we limit the angle between some Cαs at position i 

and i+2 by requiring the distance between them to be from 4.1 

to 7.2 Å (or from 61/2 to 181/2 lu). This corresponds to angles 

from 66 ° to 143 °, which is closer to the real angles in alpha 

and beta conformations. This is illustrated in Figure 4 where a 

residue i is fixed at [0, 0, 0] and all 24 possible positions for 

residue i+1 are represented as black vectors. There is a choice 

of 23 possible vectors for residue i+2. For the sake of clarity, 

only one position [0, 1, 2] (the green and red vectors) is 

shown. Red vectors are those that violate the distance (angle) 

restriction. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Vectors resulting from intersection of lattice with 

sphere at origin. 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 4: An example of angle restriction: vectors parallel or 

producing sharp corners thus violating the angle constraint are 

shown in red. 

 

  

 

 

 

 

 

 

 

 

 

 
 

 

Figure 5: First five initial models. 
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Figure 6:  All initial models. 

 To initiate the simulations, 100 different starting models 

within this lattice are used. Figures 5 and 6 display 

respectively a sample of five and all models as a 

comprehensive plot. These models were computed randomly 

offline for chains of 1100 residues. For these models our only 

requirement is that they have some level of non-compactness 

[5].  Starting from the first residue located at position [0, 0, 

0], the first n positions in the seed model will be used for an 

input model with n residues. 

3.2 SMIR 

 The MIR method was first developed in 2004 [1, 5] and 

MIR 1.0 was first made available online as part of the RPBS 

server in 2005 [17]. The present SMIR server exploits 

MIR2.2 implemented with Fortran for server side simulation 

and a SMIR Javascript front end for interactive analysis. It has 

been found that the computation time for SMIR, once MIR 

results are available, is negligible on Intel Core 2 Duo based 

computers. The new SMIR smoothing method is implemented 

in Javascript with D3 [18] and has been primarily tested in 

Google Chrome 35. A browser based implementation allows 

users to retrieve this new analysis for any existing protein 

without the need to resubmit the entry to our submission 

server.  

3.3 Submitting a protein 

 

 

 

  

 

 

 

 

 

 

 

Figure 7:  S/MIR Interface. 

 

 The interface in Figure 7 supports the submission of a 

PDB ID, a list of PDB IDs, or a FASTA file. In the latter 

case, the user will also enter a 4-letter alphanumeric code to 

identify the submission and later retrieve the results. The 

submission of an email address is optional. Should one be 

submitted, it will be only used for the purpose of informing 

the user of the availability of the results in the database with a 

reminder of the code. After submission, the server returns a 

SMIR status window (see Figure 8). Here the window 

displays the status for five proteins of PDB codes: 1AMM, 

1DX5, 1I5I, 1QUC, 1ZAC. The top of the status windows 

lists the PDB ID(s) that have already been analyzed by MIR. 

Each different PDB is listed with a bullet point (e.g., 1AMM, 

1DX5, 1I5I). If a protein has more than one chain, each 

available chain will be listed on that PDB’s line and enclosed 

with parentheses (e.g., 1DX5(A), 1DX5(I), etc). The middle 

part of the window lists codes which are not valid retrieval 

PDB codes (e.g., 1QUC). The last part consists of the proteins 

that will be submitted to the server (e.g., 1ZAC). In this case, 

the PDB ID(s) will be added to the server queue for 

processing.  

 

 

 

 

 

 

Figure 8: S/MIR status. 

 

 Each protein submitted to the server is displayed in the 

status window with the retrieval link to access the data once 

the execution is completed. If an email address was entered on 

the previous screen, a notification with a link will be sent 

upon completion. The proteins listed in the top of the SMIR 

status window are immediately viewable with a 2D graph (see 

Figure 9). If a PDB ID is not in the list of available proteins, it 

will be automatically submitted for analysis. Once the user's 

protein is ready to be analyzed, the server downloads the 

information associated with that PDB ID from the Protein 

Data Bank and runs MIR. After execution, the user may use 

the retrieval link or return to MIR query mode and enter that 

PDB ID to access the SMIR results. Additionally, the 

information that was generated for the new PDB ID is now 

available to other re-searchers for further use. 

 The graphical representation illustrated in Figure 9 is 

composed of three areas: legend for the MIR interface (top 

left), 2D display graph (top right) and data download 

(bottom). On recent browsers such as Chrome 24 or newer, 

the data can be downloaded with a CVS file. They can 

alternately be copied and pasted from a text box. 
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Figure 9: MIR Results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: SMIR activated (dynamic window). 

 

 The 2D graph shown in Figure 10 displays MIR results 

in blue. Dark blue vertical bars indicate which residues are 

MIRs while dark red bars indicate LIRs (note that no LIR was 

shown in Figure 9). All bars plot NCN count at a position on 

the vertical axis. When browsing on the graph with the mouse, 

a black popup information box displays the amino acid name, 

its exact position in the protein (with respect to the FASTA 

file the protein is associated with), the number of NCN and 

the MIR status. The orange regions in the background indicate 

TEFs [1]. TEFs overlap on slightly darker orange areas. The 

SMIR method is activated with a checkbox. When SMIR is 

selected the 2D graph will show dynamically how MIR 

predictions (see top left of Figure 10) are replaced by SMIR 

predictions (see bottom right of Figure 10). When in smooth 

mode (i.e., when SMIR is selected), the dark blue and dark 

red bars indicate SMIRS and SLIRS (smoothed LIR, which 

are minima in the NCN curves) respectively.  

3.4 Use Case and Discussion 

 We chose as an example, a case where the folding 

nucleus has been extensively studied. It is the TNf3 (PDB 

code 1ten), reported by the group of Jane Clarke [8]. This test 

case is interesting to tease the limits of our algorithm because 

a very small set of amino acids, four over roughly one 

hundred, is necessary to produce the so called Greek key 

topology of the native state. These four residues are highly 

conserved among the immunoglobulin superfamily, slightly 

less in the fibronectine type III superfamily. Φ-value analysis 

[19] have been experimentally determined, giving raise to the 

four amino acids forming the nucleus: L20, Y36, I59 and V70 

[20]. MIR calculation illustrated in Figure 11 produces a high 

number of positions, 14 altogether.  

 

 

Figure 11: MIR (top) and SMIR (bottom) results for 1ten 

 The smoothing procedure proposed by SMIR gives a 

shorter list of four residues: L2, L72, M79, and F88. If one 

admit a window of ±2 AA, L72 is close to the list of residues 

involved experimentally in the folding. Although not 

determined to be SMIRs, L20, Y36, and I59 form maximums 
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in our smoothed results (refinement of SMIR thresholds may 

help in specific cases). This is an encouraging result for such 

a crude “toy model” using the only information of the 

sequence as an input. Actually, we do not believe the 

precision on positions can reasonably be more than ±2 AA. 

4 Conclusions 

 Based on previous work [1, 5] we have presented the 

fundamental MIR algorithm and a method for increasing the 

readability and accuracy of residue interaction data. Our 

contribution over the previous MIR implementations is 

twofold: we have presented SMIR, an algorithm involving 

Pascal Triangle smoothing and hydrophobic residue analysis 

to calculate smoothed data. We have also implemented this 

algorithm in a new dynamic 2D graphical interface. Users 

may now view the smoothed MIR data for all proteins already 

existing in the SPROUTS database without needing to 

resubmit the protein for processing. These contributions refine 

the MIR technique so as to make MIR results more intuitive 

and useful to the scientific community. 

 One practical aspect of the prediction of MIR that can be 

important for wet biologists can be in the cases where they are 

faced with the production of inclusion bodies during the 

process of expression and purification. One of the ways used 

to circumvent this difficulty is to practice random mutations. 

The use of this server can be a suggestion not to mutate some 

positions suspected to be important for the structure, and 

consequently for the function, precisely the MIR. MIR and 

SMIR methods are also integrated in the SPROUTS workflow 

where they can be compared with stability analysis [21].  

 SMIR is hosted at the Université Paris Diderot on the 

server of the Ressource Parisienne en Bioinformatique 

Structurale (RPBS). RPBS provides scientists with a large 

range of resources devoted to the analysis of protein structure 

[17]. 
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Fig.1. WMS4HPC mechanism in leveraging the HPC and the 

WMS with 4 degrees of freedom having extensions for frontier 
profile gateway (I), data space freedom (II), processing 

resources freedom (III), and community freedom (IV).
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Abstract 

Summary: using High Performance Computing 

(HPC) resources in a workflow management 

systems (WMS) is a powerful way to address 

eScience challenges such as big data 

management.  We present here WMS4HPC, a 

WMS connecting bridge with 4 degrees of 

freedom, for the integration and application of 

HPC cyberinfrastructure and local resources. The 

BioExtract Server, a Web-based WMS, has been 

enhanced to enable researchers to easily add their 

own analytic tools to the system through the 

iPlant collaborative infrastructure (IPC) allowing 

these tools to be executed on a HPC platform or a 

local system, shared with collaborators, and 

included in analytic workflows.  

Availability and implementation: WMS4HPC 

was implemented in Java using RESTful API to 

connect Bioextract Server and iPlant 

cyberinfrastructure.  BioExtract Server at 

bioextract.org is a free and open WMS with no 

login requirement. This implementation has been 

used for several peer review published workflow 

designs. Workflows such as RNA_Seq data 

analysis are available online on Bioextract.org 

workflow tab. 

Keywords: Systems Biology, Bioinformatics, 

RESTful API, BioExtract Server, Data 

Integration, Systems Integration. 

INTRODUCTION 

Background: emerging developments in Big 
Data, Systems Biology, and Integrative Biology 
introduce an increasing number of challenges in 
life science research. The primary objectives of 
Workflow Management Systems (WMS) such as 
Bioextract Server are to simplify researchers’ 
ability to access, apply, and share analytic tools, 
workflows and data [1]. Executing an analytic 
workflow on big data can be very difficult if the 
researcher’s infrastructure cannot handle big data. 

High Performance Computing (HPC) 
cyberinfrastructures aim to assist researchers in 
handling big data and can improve a tool’s 
execution performance (e.g. memory, run 
time)[2]. Additionally, it is not always optimal to 
execute small tools on an HPC cluster due to 
queue waiting times that degrade the Total Cost 
of Ownership (TCO). A goal in bioinformatics is 
to provide robust, efficient infrastructures 
combining the strengths of large HPC facilities 
and these local systems.   
 We focus here on the design of the WMS4HPC 
bridge that will handle powerful HPC resources 
and WMS features to facilitate the deployment 
and the application of analytic tools in big data 
management (extract, load, treat, store, analyze, 
share) such as RNA-Seq data analysis. By 
implementing it on Bioextract Server to leverage 
iPlant Collaborative we connected the researcher 
to a large community and tools repository for 
bioinformatics data analysis in diverse domains. 
And then contribute to the eScience challenges.  

WMS4HPC, A WMS BRIDGE FOR HPC 

Principle: WMS4HPC should provide 4 degrees 

of freedom, allowing the researcher to combine 

WMS features with local and community 

resources including tools, data, and HPC. 
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WMS4HPC consist of 4 degree connection 

(degrees of freedom) bridge which allows 

researchers to break principal walls (limits) 

between the problems, the workflow design 

process, the WMS features, and the HPC 

powerful resources using PaaS (Platform as a 

Service) philosophy. These degrees of freedom 

are related to frontier, data space, processing 

resources, and community (Fig.1.).   

Degree I: free workspace frontier, user 

integration (federation, synchronization, 

workspace collaboration) 

Frontier management is very complex due to 

security issues, conflicts in resources, 

redundancy, and personal or custom 

considerations (population immigration and 

emigration policy issues). In order to avoid these 

issues, we propose to a user who works on a local 

workspace to open a small secure gate (controlled 

through the WMS) by federating his HPC 

workspace from the WMS connection. This 

approach allows the user to have access to the 

HPC workspace and any HPC foreign user needs 

authorization (visa) to access the owner's local 

WMS workspace. Once the frontier is crossed, 

you have the ability (but are not required) to use 

all HPC powerful resources such as big data, 

processing, memory, security, community or 

networking. 

Degree II: free data space, or data as a service 

(DaaS) 

Workflow management system such as 

Bioextract.org has limitations in data 

management, especially the ability to handle big 

data. The distributive data repository system 

features offered by several WMS would benefit 

by extending their access to big data repositories 

and management systems provided by HPC. Free 

data space degree of freedom proposes then to 

extend user data management ability to use fast 

distributed data transfer protocols offered by 

HPC  (e.g. iRODS in ICP cyberinfrastructure).   

Degree III: free processing resources, or internet 

of things 

Systems resource performance improvement 

(memory, cpu) is important to handle big data or 

execute heavy or complex tools. Degree III 

follows the IoT (Internet of Thing) philosophy 

and proposes to extend processing resources by 

employing a common resource sharing algorithm 

[3]. The main consideration here is the sequential 

dependency of tasks in the workflow. If some 

tasks can be executed in parallel, a significant 

performance improvement is possible.   

Degree IV: free community, opening 

experimental results to others researchers through 

WMS features for scalability, and get involved in 

the community based research.  

The WMS (e.g. Bioextract.org) allows 

researchers to share their workflows, results, and 

datasets with selected people or in the entire WMS 

community. The Degree IV allows the researcher 

to share resources (tools, data, workflow, problem, 

etc.) or results with the HPC community. Using 

semantic web tools such as ontologies and web 

services, we implemented a secured link to connect 

the WMS local workspace with the HPC large 

community (e.g. over 100 000 researchers in iPlant 

Collaborative infrastructure). 

Performance and reliability 

 WMS4HPC is designed to integrate the main 

high quality criteria for good practices protocol in 

systems and data management and integration, 

even in life science and in computer science. It 

includes qualities such as: easy use (web-based 

integrated interface), speed (optimal resources), 

reproducibility (important for repeatability in 

published work), scalability (the WMS allows you 

to interconnect more than one OMICs level 

(genomics, transcriptomics, etc.), and the HPC 

allows you to cover large number of researchers), 

shareability (improve your research networking by 

sharing with  groups or the public), long term 

reusability (for publication, anyone can check and 

reuse it), referential(available online, your result, 

dataset, tools is identified and uniquely accessible). 

APPLICATION 
Bioextract Server  

The BioExtract Server (bioextract.org) is a 

Web-based, distributed system designed to aid 

researchers in the analysis of life science data by 

providing a platform to facilitate the creation of 

bioinformatic workflows[1]. Scientific workflows 

are created within the system initially by 

recording the task sequence performed by the 

user. These tasks may include querying multiple 

data sources, saving query results as data extracts, 
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and executing distributed analytic tools. The 

series of recorded tasks can then optionally be 

saved as a reproducible workflow and is available 

for subsequent re-execution with the same or 

customized inputs and/or parameters. In the 

beginning, the BioExtract Server focused 

primarily on the management and analysis of 

genomics data. Subsequently, it has been 

expanded to include many life science domains.    

In order to handle the vast quantities of biological 

data generated by high-throughput experimental 

technologies, the BioExtract Server has leveraged 

iPlant Collaborative (IPC, 

www.iplantcollaborative.org)[2] functionality 

through their AGAVE REST API  to help address 

big data storage and analysis performance issues 

in the bioinformatics field (e.g. RNA-Seq data 

analysis) [4]. Leveraging the IPC 

cyberinfrastructure has several key advantages: 1) 

it provides the ability to easily manage, analysis, 

and share big data, 2) it provides large scale 

computation support, 3) it is open for the 

community to contribute new analytic 

applications, and 4) it allows users to easily 

integrate their analytic tools with other popular 

application in the development of automated 

workflows[5].  

The BioExtract Server has been in production 

for about five years and currently has 

approximately 500 active registered users, 

although researchers do not need to be registered 

to take advantage of much of the system’s 

functionality. The primary enhancement to the 

system since 2011 is the integraton of the iPlant 

resouces through their AGAVE API. Additional 

enhancements include: the increase number of 

tools installed (from ≈ 100 to ≈300); additional 

data repositories (Biomart, Kegg, Brenda, Sabio-

Rk); and domains covered for scalability analysis 

(from genomics sequence data to phenomics, 

proteomics, gene expression profiling, Systems 

Biology data)[6][7].  

We applied WMS4HPC by leveraging the 

iPlant Collaborative cyber-infrastructure (HPC) 

on Bioextract Server (WMS). These two systems 

are freely accessible with a large bench of 

resources available for life science researchers. 

That application was supported by the AGAVE 

RESTful API and the Semantic Web annotation 

systems provided by iPlant collaborative [3][8]. 

At each degree of freedom in the WMS4HPC 

bridge, a java module and/or UI has been 

developed to hide the complexity of script code.  

User interface implementation of 

WMS4HPC 

Build in Java, the bridge is displayed to the 

user as friendly windows such as following 

figures. 

 
Fig.1. workspace frontier management for iPlant and Bioextract 

Server account interface with WMS4HPC  

 

 
Fig.2. Example of iRODS (HPC) big dataset management interface 
through Bioextract with WMS4HPC. 

Figure 2 show the implementation of the 

WMS4HPC data management system interface 

on bioextract server. This interface aims to avoid 

complexity in user script writing and make the 

ability to use HPC big data for workflow design. 

This implementation also facilitates data 

exploration and scientific discovery by 

integrating powerful, community-recommended 

software tools into a system that is robust enough 

to handle data while utilizing high performance 

computing resources like XSEDE (formerly 

known as TeraGrid) and others as needed to 

perform these tasks much more quickly. 
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Fig.3. share bioextract tools(a), dataset (b) and workflow (c) within users 

 

Figure 3 shows how user can easily share tools, 

datasets, and workflows to a selected group in 

Bioextract Server. 

 
Deploy an analytic tool on iPlant 

 Develop or get an application which can be 

executed from the linux command line.  

For example, if a java application is created 

which takes input through via the args array in 

the main method, it can be executed in the 

command line by typing: 
 

java -jar ApplicationName.jar input1 input2 

 

After the application is created, a file structure 

must be created to store the application and other 

required files.  

 

Create the JSON File Describing Application. 

In order for a user to deploy an application, they 

must submit a JSON file containing a description 

of the application they wish to deploy. The 

description must be in a format iPlant can process 

(below).  
 

 
 

The PhenoscapeQuery JSON file does not have 

any input files, but does have a parameter: The id 

of the parameter is important as it will be 

referenced by the wrapper script. The 

PhenoscapeQuery JSON file also contains the 

following line: 

 

The "load jdk32" is necessary as the 

PhenoscapeQuery application is a java 

application. "load jdk32" tells iPlant to have the 

java jdk ready before executing the 

PhenoscapeQuery application. Once the JSON 

file describing the application has been created, 

the wrapper and test scripts can be created.  

 

Creating wrapper script. 

The HPC cannot directly execute an application. 

iPlant instead relies on a wrapper script. The 

wrapper script uses the parameters and inputs 

described in the JSON file to execute the 

application as if it were directly executing it from 

the command line. The contents of the 

PhenoscapeQuery wrapper script are displayed 

below. 

 
 

The TAO parameter is the id of the parameter 

a 

c 

b 
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from the PhenoscapeQuery JSON file. EXE is the 

location of the application in the 

PhenoScapeQuery application folder.  
 

 
 

The script parameter INPUT represents the input 

path described in the GRNInfer JSON file. The 

command 

 
iget -f "{$INPUT}" 

 

is one which iPlant uses to get the input file 

passed to the application and move that file to the 

location where the application is being executed. 

The test script can be left blank (but must still be 

present in the application folder). Once the 

wrapper and test scripts have been created and 

placed in the locally created file structure, the file 

structure can be uploaded to iPlant.  

 

Uploading file structure to iPlant. 

The file structure must be uploaded to iPlant 

before the iPlant is given JSON file describing 

the application a user wishes to deploy. iDrop can 

be used to move your locally created file 

structure to iPlant using the upload folder 

functionality.  

 
Sharing an application with BioExtract: 
cURL is a command line tool which can be used 

to move data to a url. If cURL is already installed 

on your machine, skip this step. Many linux 

operating systems have curl installed, but if your 

machine does not, it can be installed.  

To Execute cURL Command in Command Line 

The following command allows user1 to share 

their created tool with user2: 
 

curl -u "user1:pass1" -d 
"username=user2&permission=READ_EXECUTE" 

https://$APIHOST/apps-v1/apps/NameOfApp-AppNum/share 

 

Where $APIHOST is 

foundation.iplantcollaborative.org  

 

Degree I: workspace on iPlant connect to 

Bioextract 

As a guest, researchers can browse, search for 

data, access the Bioextract Server’s public tools, 

and execute the public workflows. By registering, 

users have many more options available such as: 

saving query results, adding tools to their 

account, and creating, modifying, and sharing 

workflows with other users.   
WMS4HPC implementation allow users to 

register with their iPlant Collaborative credential 

giving them access to their iPlant resources 

within the Bioextract Server, or synchronize with 

the existing Bioextract account. This is done 

through a secure protocol and nice UI integrated 

in the Bioextract login module.  

Degree II: extension of your data repository 

on iPlant big data management system iRODS 

Once the iPlant workspace is setup, a default 

big data store space is ready for usage. It contains 

two main parts. A file system for both application 

(or tool) deployment and dataset storage. 

Through Bioextract server, researchers can store 

and use big datasets on iRODS using a data 

explorer window. This interface aims to avoid 

complexity in user script writing and makes it 

easy to use HPC big data for workflow.  

Degree III: use resources from anywhere 

The implementation of our bridge provides 

the user the ability to deploy and use tools from 

iPlant or from their own local cluster. Then the 

researcher can choose to use local tools for small 

job workflow and iPlant tools deployment for big 

jobs in workflow design. That ability helps fix the 

problem regarding TCO in HPC usage. If the tool 

deployment on your local cluster is easy, some 

specificity for iPlant deployment is needed. 

Deploying analytic tools on iPlant for workflow 

design on Bioextract.org  

Integrating an application with the Bioextract 

Server involves storing the executable in a pre-

described file structure, copying this file structure 

to iPlant, writing a formal application description 

in JSON, writing a bash script (which acts as a 

wrapper),  and POSTing the JSON application 

description  to the iPlant AGAVE API Apps 

endpoint. The JSON description includes 

information about parameters, a short text 

description of the application, and information 
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about which kinds of computing nodes are 

required for use (e.g. TACC cluster, iPlant local 

cluster, Atmosphere VM). Once iPlant’s basic 

validation has taken place, the application will 

appear in the list of applications under the iPlant 

node on the Tools page of the Bioextract Server. 

At this point the application can be executed, 

shared, and integrated into an automated 

workflow.  

Degree IV: share resources (data, tools), 

results, workflow, through the community (user, 

group or public) 

WMS4HPC allows users to get involved in 

the community through Bioextract Server sharing 

features or iPlant’s sharing ability with  their 

large community. cURL is used to share tools and 

resources with the iPlant community. During the 

sharing process, the annotation of these tools 

assigns each tool to a specific domain using 

ontologies. The SSWWAP web semantic module 

integrated in iPlant plays a key role in the 

assignment process [9].  

Examples use cases 

Since the implementation of the WMS4HPC 

Bridge, over 70 tools have been deployed by 

users from different domains. Several workflows 

have been designed in the Bioextract Server using 

IPC HPC resources for peer review publications, 

including  workflows related to population 

genetics, GWAS and phenomics (submitted), and 

RNA-Seq data analysis ( that improve  running 

time by 800% compare to the normal 

execution)[10]. A simple example of a workflow 

that incorporates an iPlant analytic tool can be 

found at bioextract.org on the Workflow tab. The 

workflow is “NCBI Protein Clustal Omega 

Alignment” with steps that include: 1) Query 

NCBI Protein for Arabidopsis Argonautes, 2) 

remove the duplicates using VMatch, and 3) 

perform a multiple sequence alignment using 

clustal omega (installed at iPlant). 

 

CONCLUSION  
Systems integration in life science research has 

become a complex challenge as data sets have 

grown. The ability to handle big data by HPC 

remains inaccessible for the common biologist. A 

WMS is the easiest way to hide the coding-level 

complexity of bioinformatics. WMS4HPC shows 

how a good integration of HPC and WMS could be 

possible and how to minimize the gap between life 

science researchers and these useful technologies. 

This work represents one more step in the 

improvement of the WMS philosophy  shown on 

Bioextract.org. Our future work consists of 

integrating semantic (meaning) in the WMS 

workflow design process (free meaning degree of 

freedom). Then any resource can be annotated and 

intuitive workflows can be built using reasoning 

methods. To reach that step, every resource needs a 

performance evaluation (tools performer, data 

reliability, process quality). These reliability 

modules are under design to provide certified tools 

for output results value. 
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Abstract— Sleep apnea is a nocturnal ailment related to
breathing. The traditional diagnosis of sleep apnea using
Polysomnography is quite inconvenient and expensive. This
paper presents a technique to diagnose sleep apnea using
only a single feature of ECG, i.e, RRI. Based on the
physiological aspects of sleep apnea, a frequency band of
interest (FbOI) has been chosen from 0-0.125Hz. Discrete
Wavelet Packet Transform (DWPT) has been deployed on
RRI and a suitable decision variable is derived thereby
helping segregate the normal and apnea cases. Testing
and validation has been performed using MIT BIH online
database [1]. The developed technique accurately diagnosed
all the sleep apnea cases in MIT BIH sleep apnea database.

Keywords: Sleep Apnea, ECG, RRI, DWPT

1. Introduction
Sleep Apnea is a nocturnal ailment. An episode of apnea

is considered to occur when there is absence of breathing
for ten seconds or more. In severe cases, single episode
of apnea can last for more than a minute. According to
American Academy of Sleep Medicine [2], a person is
considered to have sleep apnea if he has more then 10
apnea events per hour. Although, it is roughly as common
as asthma [3], it remains unrecognized from primary care
physicians [4]. Clinical measures to diagnose sleep apnea
involve nocturnal polysomnography of patient. The diagnosis
requires at least one night of polysomnogaphic recording
of patient’s usual sleep hours. Clinical polysomnography
involves Electrocardiogram (ECG), Electroencephalogram
(EEG), Electromyogram (EMG), Electrooculography (EOG)
and several other electrophysiologic measures [5]. A com-
prehensive study of the nocturnal activity is performed based
on the signals achieved. Declaration of the person being
normal or having sleep apnea is made after this study [5].
Polysomnography is the best method to accurately pin-point
the sleep disorders in people. Although polysomnography
owns a very high accuracy but it is very costly as it involves
a number of expensive electro-physiological tests. Moreover,
the associated fatigue of spending a whole night in sleep
laboratory with a number of electrical probes connected to
patient’s body also demoralize the patients to investigate the
sleep disorders they are facing.

Considering the demerits of the traditional diagnosis,
research has begun on signal processing based diagnosis

of sleep apnea [6]–[19]. Few physiological signals, some-
way or the other, get affected by disruption in breathing
caused by sleep apnea. Several signal processing tools, like
Fourier transform, wavelet transform etc., are in-use for
the extraction of the discriminatory features in the signals
mentioned above. Several researchers have deployed signals
like EEG, SpO2 and ECG, both individually and in com-
bination of each other for developing a signal processing
based solution to sleep apnea diagnosis [6]–[19]. Although,
some algorithms have shown 100% accuracy for diagnosing
sleep apnea [12]–[15] but, issues like complexity, memory
inefficiency, need of human intervention etc. have to be
further explored. There is scope of improvement in the
signal processing diagnostic algorithms for simplicity, time
efficiency and robustness in diagnosis.

In this paper, a less complex and faster method for
diagnosis of sleep apnea using ECG data from MIT-BIH
online database [1] has been presented. Discrete wavelet
packet transform (DWPT) is deployed on a specific narrow
band of frequency in the spectrum of the RR interval of
ECG, where the changes are expected to occur based on
physiological aspects associated with sleep apnea. The fre-
quency transformation and suitable test statistics generated
from it are followed by a comprehensive statistical study
to obtain the right threshold for segregation of normal and
apnea cases. The performance is evaluated and validated in
terms of probability of detection and probability of error,
accuracy, specificity and sensitivity.

2. Materials and Methods
2.1 Study Group

As mentioned in the introduction, the ECG database
provided by MIT-BIH online database [1] has been deployed
for this research. In 2000, this database was created for
sleep apnea challenge. The datasets are single channel ECGs
that were extracted from polysomnographic recordings. The
sampling rate is 100 Hz and average duration of recording is
8 hours. The online database has provided two data-sets, one
for training and testing (data-set A) and the other for valida-
tion (data-set Av). We have sub-divided data-set A in Al and
At for the training phase, whereby a threshold is achieved,
and for testing of the developed technique, respectively. In
order to observe the behavior of our developed technique in
a diverse and richer database, it would be validated using
Av , which contains 35 unique cases of normal and apnea
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patients, all shuffled up. Similarly, as in testing, the decisions
are compared with the human annotations provided by MIT
BIH online database.

2.2 Motivational Literature
It has been noticed that in case of sleep apnea RRI

shows some low frequency components which are absent
otherwise. M J Drinnan et. al [9] highlighted these low
frequency components using Fourier Transform and have
developed a technique that relies on the ratio of the spectral
power between 0.01 and 0.05 cycles/beat and 0.005 and 0.01
cycles/beat to detect sleep apnea. Probably because of the
less efficiency of the segregation scheme the overall tech-
nique could only yield around 90% accuracy. This technique
motivated us to develop a uni-threshold segregation scheme
that would be obtained after a detailed statistical study of
the data under consideration.

2.3 The System Model

RRI-Processing Technique Decision Blockx(i) xk(m)  dk A/N

Fig. 1: The system model

As depicted in Fig. 1, the system model is based on three
core phases, i.e., RRI-Pre-processing, designed technique
and the developed decision block. In Fig. 1, x(i) represents
RRI data stream, xk(m) are the processed RRI data blocks,
dk refers to decision variable extracted by the technique
phase and A/N represents the decision block output refereing
a RRI data block as abnormal or normal.

Initially, in RRI pre-processing, the RRI data is prepared
according to the need of the next phase. First of all, x(i) is
divided into N blocks, each block length M . The signal in
kth block is then represented by,

xk(m) = x(i− kM), (1)

where 0 6 m 6 M − 1 and 0 6 i 6 N − 1 and
0 6 k 6 N/M − 1. Later, xk(m) is corrected by removing
outliers and false shoot up in xk(m). RRI often have missed
or impractical magnitudes due to several reasons including
equipment sensitivity and programming limitations. In order
to eliminate the issue of false shoot up/shrink magnitudes,
two thresholds (thl=0.4 and thu =2) have been defined for
lower and upper cut-off limits. If a sample of xk(m), crosses
the defined threshold, its value is adjusted by taking the
mean of two previous and two later samples. The false values
in xk(m) are replaced with the corrected values in xk(m),
which is the output of pre-processing block.

Technique block is the backbone of the methodology
as it provides the decision variable as its output while
taking in xk(i) as its input. The schematic diagram of

this block along with the sub-blocks is depicted in Fig.
2. The frequency domain analysis of RRI is considered
as a tool to discriminate between normal and abnormal
cases. Logical determination of frequency band of interest
(FbOI) is of core importance, as rest of the analysis totally
depend on it. Band of interest (FbOI) has been defined from
0− 0.125Hz. This selection has a physiological explanation
as sleep apnea events consist of respiratory arrests lasting
over 10 sec, including the awakening response after apnea.
The minimum limit respiratory cessation is 10 sec which
corresponds to frequency of 0.1Hz, while the longest apnea
time usually observed lasts approximately 2 min (0.008
Hz) [20]. Therefore, SA-positive subjects are expected to
have higher power in 0.008 − 0.1Hz. In this research, we
are performing short time analysis of ECG signal, whereby
the whole night of ECG signal is divided in blocks of 5
minute intervals. Due to programming limitations the upper
limit of 0.125Hz has been used. Given the presence of new
frequencies in FbOI during apnea event, the technique relies
on microscopically studying FbOI.

Wavelet 
Analysis

Magnitude 
Square

Normalizationxk(m) pk(l)

Log. & Avg. Pk(l)Pk

nW M

k

Fig. 2: The components of technique

The target of the wavelet transformation is to micro-
scopically study the FbOI. Wavelet multi-resolution analysis
would be performed on xk(m) in order to achieve FbOI and
decomposition of FbOI for frequency content analysis. Till
the achievement of FbOI, detailed coefficients are discarded
to ensure minimal memory usage. However, both approxi-
mate and detailed components are used while decomposing
and analyzing FbOI. In order to fit into wavelet multi-
resolution framework, xk(m) is considered to be the the
approximate coefficients at scale m = 0 (S0,n), defined by

S0,n = xk(m), (2)

where n is the control parameter for translation in the
wavelet transformation. In order to achieve maximum sim-
plicity, Haar function has been deployed as base wavelet,
which later proved to be sufficient enough to segregate nor-
mal and abnormal cases successfully. The general formulas
for approximate(Sm,n) and detailed coefficients (Tm,n) using
Haar function are:

Sm,n =
1√
2
[Sm,2n + Sm,2n+1], (3)
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and

Tm,n =
1√
2
[Sm,2n − Sm,2n+1]. (4)

The wavelet decomposition is performed using Eq. 3 and
4. From m = 1 to m = 3 detailed coefficients are discarded
later till m = 6 detailed coefficients are further decomposed.
The wavelet transform vector would be,

W 6
i = (Di−7, Di−6, ...., Di), (5)

where i =12. W 6 depicts that the transformation vector
has been achieved after 6 iterations. The achieved wavelet
transform vector basically provides an insight to the defined
FbOI. Hence, our focus is to analyze and mark the differ-
ences in this vector for normal and abnormal cases. Now in
order to obtain a decision variable from the achieved wavelet
transform vector, few steps of mathematical manipulations
have to be performed. First of all, for avoiding the value
cancelation between positive and negative value while aver-
aging, magnitude squared DWPT coefficients are calculated,
as shown in Eq. 6

pk(l) = |W 6
i (l)|2 (6)

where l is the length of vector. The magnitude squared
DWPT coefficients are given by pk(l), where l represents
the length of the vector.

Then, in order to avoid block to block variations in peak
values, normalization has been done. Normalized pk(l) is
given by Pk(l),

Pk(l) =
pk(l)

max(pk(l))
(7)

However, it is seen that the Apnea attributes in Pk(l) are a
small fraction of unity. In the proposed method, the relative
emphasis of these small fraction coefficients is increased
by adopting a logarithmic approach. We convert Pk(l) to
their respective decibel value 10log10Pk(l). By doing so the
peak value of unity becomes 0dB while all other smaller
fractions are in a range from −20dB to −80dB whose range
is far narrower than their linear counterpart in Pk(l). Now
an average of this set is taken - an average that is no longer
skewed to unity if it was taken without logarithm.

Let this average be denoted by P k, and defined as:

P k =

l∑
n=1

10log10p(l)

l
(8)

where k denotes the kth block. We assume that P k carries
the apnea attributes and can act as the suitable decision
variable (DV).

3. Discussion on Decision Variable
If the underlying statistics of this DV is Gaussian under

two cases of normal and apnea, it can be usefully used for
detecting apnea. In order to validate this assumption, we now
undertake a histogram analysis of P k in two cases separately
- one where P k is for normal cases and another when it is
for apnea cases. P k is the output of the technique block
which is the actual decision variable. In the next section,
P k would be used to represent the decision variable, instead
of the assumed DV, dk.

The role of decision block is to provide robust and reliable
detection based on the DV (P k) provided by the developed
technique. probability density function (PDF) of the P k, in
both the apnea and normal cases. If the PDF were Gaussian,
the Pfa and Pmd could be easily determined. In this section,
we will verify whether the P k is indeed Gaussian or not. If
not, whether it can still be used in the same manner. Towards
this end, we take the ECG data from MIT online sleep apnea
database. For the purpose here, we have deployed 50% data
of A denoted by Al.

In order to investigate the statistical trends followed by
P k, a histogram is constructed using the value of P k from
data in Al. The histogram achieved is shown in Fig. 3.
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Fig. 3: Histogram of P k values in apnea and normal cases
for Al

Fig. 3 shows an approximate Gaussian curve for normal
case whereas a mixture Gaussian curve for apnea. The two
regions are quite distinct from each other. The region of
confusion is only over the area of overlap that is small. So
if a threshold is chosen midway between the overlap region.
The distinction can be made fairly accurately. Infact the tail
of the curve in overlap region is quite Gaussian and can be
used for estimating the error probability of miss detection
and false alarm. In what follows we assume a mixture model
for decision variable and obtain a best fit model for the same.

In order to evaluate threshold, Th, Gaussian curve fitting
has been done on the histograms, as shown in Fig. 4. MAT-
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LAB 2009a, curve fitting tool (cftool) has been deployed to
curve fit the histogram. Individual characteristic equations
have been obtained, for both cases.

fn(α) = β1×e(−((α−γ1)/ζ1)
2)+β2×e(−((α−γ2)/ζ2)

2), (9)

Eq. 9 represents the curve-fit equation for the normal case,
where α, γ, ζ, and β denotes P k, mean, variance and relative
strength of each curve in the gaussian mixture.

The available range of the coefficients for curve fitting
is obtained whereby the 95% confidence bound values are
utilized. For the normal case, summary of the available and
chosen values of variables is mentioned in table 1.
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Fig. 4: Curve fitting of the data shown in Fig. 3

Table 1: Variable values for Abnormal case for 50% learning data
Variable Chosen Value Range

β1 23.94 (22.68, 25.2)
γ1 -70.53 (-70.73, -70.32)
ζ1 4.613 (4.451, 4.776)
β2 21.89 (21.22; 22:57)
γ2 -78:3 (-78:62,77.98)
ζ2 5.831 (5.557; 6.106)

fa(α) = a1 × e(−((α−b1)/c1)
2) + a2 × e(−((α−b2)/c2)

2)

+a3 × e(−((α−b3)/c3)
2) (10)

Eq. 10 represents the curve-fit equation for for apnea. For
the apnea case, summary of the available and chosen values
of variables, of Eq. 10, is mentioned in table 2, where α, b,
c, and a denotes P k, mean, variance and relative strength of
each curve in the gaussian mixture.

Table 2: Variable values for Abnormal case for 50% learning data
Variable Chosen Value Range

a1 23.47 (20.97; 25.96)
b1 -51.22 (-51.74,-50.7)
c1 4.932 (4.533, 5.33)
a2 21.91 (19.74, 24.08)
b2 -58.44 (-59.08,-57.81)
c2 5.27 (4.832, 5.708)
a3 10.47 (10.13, 10.81)
b3 -35.11 (-35.34,-34.89)
c3 7.715 (7.326, 8.103)

From Fig. 4, it is clear that although both the curves are
not pure Gaussian but instead superposition of Gaussian
functions. However, their tails in the confusion area are
quite close to the gaussian tails. In the confusion area, an
interesting phenomenon is observable whereby we notice
that for normal curve sometimes,

|α− γ1| < |α− γ2| (11)

Because of this relationship, e−(α−γ2)/ζ2 in Eq. 9 would
be increased so high as compared to e−(α−γ1)/ζ1 , that the
other Gaussian equation becomes negligible and hence, in
confusion area, Eq. 9 reduces to,

fn(α) = β2 × e(−((α−γ2)/ζ2)
2) (12)

While depending upon the values of γ1 and γ2 sometimes,

|α− γ2| < |α− γ1| (13)

Hence, at some α, either of the curve would be negligible
reducing the Eq. 9 to only one gaussian curve equation. Lets
assume i denotes the curve with potentially higher value,
hence,

fn(α) = βi × e(−((α−γi)/ζi)
2) (14)

On the similar grounds, the reduced equation in the
confusion area for apnea curve can be written as:

fa(α) = ai × e(−((α−bi1)/ci)
2) (15)

From Eq. 14 and 15 it is obvious that in confusion
area there exists only two gaussian curves. Accordingly, the
maximum likelihood criteria can be used to maximize the
detection of apnea. The optimum values of Pfa and Pmd are
thus uniquely obtained using the threshold, Th, as discussed
in next section.

3.0.1 Threshold Extraction
In order to achieve the optimum threshold, a new function

H(α) has been defined,

H(α) = f1(α)− f2(α). (16)

The optimum threshold that maximizes the detection of
apnea is the intersection point of f1(α) and f2(α) i.e., when
α = Th, H(Th) = 0. Th has been obtained using the
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well known Newton Raphson’s Method with initial value
α = −70 . By this method th = −64.82. Accuracy,
specificity and sensitivity have been calculated for Al.

4. Performance Evaluation
The performance of the developed technique is evaluated

using probability of false alarm (Pfa), probability of miss
detection (Pmd), probability of detection (Pd), probability
of error (Pe), accuracy, sensitivity and specificity. These
measures were evaluated using confusion matrix parameters,
as mentioned in table 3.

Table 3: Confusion Matrix
Predicted Positive (P) Predicted Negative (N)

Positive TP FN
Negative FP TN

Positive=SA Negative=Normal F=False, T=True

The probability of false alarm can be evaluated using the
parameters of confusion matrix as follows.

Pfa = lim
N→∞

FP

TN
, (17)

where N denotes number of experiments. This equation rep-
resents the ratio of false alarm with respect to the correctly
determined negative cases.

The probability of miss-detection can be evaluated using
the parameters of confusion matrix as follows.

Pmd = lim
N→∞

FN

TP
, (18)

where N denotes number of experiments. This equation
represents the ratio of miss-detection with respect to the
correctly determined positive cases.

The error introduced in our case is either a false alarm or
a miss-detection, hence the net probability of error would be
the sum the probabilities of these two entities. Mathemati-
cally,

Pe = Pfa + Pmd. (19)

The probablity of error free detection or simply the
probability of detection can be determined as:

Pd = 1− Pe. (20)

Specificity indicates the ability of a classifier to detect
negative cases, i.e. normal cases. It is calculated using Eq.
21.

Specificity =
TN

(TN + FP )
× 100% (21)

Sensitivity represents the ability of a classifier to detect
the positive cases, i.e. SA cases. It is calculated using Eq.
22.

Sensitivity =
TP

(TP + FN)
× 100% (22)

Accuracy represents the overall performance of a classi-
fier. It indicates the percentage of correctly classified positive
and negative cases from the total number of cases. It is
calculated using Eq. 23.

Accuracy =
(TP + TN)

(TP + FP + TN + FN)
× 100% (23)

5. Results & Discussion
5.1 Summary of Achieved Results

This section highlights the values of performance evalua-
tion measures evaluated from the tables presented in section
5.2 with the help of the definitions discussed in section 4.

Table 4: Cases based perfor-
mance evaluation using At

Evaluation Measure Value
Specificity 5/5
Sensitivity 12/12
Accuracy 18/18

Table 5: Cases based perfor-
mance evaluation using Av

Evaluation Measure Value
Specificity 10/10
Sensitivity 25/25
Accuracy 35/35

Table 6: Block based perfor-
mance evaluation using Av

Evaluation Measure Value
Specificity 99.08%
Sensitivity 98.59%
Accuracy 98.89%

Pfa 0.006
Pmd 0.017
Pe 0.023
Pd 0.977

Table 7: Block based perfor-
mance evaluation using At

Evaluation Measure Value
Specificity 99.34%
Sensitivity 98.24%
Accuracy 98.93%

Pfa 0.01
Pmd 0.014
Pe 0.024
Pd 0.976

It is observed that the value of Pfa is decreased while
calculated for Av . It is because of the fact that Av is a
larger database and so owns higher number of normal blocks
than that of At. Hence TN cases increases, subsequently
decreasing the Pfa.

5.2 Discussion
In order to test the developed method for block based

detection, ECG data stream is divided in 5 minute data
blocks. The status of each minute, as per annotated by human
experts in the database, is checked and if there is a single
apnea minute in a block the whole block is marked as apnea.
An annotation array, Arra, is created for storing the status
of all the blocks.

Initially, the developed scheme is tested using data set At.
There are a total of 18 cases in At, out of these 18 cases, 10
are abnormal, 5 are normal and 3 are border line. ECG signal
from each case is taken one by one that later passes through
our model, as described in section 2.3 and final decision
for each block is determined as either normal or abnormal
(for making our diagnosis more sensitive, boarder line cases
has also been merged up into abnormal cases after their due
classification). A decision array Arrd stores the status for
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each block as decided by the developed scheme. At the end
a comparison is made between Arra and Arrd in order
to acquire the accuracy status of developed scheme. The
performance has been evaluated using probability measures
along with accuracy, specificity and sensitivity, as discussed
in section 4.

Later, in order to validate the consistency of results
obtained through this technique, it was tested for a larger
database Similar procedure was performed for the dataset
Av that contains a total of 35 cases, out of which 20 are
apnea, 10 are normal and 5 are borderline. Performance was
evaluated as a comparison with that of the testing data.

As summarized in 5.1, the proposed scheme segregate
apnea patients from normal people with 100% accuracy.
The scheme has first been tested for 18 different data sets
followed by blind validation of 35 more cases.

Chazel et. al. [15], have deployed multiple techniques
while using both the RRI and EDR signals, in order to
achieve 100% accurate classification of sleep apnea patients.
In contrast our method uses only the RRI feature of ECG
and used single DWPT based technique to achieve to same
accuracy. In 2008, Ahsan et. al., [12] have discovered a
method for 100% classification accuracy of sleep apnea
patients using Wavelet transform. But this technique also
deploys two features of ECG signal, i.e., RRI and EDR.
Study of two features needs more computation as compared
to our technique where the analysis of only one feature is
required. Using Spectrogram, McNames et. al. [13], have
achieved 100% accuracy but they have also used two features
i.e., RRI and S-amplitude of ECG wave. Jarvis et. al.
[14], have presented a spectrogram based solution but the
threshold of the technique is not standard, the whole data
has to be analyzed, a new threshold is produced and a
decision can only be made after the analysis of whole data.
On the other hand we have trained our classifier based on
the statistics of learning data and a standard robust threshold
is achieved. Our proposed scheme makes decisions based on
five minutes data blocks and after the analysis of 12 blocks
(1 hour) a tentative decision can be made that may further
be strengthen by studying more blocks.

6. Conclusion
The main targets of this study were development of an

ECG based sleep apnea detection algorithm that is fast and
simpler as compared to other methods in literature. Most
of the available schemes mentioned in literature are com-
plicated either because of more number of discriminatory
features or deployment of more then one technique.

The scheme proposed in this research focuses on the least
number of features to be incorporated. Only a single feature,
RRI has been used and a single decision variable P k is
selected. This unitary feature and discriminatory variable
selection has made the algorithm quite simple and memory
efficient.

Moreover, during the wavelet analysis, only FbOI is fo-
cused and till the achievement of FbOI, detailed components
have been discarded, hence conserving the memory. This
technique not only helped in conserving the memory but it
also increased the accuracy as precisely the activity during
apnea event is focused and redundant detail is discarded.
Hence, all the analysis iteration process is performed on a
small frequency band instead of utilizing all of the involved
frequencies. Moreover, the proposed method takes (on aver-
age) 0.70 minutes to diagnose a case as normal or abnormal
(using MATLAB 20008b on Intel Core i3).

In a nutshell, a comprehensive statistical study has been
performed using the learning database. The best fit applied
to the probability density function validates that a simple
binary maximum likelihood detection can be used for the
purpose. Accordingly, a unique threshold is obtained that
minimizes the decision error. Based on the threshold, sleep
apnea is diagnosed in each block of every patient’s record
in the testing database. Overall classification of the patients
is performed by using the AASM 1999 criteria on the
diagnosed blocks -AASM 1999 criteria says that a person
is said to suffer from sleep apnea if he has 5 or more
episodes of sleep apnea per hour in whole night recording.
Validation has been performed by using a richer data-base
containing records of 35 people.The decisions of our scheme
are compared with the human annotations provided at the
MIT-BIH online database. Validation process revealed that
this scheme has the 2 capability to accurately segregate the
apnea and normal cases. Hence, the technique serves to
minimize the chance of un-diagnosed sleep apnea with 100%
accuracy while being very simple and fast.
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Abstract -We are aware that DNA has a very large capacity 
to store information’s on the constitution of the individual as 
a higher capacity hard drive, billions of combinations formed 
by four amino acids are the basic archiving this storage but 
many questions remain unanswered at this time to science, 
namely the differentiation of cells, how the information comes 
to DNA, why bone cells is another heart, etc.. What is the 
phenomenon that differentiation Science is only concerned 
with the architectural structure of DNA sequencing  
That will shed new light on DNA and answers to real images. 
 

1 Introduction 
 We have demonstrated in “WorldComp’13", that the 
DNA emits an electromagnetic field, "paper ID: BIC 2373.”, 
“Visualization of organs Electromagnetic field and DNA”. 
The whole of Biophotons emitted by the DNA, form a 
coherent field carrying information as a Biophotonic 
radiation. This information which as holographic images 
form, this information is in the form of holographic images as 
I explained in my last publication that is a reminder that in 
contrast to the digital basic algorithm (0,1), however the 
Biophotonic algorithm of the brain and DNA use the base 
(colors, forms). The DNA emits an electromagnetic field, 
therefore coherent radiation that enables the communication 
between the DNA of all cells of the organ. This 
communication occurs in the form of holographic images 
contain all the information from the infinitely smallest to 
knowing subatomic.What will follow will bring the evidence 
by real images as well as the explanation of the photonic 
communication system of the DNA and the human brain 
architecture, and image quality. 

2 Material &Methods 

2.1 Material  

The material is simple, it consists off has composite 
materials also all equipment off has laboratory off physics and 
chemistry, has computer & digital camera. 

• Sensors. 
• ChemicalMaterials. 
• MaterialsPhysics. 
• Materials composite. 

 

2.2 Methods 

• V.I.S System makes it possible to manufacture the 
organ in the compositematerials through their 
emitted energy. 

• 1st step of manufacturing organ proceeds to taking 
photos from different angles of the composite and 
processing them by computer in the next step. 

 

3 Theory & explanation 

3.1 Theory 

 Any matter made of an assembly of molecules, which 
are also made of an assembly of atoms formed by electrons 
with negative charge which turn around a core consisting of 
protons positively charged & neutrons neutral charge. 
DNA is made of an assembly of atoms; therefore a system 
electrically charged creating an electric field around it. 
The structure of the DNA is made of two strands rolled up on 
them even forming a double helix, each one made of a formed 
on deoxyribose skeleton and phosphorus on which come to 
articulate bases nitrogenized to follow in a specific sequence, 
which is guanine with cytosine and the adenine with the 
thymine. This has long been known,  and I would not talking 
over on this subject, therefore what is really interesting is the 
provision in length of DNA as well as the oval shape of 
ribosomes which answer us about the transmission antenna 
configuration & emission/reception of electromagnetic wave. 
DNA is an electromagnetic antenna which receives and 
transmits information, an antenna as its elongated structure 
allow captures the electrical pulses, view from above its 
circular design and a little oval giving it the magnetic 
character.  
DNA is an oscillator; DNA emits an electromagnetic field is a 
laser photons; it transmits a transmission electromagnetic 
wave and receives the emissions from other DNA. 
Information of the emissions and the receptions is made of 
holographic images form,  the image algorithm is not binary 
“0” and “1” but photonic;  only as (colors & forms), therefore 
the holographic images which are read in real-time treated and 
dispatched to the other DNA informing about the actual state 
of the cells, therefore DNA As well as being a transmitting 
and receiving antenna, interprets the  received information in 
its holograms form and archive them; is a super quantum 
computer. 
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3.2 Process & technical explanation: 

The V.I.S System enables us to visualize the DNA in real 
holographic image and thus allows us to obtain it as photonic 
algorithm; the image is real and not digital. It also permits us 
to see all image characteristics by enlarging; we remark and 
you can check by yourself that, we enlarged the picture more 
and more, the result is appear more details, the phenomenon 
of pixelization doesn't exist.The images will become apparent 
demonstrate that in incontestable way. 
 

 
Img1     img2     img3      img4                img5                

 
Img6          img7                 img8 
Img1 : real image of DNA double helix 
Img2 : electromagnetic field of the DNA 
Img3 : radiation of the DNA 
Img4 : inferior part of the DNA with radiation 
Img5 : enlarging lasing form & radiation 
Img6 : reception phenomenon by DNA 
Img7 : enlargement lasing 
Img8 : enlargementt laser at the reception 
 
I will now study the radiation and its nature, we can already 
make an important remark is that it is periodic (3barres white 
2barres white etc ....). 

 
img9 

 
Img10 
Let us now study a single part 
 

 
Img11                    img12                      img13 
Img9: coherent nature of electromagnetic radiation  
Img10: enlargement  
Img11: expansion of a “spectral line” 
Img12: internal structure of the “spectral line” 
Img13: inverse image 
We note that the V.I.S system lead us to show the internal 
structure of “spectral line”. 

 
Img14        img15     img16       img17 
 
Img14: img11 img12 more img13 more on each other to 
visualize the line, its structure and its inverse.  
Img14: first process of visualization by VIS system; smallest 
in structure  
Img14: second process of visualization by VIS system  
Img15: third process of visualization by VIS system  
Img16: fourth process of visualization by VIS system  
Img17: inverse image 16. 
 
 
 
 

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 245

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



The process of visualizing the infinitely smallest is completed, 
The enlarging of image 16 and 17 shows us the astonishing & 
incredible images that no microscope in the world can show, 
with all details and especially it makes us understand clearly 
the functioning mode of DNA “Biophotonic” system. 
At this stage, I respectfully ask you dear board of examiners 
& scientific committee to take the image 16 and a maximum 
enlargement and see the details of the images which you will 
see.  

 
Img16                                    img17 

 
Img18 

 
Img19 img20 
Img19 :internal structure of the spectral line 
Img20 :enlarging &visualization of three photons 
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I give the proofs that it is three photons, we will studying the 
imprints images of photons 
 

 
Img20                                        img21 

 
Img22                                        img23 
 
The images "21-22-23" show us effectively that it is indeed, 
“the photons” and the transmission and reception of DNA is 
Biophotonics. 
 

3.3 Schema and images of Biophotonics functioning 

The DNA receives information about status of all body cells 
and broadcast the information’s about the state of appropriate 
cell by Biophotonics effect, each Biophoton save one or more 
information’s on the cell state, this phenomenon is done 
according to a precise diagram and a given circuit made of 
corridors, the photons make trajectories the hallways, during 
which they record information, which pass to get inside DNA 
where the information’s will received, treated and stored.  
The VIS  images show us perfectly clear this phenomenon, I 
point out that this theory and the images which demonstrate  
this theory are exposed for the first time in this publication.  
 

 
Img24                          img25                         img26 

 
Img 24 

 
Img25 
Img24:functioning informations  diagram follow by photons 
Img26 :inverse of img25 

Int'l Conf. Bioinformatics and Computational Biology |  BIOCOMP'14  | 247

Copyright © 2014 CSREA Press, ISBN: 1-60132-265-8; Printed in the United States of America



As I specified above the photons take stimulated corridors, 
and they attract with each other, forming a ball or Boson, each 
one is made of thousands of photons travel toward other DNA 
or to other body cells, this is the transmission of  information 
by biophotonic effect. 
Conversely, ie at reception, the coming of the spherical ball 
formed by thousands of photons take trace a stimulated 
corridors and stick themselves to their walls to empty itself, 
we notice that when the  photonic Ball empty their  photons, 
more it extends lengthens and lose his spherical form to 
become an oval form. 
I show you below the images of photonic ball and images 
corridors and oval balls emptied photons balls.  
I show below you the images of  spherical photonic balls as 
well as images of corridors tracked,  and the oval balls which 
empty their  photons. 

 
Img27                                        img28 

 
Img29                                        img30 

 
Img31                                    img32 
Img27 : Photonic Ball& corridors 
Img28 :Photonic Ball contain photonic beads 

Img29 :Biophotonics Ball which empty their photons 
Img30 :Biophotonics Ball& the track traced by the photon 
Img32 :Photons are emptied, they traveling in a specific way,   
we note that biophotonics Ball became oval. 
 

3.4 Proof of the Biophotonic effect  

Images "05" "06" "07", and "08" show us conclusively that 
DNA broadcast and receives a transmission electromagnetic 
field with a specific frequency &period. 
Images "17" "19" & "20" show us that is a photonic emission. 
 

3.5 Biophotonic theory  

 The DNA with its structure and its helical form; 
become an antenna for transmission and reception of 
broadcasted electromagnetic waves, it looks strangely like the 
telephone relay antennas, or television broadcast station,  that 
we see everywhere in our environment. 
As any material consists of atoms which themselves are 
composed of protons and neutrons, forming the core which 
electrons  rotating around, that enables us to say that matter 
therefore DNA is electrically charged, and as atoms are the 
center of perpetual movement, this implies that DNA is an 
oscillator. 
The structure made of four amino-acids arranged in billion 
combinations is responsible for the storage and archiving 
DATA obtained from the received information’s as it can be a 
library of information for transmission.  
The received or transmitted Information are dispatched 
through Biophotons, each one owns in him even one or more 
information, the collection of this information is done by 
circuits or corridors which each Biophoton should follow to 
charge or discharge information. 
DNA transmission with each other simultaneously done by 
"Biophotonic Balls".In fact, each Biophoton in emission 
phenomenon; cleave to other billions of Biophoton forming a 
"Biophotonic ball" moving towards others DNA. it come to 
Einstein theory which provides that light is made of grains 
traveling at the light  speed as a "ball of light".  
The VIS system visualizes the "ball of light" and how it is 
formed which are in reality the cluster of photons that will 
stick each to other forming the famous "ball of light", it shows 
to the smallest detail, their bursts showing the variation in 
their forms of spherical to elongated form vanish after when 
they are completely emptied of their photons. 
Schematically like as the wagon train each Biophoton is a 
wagon which travel from  station towards another station, 
each station are routed to an terminal, or they are removed 
from the locomotive for discharge their goods. They are 
subsequently loaded as related information each of others 
forming a "light ball" routed with a photonic speed  towards 
another station where they are removed from each other to 
their discharged goods, this diagram is closest to simplify this 
phenomenon and rather just in reality. 
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Img33 

 
Img34 

 
Img35  
 
Img33 :Biophotnic Ball which is charged or discharged info 
Img34 :corridors which the biophotons follow 
Img35 :Biophotons 
 
currently  V.I.S system is the only one (system/tool) at the 
present time which makes it possible to give us images of the 
infinitely small with real precision, it enable us to see the 
invisible that exists in holographic images with photonic 
algorithm (colors, forms), the following images demonstrate 
that as below. 

 

4 Conclusion : 
The DNA with its helical structures which is transmission 
antenna & reception analyzes the received data and a result of 
their classifications in databases using combinations of four 
billion amino acids (Adenine-Thymine-Guanine-Cytosine). 
DNA is a quantum computer, any material is formed of atoms 
which have a core made of protons having a positive charge 
and neutrons neutrally charged, and thus electrons which 
negatively charged rotate around this core. 
We can say that the matter is electrically charged and 
comprises an electromagnetic field. 
The DNA emits an electromagnetic field and also receives an 
electromagnetic field, the DNA mass is seat of very important 
vibration movement, thus it is an oscillator. 
The cells communicate with each other via their DNA by 
electromagnetic field it is the source and the storage of these 
photons, the whole of these photons or more precisely 
Biophotons is a coherent  field which carries information as 
images, these images correspond to a photonic algorithm 
whose base is "colors and forms" contrary to the numerical 
algorithm whose base is the “0 and 1”, therefore rather than 
receiving images as those which we knows, DNA receive 
holograms images that each of them consists of an infinite 
number of images or " Data Bank image " which explains how 
come cell differentiation. 
I visualized electromagnetic radiation, and showed that this 
radiation is coherent and therefore an issue. 
I let you the appreciation of the real images obtained by the 
VIS system which shown us the path followed by "Potonic-
balls"; as well as the corridors which the biophotons must 
follow as they arrive at destination and starts to empty 
“photons ball,” the beauty of these images is unquestionable 
because they are real and no equipment also sophisticated in 
the world can realize. 
Le VIS système est une nouvelle méthode permettant d'étudier 
par des images de l'exploration de l'infiniment petit avec une 
réelle exactitude défiant tout autre système d'exploitation, and 
allows us to compare images obtainedwithexistingtheories in 
particlephysicsdomain, medicine and manyotherdisciplines.      
Other publications will be presented dealing in the elementary 
particles domaine. 
i show you as below some pictures dealing the particle 
physics. 
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Abstract –The brain is an organ that Lodge in the cranial 

box. Its weight is abt 1.5 kg, it consists of abt 12 billion of 

nervous cells, 100 billion of neurons, and 120 trillion of 

connections, it makes arrangement of matters as the best 

performer, complex and impressive computer that exist 

actually. It can deal with millions of messages that is received 

each second, save them and sort out all kind of information. 

The brain controls the heart blood and digestive as well as 

respiratory systems and other systems at the same time 

enabling us to read and think.  

Information saved by human brain, can fill pages of several 

millions of books that is the equivalent of millions of 

university libraries. Human brain possesses lot of capacities 

to learn and think.  

To understand how does this arrangement of neurons work, 

the inter connection of neurons is similar to the structure of 

chip that will enable us to build the structure of future mega-

computers.  

The algorithm with which functions the human brain is 

different from the digital algorithm of the computer, the first 

one uses forms and colors, while the second one uses 0 and 1. 

Our computers use chips with limited capacity of storing and 

treatment of information using electric energy, while the brain 

uses an electric and chemical energy to dispatch & send-off   

information.      

 

1 Introduction 

  The human brain consists of about ten thousand 

millions of nervous cells, about hundred million of neuron 

and billions of connections. Each of us have the most 

sophisticated and the most performed computer that can exist. 

Logically this biological assembling is a source of inspiration 

that enables us to create future computers. In my humble 

opinion, what is really needed is to study it in the least details 

trying to understand how it functions and how is the whole 

structured; starting by:  

 Nervous cells.  

 Neurons.  

 Connection and transmission modes of the images. 

 Its ability to learn from its previous experience.  

 Its ability to interpret the reactions in numerical tasks 

and model it technically.  

as per my last publications  at Worldcomp’11 « Vitreous 

Imaging System », Worldcomp’13 « Mass Micro 

Reconstruction ». I dutifully bring you an architectural 

technical model of the human brain. I let you the pleasure to 

judge the architecture of the brain and the quality of the 

obtained images from the data bank images or the memory 

images already listed in my previous publication. 

2 Materials & Methods  

 Materials  
The material is very simple, it consists of a composite 

materials also all equipment of a laboratory of physics and 

chemistry, a computer & digital camera. 

 Sensors. 

  Chemical Materials. 

  Materials Physics. 

 Composite Materials. 

 

2.1 Methods  

 The MMR2 make it possible to manufacture the 

organ in the composite materials through their 

emitted energy. 

 The first step of manufacturing of the complete organ 

proceeds to taking photos from different angles of 

the composite and processing them by computer in 

the next step. 

 

2.2 Theory & explanation 

A neuron is a specialised cell in communication and 

information treatment; it is composed of cellular body; 
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ramification or dendrite that receive the information’s from an 

axon which broadcasts the information; the axon is long 

enough with a diameter of 10 µm, with a synapsis that 

transmit the information from a cell to other cells, the signal 

which travels along axon to synaptic knob.  

The function of the neuron is to circulate the information from 

neuron to others, i.e. it is between the organism and its 

internal environment and with itself. 

These hundred billion of neurons constitute a complicated   

Network with hundred thousands of connections in the 

neuron. All is in the Cranial Box closing the encephalon. 

The encephalon is composed of two cerebral hemispheres that 

are the brainstem and the cerebellum.  

The encephalon has no direct contact with Cranial Box, it’s 

protected by a set of thee sheets called the meninx floating a 

liquid called “cephalorachidian liquid”. 

Both of the cerebral hemispheres are divided, each one into 04 

zones: frontal, parietal, temporal and occipital zone.  

Each zone is responsible of different precise functions. 

 

Digital images coding: 

How are the multimedia contents, particularly, the images 

coded in the computer? In the computer science each 

information «text, picture, sound…» is coded under a binary 

form which means 0 and 1. The smallest information unit is 

called «bit» «binary digit», a set of 8 bit is called «byte».  

A byte enables to store a letter, a figure. This grouping of 

numbers  by set of  8 enables the best legibility similar to what 

we appreciate on decimal base, to group the figures by three 

in order to distinguish the thousands, Eg: 1 256 245 is more 

legible than 123245.  

   

How the information is coded in binary system? 
For the figures operation is carried via a reconversion in base 

2. A natural who he is a positive whole or nil. The number of 

figures that we want to use. With 1 byte it is possible to obtain 

2 (= 2
1
) value : 0 and 1   

A natural number is a positive integer or zero. The number of 

bits to use depends on the range of numbers that you want to 
use.  
With a bit, it is possible to get 2 (= 2

1
)  values: 0 and 1  

With two bits it is possible to represent 4 (= 2
2
) different 

values: 00, 01, 10 and 11  
With a byte (8 bits), it is possible to represent 256 (= 2

8
) 

values or the integers between 0 and 255  
For a group of (n bits), it is possible to represent (= 2

n
) values 

or integers from 0 (= 2
n
) 

So how can we count with 4 bits? With 24 bits? 

The base (2) operate exactly as the base (10); except for 

exactly for its mesur unit. Ex : in base (10) « eleven » is 
written «11» either «10

0
 + 10

1
». 

In base (2) «eleven» is written as «1011» either «2
0
 + 2

1
+ 2

3
» 

(1*2
0
 + 0*2

1
+ 1*2

2
+ 1*2

3
)   n base-2, « onze » s’écrit « 1011 

» soit «2
3
 + 2

1
+ 2

0
» (1*2

3
 + 0*2

2
+ 1*2

1
+ 1*2

0
) La valeur d’un 

octet est comprise entre 0 et 255. 

 

 

The picture coding :  

Two categories of pictures coding  

1. Vectorial coding : The picture is coded by a set of 

mathematic formulas. 

2.  The Bitmap coding  : The image is encoded as 

point table 

Vectorial image,  bitmap image 

Example: representation of a circle in vector or bitmap coding                      

2.3 Process & technical : 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The brain use  a basic system as below : 

 

- Formes                    which replace 0 

- Colors                     which replace 1 

 

Forms generally all forms that exist are included in a sphere, 

the point through every possible and imaginary forms. 

 

Colors : the human brain use the visible spectrum which is 

located between the ultra-violet and  infrared. 

 
This is the recognition algorithm brain, or neuronal algorithm, 

the images are captured by the eye, they are digitized by  

retina cells (cells in cones and cells in sticks) and are 

transmitted by neuronal algorithm to the brain which receives 

them decodes them and reconstitutes them in real holographic 
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images; therfore the numerical algorithm used by computers 

gives us unique images.  

The algorithm uses the neural brain gives us holographic 

images or pictures « DATA BANK IMAGES » i.e. each 

hologram contains an infinity of images each of which 

visualizes specific information  

 

 

Example: Kidney: holographic images images of scenes 

   
Img 1                img2               img3     

         
Img4                                                img5 

 

Img1: images obtained by MMR system 

Img2: holographic image represented by the brain we notice 

that if we make an enlarging the holographic image2 we will 

discover precise images of many things known like a boat in 

img3 or of another boat different from the first in img4 or a 

submarine in img5,  

To note a remarkable feature is that the more we enlarge the 

hologram more details emerge, there is no phenomenon in 

pixelation. A holographic image of the brain is an image that 

contains a within itself a very precise infinity of images 

relating information, and does not obey the phenomenon of 

pixelation during its expansion.  

To be clear: the  algorithm coding images of the brain gives 

holographic images, each holographic image enlarging brings 

up very specific recognizable image, it does not follow the 

typical raster, so we in a holographic picture a large number 

of images.                          

Holographic images : writings and symbols 

But each global holographic image contains itself several 

holographic image contain other images enlargement 

Exemple : 

     
Img1                          img2                         img6 

   
Img6                  img7           img8         

 
Img9 

 

Each hologram gives us pictures on a specific dmaine.  

The img6 pictures reveal to us writings and symbols another 

holographic image mapping reveal to us more sites etc... is 

well known to all disciplines and other disciplines unknown. 

I want to say a special publication process memory images, 

here I give this example to explain and understand that 

perceived by the brain images is actually a holographic image 

containing an infinite holographic images of each it deals with 

a specific and particular discipline.   

That said, I return to the bioinformatics brain structure 

MMR System3 (Micro Mass Reconstruction 3) allows us to 

represent biological stucture as a computer structure, starting 

from an image the system gives us an architecture in computer 

network.   

the technique is to posed a specific sensor on a body that will 

capture all the energy of the body, this énergeie contains all 

the information in this organ microscopically and 

macroscopically, the second step in the reconstruction of the 

composite body, this reconstruction will contain all the 

information of the study body, just like a photocopy of the 

original. 

It will be sufficient in a third step to take pictures of the organ 

and study in general appearance and microcopique the 

pictures taken are images 'data bank' that is to say that each 

image contains an infinity of images dealing each with a 

particular aspect 

 

2.4   MMR3 images of the brain 

 

The brain rebuilt out of composite material starting from 

the collecting of its energy  
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 Img 10                                          img 11 

 

   
Img 12 

Img 1 : image of the composite material brain starting from 

the collecting of its energy 

Img 2 : negative of the image img 1 

Imag 3: application of the technique MMR. 

The enlarging of the image img 3 enables us to see ls structure 

bio-informatisue brain in its mondres details. 

 

   
Img 4                                        img 5 

 

 
Img 6  

 
Img 7 

 

Img 4 : enlarging Bioinformatics structur 

Img 5: enlarging Bioinformatics structur 

Img 6: Bioinformatics circuits 

Img 7: schematization of the Bioinformatics circuits 

2.4.1 The bioinformatics brain : 

MMR3 or masses micro reconstruction  allows us to 

schematize the whole of the nervous cells, neurons and inter 

neuronal connections in data-processing circuits, this 

representation enables us to see and include the diagram of 

this unit and to represent it in circuits, it appears clearly that 

the provision of this unit follows a very precise diagram very 

near to the computer diagrams.  

The architecture of the neuron is quite precise, it consists of a 

cellular body, ramifications and of a prolongation  

 

                
Img 8                                               img 9  

 

               
Img 10                                             img 11 

Img 8: data-processing schematization, circuits  

Img 9: data-processing diagram circuit 

Img 10, img 11: data-processing circuit 

The more important the enlargement is and the more 

discovering us the details very characteristic of the images. 

 

              
Img 12                                          img 13 

 
Img 14 
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Img 15 

 
Img 16 

 
Img 17 

Img 15: Bioinformatic structur of the Brain  

Img 16: enlargement of  bioinformatic circuits   

Img 17 : enlargement of  bioinformatic circuits 

 

We notice that the arrangement is very accurate, the MMR3 

gives us a very accurate picture of the appearance and layout 

in all circuits, which are very similar to computer circuits. 
 

 

 

 

 

 

The human brain is composed of four zones. 

 wave : of superior frequency higher than 12Hz and 

power of some microvolt’s 

 The Alpha wave : their frequency is between 8.5 and 

12 Hz  

 The Theta wave : frequency 4.5 between and  8 Hz 

 The Delta wave : frequency 4 Hz primarily collected 

during the Dreams period.  

 

      

   Img 1.a                         img 1.b                 img 1.c 

     
    Img 1.d                        img 1.e                   img 1.f 

 

  
    Img 1.g                                      img 1.h 

       
   Img 1.i                    img 1.j        img 1.k           img 1.l 

                        
   Img 1.m                                    img 1.n 

 

 

Img 1.a  : brain in composit material.                     

Img 1.b  : images illustrating the four fields electromagnetic 

of the brain.                   

img 1.c : four field visible field.  

Img 1.d : delimitation of each field. 

img 1.e  : four field visible.                  

img 1.f  : four field visible. 

Img 1.g : other image reflecting the electromagnetic field.                    
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img 1.h : electromagnetic field image.          

img 1.i  : enlargement.      

img 1.j  : enlargement. 

Img 1.k : wavelength of the field. 

img 1.l : electromagnetic wave. 

img 1.m : wavelength of the electromagnetic field.  

img 1.n : period of  electromagnetic wave.  

 

With M.M.R system we can see the electromagnetic fields of 

the brain, we remark that there are four fields; the first is  

Frontal, the second is temporal, the third is parietal and cover 

the frontal and the temporal, and the fourth occipital it cover 

all the others. 

The images visualize the electromagnetic wave broadcasting 

we distinguish the wave period with a great clearness. 

 

 
Img 1.n 

 
            Img 1.o 

 

we note the broadcast of an electromagnetic wave in the nous 

donne la dispositions  image 1.n, with the periodic repetition 

of the wavelength observed in the image 1.o. 

 So the MMR system allows us to visualize the 

electromagnetic fields of the brain, it also allows us to 

visualize the emission of electromagnetic waves with a 

repetition period of the wave, we can easily identify the 

frequency and period,  all it's visible in images that are real 

images, as opposed to their detection by an 

electroencephalograph which can only be measured.  

 

 

 

 

 

 

 

 

 

 

 

3. Conclusion 

The brain is a bio-computer quantum which works with a 

photonic algorithm whose base is : colors and forms. The 

colors are represented by three colors which give the whole 

visible spectrum ranging from infrared to ultraviolet ; the 

forms are represented by the point and the sphere; we know 

that any forms lies between the point and the sphere. The 

photographs which the brain receives are not fixed; but rather 

a holographic film whose each holographic photograph is 

made of an infinity of photographs representing all 

information of the object observed at the moment T or he was 

seen. 

The brain is an assembly of complex circuits bioinformatic or 

CHIPS BIOLOGICAL working with a photonic algorithm. 

 

Energy is also different, because the brain works with the 

energy produced by the degradation of sugar in ADP 

(adenosine di phosphate) in ATP (tri adenosine phosphates) 

and ENERGY. 

The Storage capacity of information this biological quantum 

computer is unlimited, storage starts in the uterus to finish 

with death, i.e. with the destruction of the brain. 
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Abstract - Currently, the field of biomedical research 

is booming, a lot of biomedical knowledge in unstructured 

form in all forms of text file, and now it is the exponential 

trend increase, how to solve the contradictions between 

massive growth of information and knowledge of text 

slowly, in a credible way to find useful patterns in the text 

is a challenge. In recent years, biomedical text mining 

technology which is one branch of an efficient automatic 

access to new exploration-related knowledge, has great 

progress. This review describes the major methods and 

results of biomedical text mining research. namely infor-

mation retrieval and literature search tool and the main 

aspects of biological text mining biomedical named entity 

recognition , text categorization, abbreviations and syno-

nyms of the word recognition, relationship extraction, 

forming hypotheses and integrated framework for the 

above work, and finally the recent developments in the 

field is summarized and discussed. 

 

Keywords: Bioinformatics; text mining; computer appli-

cations. 

1 Introduction 

Text Knowledge Discovery (Knowledge Discovery 

in Texts, KDT) is focused on the discovery and excavation 

from the text inductive knowledge, such as useful models, 

trends, rules of knowledge and other computer procedure. 

KDT, namely text mining technology (Text Mining), is the 

products of the combining theory with technology which 

include artificial intelligence, machine learning, natural 

language processing, and data mining and related auto-

matic text processing, such as information extraction, in-

formation retrieval, text classification[1]. 

With the development of computer network technol-

ogy and the emergence of network version of the journal, 

medical bibliographic databases and other full-text data-

base, biomedical text mining become one of the more ac-

tive areas, and even some people in this area named 

KDiBL (Knowledge Discovery in Biomedical Litera-

ture). Using text mining techniques to deal with the mas-

sive scientific literature and biomedical text annotation 

data stored in databases, which found that research and in-

novation knowledge (such as genes, proteins, diseases, 

drugs and their relationship) is a hot research field of the 

current artificial intelligence and data mining. Text mining 

is a method for automatic computer processing of natural 

language text, it does not completely solve the pursuit and 

realization of natural language processing, and machine 

learning methods positioned to achieve limited objectives 

apply knowledge extraction and excavation. 

The purpose of biomedical text mining is to help re-

searchers in the massive literature more efficiently iden-

tify the information they need, find hidden relationships, 

and apply mathematical algorithms, statistical methods 

and data processing methods literature analysis and pro-

cessing, so the information overload pressure from inves-

tigators passed on the computer. 

Applications of the biomedical field text mining 

technology can improve biomedical information construc-

tion and management efficiency. Constructing biomedical 

databases, is the driving force to promote the advancement 

of biomedical text mining technology[2]. Through infor-

mation extraction technology, you can build special pro-

teins role relational database which is based on the pur-

pose of disease diagnosis and drug design, Such as breast 

cancer. Alzheimer's disease-related protein effect relation-

ship database. Proteins database described by the network, 

will greatly benefit disease diagnosis, drug design, pro-

gress related to the promotion of biomedical research[3]. 

 The greater sense of biomedical text mining, is that 

biomedical text mining techniques can help biomedical re-

searchers perform faster and more effective research in 

several areas, such as information retrieval technology can 

help users quickly and efficiently find useful information 

in a massive collection of document information; infor-

mation extraction technology can extract specific factual 

information from the biomedical literature, that the entire 

biological knowledge to build the network, the relation-

ship between organisms forecasts, development of new 

drugs will have great significance; text classification tech-

niques can be screened coarse-grained to narrow the 

search scope for further information processing in prepa-

ration; assume that technology can be tapped to generate 

experimental hypotheses and experiments suggested in 

the literature in order to get biologists to verify new scien-

tific discoveries. Therefore, this research has attracted 

wide attention from computational linguistics, bioinfor-

matics, machine learning and other aspects of the re-

searchers, the paper describes the biological literature fo-

cuses on information retrieval tools and biomedical named 

entity recognition, abbreviations and synonyms recogni-

tion, biomedical entity relation extraction, was found to 

form hypotheses and integrated framework for the rela-

tionship between the above work, the other associated 

technical evaluation and so on. 
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2 Biological Literature Information 

Retrieval 

As one of the main achievements demonstrate the bi-

ological literature and academic exchanges, the number of 

large, fast growth rate of far more than the other disci-

plines. NCBI (National Center for Biotechnology Infor-

mation), 1988 as a U.S. National Information Resource 

Center of Molecular Biology established, it’s main task is 

to establish a public database of computational biology re-

search, and develop some software tools for analyzing ge-

nome, spread biological information. It offers 28 free da-

tabase, PubMed is one of these databases which is re-

trieval system using a uniform interface (Entrez).As im-

portant source of literature in the field of life sciences Pub-

Med, has been favored by the majority of medical re-

searchers, with using the Boolean model and vector space 

model and a dictionary to automatic query expansion to 

make information more collective. Most users through 

Entrez database access and query the PubMed database 

(Entrez / PubMed), but there are some drawbacks in the 

search interface and functionality of the system  

[4]. Such as, It’s difficult for new users to grasp limited 

search and complex retrieval methods of Mesh  and it’s 

quite boring for user to read these lengthy list of search 

results because of lacking of analytical tools to navigate 

the search results. To improve efficiency, many dedicated 

search engine came into being. So, we will briefly present 

some common biological literature search engines to re-

trieve text and non-text material . 

2.1 Handling Text Material 

With the rapid growth of biomedical literature, infor-

mation retrieval researchers need to get the aid they need 

literature, following a relatively common example of 

HubMed and GoPubMed . 

HubMed  (http://www.hubmed.org/) is an optional 

search interface combined with external network services 

and provides a function to improve the literature search, 

browsing and retrieval efficient[5]. Users can create and 

visualize clusters of related articles, reference data in a va-

riety of formats, to get updated daily publications and 

browse to the full-text links. HubMed is the EUtils of the 

NCBI Web Services, interpreting the PubMed data in an-

other way. HubMed and PubMed use the same syntax to 

search and get the same result, but the expression is dif-

ferent between HubMed and PubMed. The result of Hub-

Med can be sorted by date information or relevance. 

GoPubMed ( https://www.gopubmed.org ) is a system 

combined with semantic network of biomedical infor-

mation retrieval ,to classify PubMed search results, which 

can help users quickly locate the most relevant literature, 

and base search result on visual statistical analysis from 

multiple perspectives[6].  GoPubMed works by using the 

extraction ontology terms (Go terminology, MeSH term 

and UniProt protein), and the search results are divided 

into four categories: What (ontology terms), Who (Au-

thor), Where (city and periodicals), When (publication 

date), which users can quickly browse required documents 

by classified Navigation. In addition, GoPubMed can 

analysis literature information. 

2.2 Handing non-text material 

The traditional retrieval method is based on paper 

level which meet the needs of most of the researchers 

[7].However, it had to spend a lot of time and effort to 

collect relevant literature and determine the correlation, 

and these items embedded in the article in-depth content, 

such as, embedded charts, tables, diagrams, maps, photo-

graphs, etc., it is hard to be retrieved. In fact, these non-

text not only to assist researchers on article content flexi-

ble and in-depth analysis, but also to promote knowledge 

discovery, so it has important value. In addition, charts 

and data are often more convincing, giving the impression 

that clear at a glance. 

For the image retrieval , first cellular localization im-

age search (SLIF) system[8, 9] , SLIF extract and analyze 

specific types of images, the use of geometric moments, 

word processing and morphological image processing to 

extract all graphic images in the full text of journal articles 

BM and to identify these images depict fluorescence mi-

croscopy[10] , and then determine the subcellular capture 

Location digital features (calculating SLF6 features and 

converting the output of a single fraction). Although the 

images provide important evidence, without reference to 

the relevant text often cannot understand.Yu examined the 

three associated text: the captions of figure, the main ab-

stract sentences and the associated sentences appearing in 

the full text[11]. Conclude that the summary sentences 

can be used to summarize the image content and other rel-

evant text description usually does not include the indica-

tions described in experimental procedures and conclu-

sions of the experiment. 

 BioText Search Engine provides free of charge bi-

ologists search engine which is based on web Ser-

vice[12] . The current system indexes all Open Access ar-

ticles available at PubMed Central. In order to improve the 

efficiency of the figures  information retrieval, BioText 

Search Engine for articles extracted from local storage, 

use Luccene open source search engine indexing tool 

kit[1]. Currently BioText Search Engine is mainly based 

on keyword search, which is including keyword search the 

full text and abstracts, captions of figures and tables illus-

trate retrieval. Searcher through "view all figures and ta-

bles from this article" link associated with the article real-

ize all charts or tables, but also through "view full article" 

link experiment with the full text of the link graph. Bio-

Text Search Engine's development objective is to provide 

users with a more comprehensive search portal, such as 

author, journal name, and support like genes, proteins, or-

ganisms, species and other local features retrieval. An-

other search engine FigSearch can be extracted by retriev-

ing summary chart containing the gene names 

[13]. Compared with the BioText Search Engine, it’s more 

targeted, but shows the limitations of its retrieval. 
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While researchers have been working on how to im-

prove the retrieval efficiency, but there are still many ur-

gent problems for the non-text information retrieval. First, 

the accuracy rate is not high, and the current precision of 

the system cannot meet user’s expectations. We can find 

three factors affecting its precision by analyzing .Above 

all, it’s difficult to accurately extract the target. Then, 

whether the target object accurately indexing, indexing 

words that accurately describe whether the target object 

topic.  Finally, there is no a standard to describe metadata. 

Second, paying for resources lead to restrictions on access 

to get full literature as result of copyright issues or other 

issues. Third, the quality of graphics or table is not high, 

for example, data are incomplete or unclear, leading to its 

value in use not high. 

Thus, we can predict the trends that how to improve 

the efficiency of non-text information retrieval. Following 

is about this. 

First, the type of retrieve objects will continue to be 

expanded, currently the main targets for article retrieval of 

charts, tables and photos. In addition, the academic litera-

ture also contains a variety of formulas, flow charts, sci-

entific data and other resources, which play an important 

role in research work. 

Second, Content-based retrieval methods will be 

more and more attention. Retrieve content based on depth 

refers to the semantic content according to the target ob-

ject, and analyze contextual understanding, in order to 

achieve a deeper level of technical retrieval methods, such 

as color, texture and shape of the images, some distribu-

tion of tones, shoot theme, scenes in the photo. This re-

trieval method which directly extracts content from the 

target object can perform similarity retrieval and meet the 

user’s needs to retrieve multi-level, interactive and intui-

tive query. Third, meta-data [14] will continue to be im-

proved due to target objects belonging to a new resource 

type, and the type, format and dimensions are quite differ-

ent. It’s impossible to accomplish description of all the 

items through the establishment of a metadata Description 

Standard. So, it’s difficult and complicated to build object 

metadata. Database developers and experts in various dis-

ciplines required more effort to construct the metadata 

standards, which will also become a major research focus 

in the future. 

 Fourth, to develop complex integrated retrieval will 

be a new direction. The current retrieval focus on the in-

tegration of text information .However, integration of 

non-text information retrieval, text information retrieval 

and cross with non-text information has not yet been 

solved. Meanwhile, it’s a challenge that researches encap-

sulate different sources with the same subject text infor-

mation, scientific data, pictures, charts, maps, photo-

graphs and other information into a composite object. 

Overall, the challenges facing the biological field of 

information retrieval is how to combine biological back-

ground knowledge, correct understanding user queries 

and various biological entity names appearing in the bio-

logical literature. This will be a great present or future re-

search focus. 

3 Text Mining 

Because of the multitude of biological literature, so 

a lot of life science issues, and bioinformatics problems, 

need to use text mining methods, for example, we can find 

the relationship between genes and diseases, protein inter-

actions, and so on. 

The main task of text mining are term recognition, 

information extraction, discover relationships, and ap-

plied to the field of bioinformatics. Currently, some active 

area of research are named entity recognition, text catego-

rization, relationship extraction, synonyms, abbreviations 

extraction, hypothesis formation, text classification and 

more integrated framework. 

3.1 Terminology Recognition 

3.1.1. Named entity recognition (NER) 

Biological field named entity recognition is to find 

the name of the biological entity from the biological liter-

ature, which is marked as correct category (such as genes, 

proteins, disease, drugs, etc.). It is an essential part of bi-

ology literature retrieval and information extraction. 

One of the basic tasks of biomedical text mining 

named entity recognition (Biomedical Named Entity 

Recognition, Biomedical NER), its purpose is to identify 

the name of the specified type from the collection biomed-

ical text, such as protein, gene, ribonucleic acid, DNA and 

so on. This is a critical step for relationship extraction and 

other potential information.  

However, the new named entities continue to emerge 

and the names of entities which has not been recognized 

are increasing. Currently there is not a complete biomedi-

cal named entity dictionary to contain various types and 

following features also resulted in the identification diffi-

culties. 

First, the length of the entity name is very long, the 

phrase may consist of multiple-word. For example, “nor-

mal thymic epithelial cells". 

Second, more than a common noun to show an en-

tity. Many biomedical named entity with "and" or "or" 

connected parallel structure, they share a common noun, 

so it is difficult to correctly identify named entities，for 

example,“91 and 84 kDa proteins”。 

Third, multiple forms of expression of the same 

name of the entity, specifically, a lot of biomedical 

named entity has written a number of different forms, for 

example TNFA, TNF an alpha, infalpha and TNFalPha 

all represent the same gene. 

Fourth, different names share the same form of ex-

pression. Specifically, the same word or phrase that can 

represent different types of biomedical named entities, 

depending on the context can be inferred, for example, 

IL22 both expressed protein name, and said DNA name. 

Fifth, the nesting phenomena of biomedical named 

entity still exist, e.g.<PROTEIN> <DNA> kappa 3 </ 

DNA> binding factor </ PROTEIN>,  where "kappa 3" 

is the gene name , and "kappa 3 binding factor" is the 
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name of the protein, and therefore it’s necessary to solve 

the problem of overlapping candidate named entity. 

Sixth, a large number of biological named entities 

using abbreviations. 

Seventh, it is difficult for all the names to be enumer-

ated and be included in the dictionary. 

On the whole, these features brought great difficul-

ties to determine the boundaries of the entity's name, 

therefore, biomedical named entity recognition will be a 

challenging study. Currently, they are about three recogni-

tion method of biomedical named entity. Following three 

categories are dictionary-based approach, heuristic rules-

based approach and based on machine learning methods. 

First, dictionary-based approach, the natural lan-

guage text are compared with  dictionary entry which in-

clude a large number of pre-existing biomedical named 

entity name, based on the results match. The algorithm re-

quires a larger refinement over the name of the library as 

well as matching strategy. Implementation of this method 

is more direct and easy to understand, but because of the 

large number of names in the biological field, frequently 

updated and expression are inconsistent, so have to main-

tain a biological dictionary library is very difficult. Second, 

Rule-based methods, is to identity the entity and other text 

which is divided into different categories by defining rules. 

In fact, the field of bioinformatics is complex and many 

varied forms of entity names, and rules-based method re-

quires a lot of knowledge structure, but it is impossible to 

cover all the rules, resulting in lower recognition 

rate. In addition, the new entity emerging name in the dic-

tionary cannot be updated in order to contain all the new 

entity name, resulting in a lack of portability. Third, Ma-

chine learning-based approach, is to transform the named 

entity recognition problem into classification problem. By 

using the classification tools, the training text for machine 

learning, and thus to distinguish various types of entities 

named in the final test text identifies named entities. This 

method is to extract the need to identify the name of the 

entity model, as the standard for classification method in 

a tagging corpus of training. The method reflects the 

greater advantage with flexibility, adaptability to a spe-

cific environment, as well as the ability to deal with small 

sample. But it needs a large number of corpus, for manual 

annotation to serve as a training set, usually due to uneven 

data lead to "over-learning." 

3.1.2 Synonyms and acronyms 

Biomedical literature growth while biomedical ter-

minology is also growing and abbreviations occupied high 

proportion, for example, IFN, TPA and so on. There is no 

discipline for the formation of a lot of abbreviations, and 

acronyms also has a high degree of ambiguity. In general, 

the extended form of the abbreviations has more than ev-

idence to determine its category .Anyway, to identify ac-

ronyms must largely dependent on context, and cannot 

rely on existing biological dictionary. Biomedical entities 

have multiple names and abbreviations, if there is an au-

tomated method of collecting synonyms and abbreviations 

to help researchers conduct literature research ,it’s will be 

very useful. In addition, if all synonyms and abbreviations 

entities are mapped to a term which represent the same 

concept, the other text mining tasks can be completed 

more efficiently.  

Many researchers use an online database to generate 

a list of synonyms gene names.Yu and Agichtein com-

bines AbGene gene named entity recognition system, us-

ing statistical methods ,SVM classifier and automatic 

mode extraction[15], as well as hand-generated rules al-

gorithm to extract  synonymous in the full text of journal 

articles . According to statistics, their system’s recall rate 

is about 80% and accuracy rate is about 9% then the total 

value of the F-measure is about 30%.  Thus, the problem 

which automatically identify abbreviation and its full 

name in a single article has been basically solved, and the 

identification systems have achieved a higher accuracy 

and recall rate. Future research will combine identify ab-

breviations with other text mining tasks, and apply them 

to real biomedical text mining system. 

As we all know, synonym extraction accuracy of gene 

and protein names is also generally lower, so there are 

more challenging. Although the list of synonyms automat-

ically updated, to improve the performance of document 

retrieval and text mining system is valuable, but the accu-

racy of automatic extraction system is too low. However, 

the current work in progress, the official are standardizing 

gene names and symbols of the protein, so in the future 

the low accuracy problem caused by informal name may 

be reduced.  

3.2 Information Extraction  

Information extraction of the biological field is to ex-

tract the relationship which may be protein-protein inter-

actions, or gene regulation relationship, according to user-

defined interactions from biological literatures. This has 

important significance for creating a whole network of bi-

ological knowledge to predict the biological relationships, 

and development of new drugs.  

There are two extraction method which are co-occur-

rence and natural language processing methods (Natural 

Language Processing, NLP) [16]. Co-occurrence method 

is based on a class of entities from the literature, which 

assumes that the closer the biological literature entities, 

the higher their relevance.  For example, if two entity ob-

jects appear in a sentence and have a high frequency of co-

occurrence of two entities by text mining dealing with a 

large number of abstracts, it imply the existence of two 

entities associated with a high probability target. Such 

method is relatively easy to implement, but the assump-

tion is not reliable. The other is natural language pro-

cessing method, is based on large-scale corpus analysis 

and complex language model to extract relationship by 

grammatical structure and semantic relations .Although  

it’s  more complex and difficult to achieve, but the asso-

ciation is more accurate and reliable. 

On the basis of the relationship between two methods, 

some researchers have tried to extract the biological pro-

tein and build pathway from the literature and the network 
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(Network). And we all know that extracting genes, pro-

teins or gene ontology (GO) has a direct significance. 

Chiang and Yu's Meke  system using gene ontology (GO) 

as a function of the name of the dictionary coding, the 

genes and gene products with the name of the dictionary 

LocusLink combined sentence arrangement while taking 

advantage of the system to determine patterns associated 

with gene function , then the model combined with the na-

ive Bayes classifier to extract sentences containing infor-

mation about the function of the gene product[17]. 2004 

BioCreative Task two also extract relevant gene ontology 

(GO) encoding gene from the free text. 

Although, in recent years, the biological literature in-

formation extraction system from a simple rule-based ex-

traction for advanced development of the use of computer 

language parser, however, there are still many problems to 

be improved, the current text mining systems cannot meet 

the actual needs of researchers and performance evalua-

tion criteria system is not yet mature, so biologists and 

computer scientists need to cooperate further strengthened. 

3.3 Hypothesis Generation 

Relationship extraction is mainly extracted relation-

ships between entities that can clearly be found in the text, 

while the hypothesis tries to reveal the more explicit rela-

tionship that does not exist in the text but inferred by 

other. The purpose is to reveal previously undiscovered 

deserves further study the relationship. Text mining is de-

fined as "by automatically extracting text from different 

information resources, the discovery of new information 

previously unknown." With extracts from the published 

literature to determine the information compared to pay 

more attention to the unknown text mining access to in-

formation. For such an experimental biological sciences, 

the biological text mining aims to dig out from the litera-

ture experimental hypotheses and experiments suggested 

that in order to get biologists to verify new scientific dis-

coveries. 

In fact, all the research hypotheses are formed idea 

of using "non-relevant literature complementary struc-

ture" of the 1980s, Swanson proposed is simply ABC 

model: A affected B, and B on C, then A may influence C 

in the 1980s and early 1990s Swanson ABC model gives 

a lot of use and tap new hypothetical example, such as: 

fish oil treatment of Raynaud's disease [18]; magnesium 

deficiency and headaches relationship[19]. 

Hypothesis mining system is not yet a standard tool 

for biologists, but someday there is a need to continue re-

search and improve the ability of the system handle a large 

number of different types of data. At present these data 

must be manually researched by scientists and need better 

ways to evaluate these system, which can record the im-

provements of the system and to make a clear choice. 

3.4 Text Categorization 

Reading massive biomedical literature bring great 

difficulties for the researchers in recent years, but the 

widespread use of text mining and natural language pro-

cessing techniques has solved this problem, in which text 

classification is an important part. Text classification at-

tempt to automatically test document or some parts 

whether the document contain the interesting features of a 

particular subject. Interesting information is not explicitly 

specified by the user, but to provide positive training set 

(set of documents have been found to contain features of 

interest) and negative training set. Text classification sys-

tem should be able to automatically extract features that 

can distinguish between positive and negative, and which 

are applied to the candidate documents and then to make 

decisions. 

Accurate text classification systems are particularly 

useful for database administrators, who may have to 

browse a lot of database to find a small amount of litera-

ture which contains some valuable information, but more 

biomedical information is created in form of text, the da-

tabase manager need to convert the information to the en-

coded data and there is a strong need that text classifica-

tion method is applied to biomedical text. 

Yeh organized the text mining contest that is the part 

of KDD international competition in 2002[20]. And the 

task is to evaluate papers FlyBase data set, and according 

to the Drosophila gene products to determine whether it 

should manage that paper. The performance of the best en-

tries are created by manually generating a set of rules 

which are based on tagging, semantic dictionary and se-

mantic restrictions and the F is 78% by detecting the rain-

ing document. Another effective method is based on the 

text whether there are the gene products to classify bio-

medical papers, and after extracting feature, to use the Na-

ive Bayesian classifiers, have a good performance. 

The study that applying text classification to the ac-

tual work of biomedical managers and indexing has only 

just begun.  one of the tasks of 2006 TREC Genomics 

Track is text classification problems[21]  . This task is 

trying to imitate manual annotation, in order to find the 

document experimental evidence of genetic information 

contained in the mouse genome informatics (MGI) system 

browsing, and finally completed the text of the Standard 

Generalized Markup Language collection (SGML) for-

mat. To evaluate the performance of the task and to meet 

the needs of managers and other researchers for the fu-

ture .Text classification technology can improve the effi-

ciency of biological databases were screened, so improv-

ing the text classification in biomedical research must 

continue. 

3.5 Integration Framework 

To address a wide variety of user needs, many re-

search groups are developing integrated text mining 

framework. The MedScan systems of Novichkova and 

others developed, is a synthesis of the dictionary and syn-

tactic, semantic template as a set of entity relationship ex-

traction of universal biomedical text mining system[22]; 

Glenisson developed TXTGate, perform the text profiles 

and clustering of genes by using multiple online databases 
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[23]; Becker created the PubMatrix  tool which combin-

ing multiple queries PubMed list the two-dimensional 

gene lists contained the names and functions of terms[24]; 

BioRAT system of Corney is another template-based sys-

tem that combine template design tools with web spider  

that is used for locating and retrieving the full text of jour-

nal articles combination[25]; Textpresso system is an On-

tology-Based Information Retrieval and Extraction Sys-

tem for Biological Literature[26]. 

However, there are also some problems which all of 

these systems are still in the research and development 

phase and the evaluation tends to simple. In addition, the 

system has not conducted a thorough evaluation of the 

user, and the ability to meet the needs of the biomedical 

research community remains to be seen, this is just to sat-

isfy a stage biomedical researchers needs. 

3.6 Evaluation Of Biological Text Mining 

Technology 

In the field of bioinformatics, The technical evalua-

tion  of the text mining systems which were  mentioned 

in the above has two indicators  which is precision and 

recall rate[27], precision is identified by the creature in the 

named entity named entity of the ratio ,namely accuracy 

rate (P) = the number of correctly predicted named entity 

/ entities to predict the total number of names; Recall rate 

refers to the experiment identified by all the correct ratio 

of biological named entity of the experimental data, that 

the recall rate (R) = total number of correctly predicted 

named entity named entity number / the total number of 

named entities of a text, we can see precision and recall 

rate which reflects two different aspects of recognition 

quality. So, we can use harmonic mean as a balance recall 

and precision rates, namely, F-measure = 2PR / [P + R]. 

4 Summary and Discussion 

In summary, we can find the biomedical text mining 

has tremendous potential. The experts in various fields es-

pecially medical researchers are also gradually realizing 

that the job prospects.  So, the next major challenge in 

text mining work is to develop efficient text mining tools, 

making it essential for biomedical researchers so that they 

can continue more productive under the pressure of the 

rapid growth of information. Research must focus on help-

ing biomedical researchers to solve practical problems, 

and less on independent systems to meet user demand out-

put. Of course ,it needs to build a bridge between biolo-

gists and computer experts in the field , because the field 

of researchers led by a computer background , but only 

biologists to propose effective evaluation methods and 

mining tasks . Thus, biologists and computer linguists 

should make further cooperation in the field of text mining 

show the diversity and innovation, so as to understand the 

actual needs, access to domain knowledge to develop an 

effective text mining tools. 

For the future, although the biological literature min-

ing related technologies carried out some research, but 

still need to continue to look at areas in-depth study, for 

example, efforts to improve the identification and biolog-

ical information extraction performance of biological en-

tities, in addition, in terms of literature and words must be 

easier to obtain in the full text of journal articles, which 

did not mention in the Summary and Mesh terms. Current 

text mining research has shifted from the title and abstract, 

but still get the full text of copyrighted restrictions. There-

fore, the research community must cooperate with pub-

lishers to obtain a wide variety of content for text mining. 

Next, in addressing the specific text mining tasks, more 

research is needed to determine what features work and 

what types of features are useful. Feature space for text 

mining is a huge array of feature types, feature types, in-

cluding (but not limited to) the words, concepts, keywords, 

format, author, references and links. Popular long- term 

bags (bag-of-words) method can be applied to a variety of 

texts from different sources, but ignores the location of the 

document and paragraph information. Finally ,Obviously, 

the main theme of the future development of the coordi-

nation and cooperation between disciplines must work to-

gether text mining researchers , publishers and biomedical 

researchers can produce by providing a consistent , meas-

urable, verifiable results system to meet user needs re-

searchers must take the lead in coordinating efforts to 

achieve biomedical text mining full scientific potential . 

Obviously, the main theme of the future development is 

the coordination and cooperation between disciplines 

must work together text mining researchers, publishers 

and biomedical researchers can produce a consistent, 

measurable, verifiable results system to meet user needs. 

Researchers must take the lead in coordinating efforts to 

achieve biomedical text mining full scientific potential. 
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ABSTRACT 

In Systems Biology model design, reliability 

evaluation constitutes a requirements challenge. In 

order to apply the models on a given process or on 

work for in silico study, a systems biologist needs 

to be ensured of the models quality. The key 

problem remains the relation between the model 

and the biologist question. Several algorithms was 

designed to validate models but they only check 

correctness of syntax (e.g. Online SBML 

validator). These algorithms do not consider 

semantic annotation of a model defining biological 

context of the model. In our approach we have 

measured the model reliability using a combination 

of meaning (semantic) and syntax.   This approach 

allows researcher to identify a model that really fits 

his needs and application domain. It also provides 

unique identification to each model element 

(compound, reaction, and compartment) in order to 

facilitate any Systems Biology operation such as 

merging, splitting, and simulation. It is 

implemented in Java and connected to the model 

database BIOMODELS using Restful API, our 

algorithm implementation called SBMLChecker is 

available online at 

http://jacksons.usd.edu/SBMLC/. The command 

line version has been deployed on BioExtract 

server, at bioextract.org that it to be integrated in 

automatic sharable scientific workflow. 

 

Keywords: semantic, syntax, annotated URL id, 

SBML, biological model  

 

1. INTRODUCTION 

System Biology Markup Language (SBML) is the 

common format to represent a Biosystem 

mathematical model. Used by over 250 tools 

(SBML.org), it remains lacking in many aspects in 

order to provide the appropriate model in the right 

context.  The reliability of a model depends 

considerably on the context related to the model 

design. The development of semantic annotation of 

biological elements allows systems biologists to 

connect design context (domain ontology) to a 

model. 

Semantic in biological modeling  

There are several organizations (EBI [2], 

NCBI [3]) maintaining databases ( Biomodels [2], 

Protein, Gene, etc.) and/or ontologies (gene 

ontology [4]) in order to manage biological 

components (e.g., reaction, species, etc.) in a 

standard way. They try to categorize the already 

defined components and identify relationships 

among them. Each database assigns unique id to 

each element and keeps tracking relevant details 

(e.g. properties, description) with these ids. 

Furthermore, we can find several web applications 

(e.g., KEGG Mapper) that provide services to map 

the same components from different places [5]. 

Some of them provide web services, especially 

RESTful services, that could be used by software 

tool developers (web services for GO terms and 

annotation provided by EBML-EBI) [6]. A single 

component can be annotated by multiple databases 

and or ontologies. The SBML defines annotation-

tag to annotate biological components, it has 

resources with the details of database and id for 

each annotation [7]. E.g. the reaction MTHFR, 

[5,10-methylene-tetrahydrofolate] + [NADPH] → 

[5-methyl-tetrahydrofolate] in BIOMD0000000018 

has the annotations "urn:miriam:ec-code:1.5.1.20", 

"urn:miriam:kegg.reaction:R01224". This reaction 

has Enzyme id 1.5.1.20 and KEGG reaction id is 

R01224. 

 

SBML reliability evaluation in existing tools 

(Online SBML Validator) 

The model reliability checking should ensure 

their correctness on both syntax and semantic 

(meaning). The Online SBML validator introduced 

by SBML.org provides the services to test syntax 

and internal consistency of an SBML model. This 

system checks the following aspects of a model 

[1]: 

 Consistency of measurement units associated 

with quantities (SBML L2V4 rules 105nn) 

 Correctness and consistency of identifiers used 

for model entities (SBML L2V4 rules 103nn) 

 Syntax of MathML mathematical expressions 

(SBML L2V4 rules 102nn) 
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 Validity of SBO identifiers (if any) used in the 

model (SBML L2V4 rules 107nn) 

 Perform static analysis of whether the model is 

over determined 

 Perform additional checks for recommended 

good modeling practices 

 Perform all other general SBML consistency 

checks (SBML L2V4 rules 2nnnn; highly 

recommended)   

However, this system does not consider the 

entire annotation information to evaluate the 

meaning of models. In order to analyze the 

semantics and syntax of models, we have designed 

a tool that extends the web services provided by 

the online SBML validator 

 

2. METHOD 

 

Principle 

The reliability level of a model is calculated 

based on its validity of its syntax and semantics. 

Correctness of models on syntax is examined with 

the usage of web services provided by the online 

SBML validator. Semantic strength is measured by 

the annotated URL id of each model’s component. 

 

Design and algorithms for SBMLChecker 

SBMLChecker does two way analysis, one for 

semantic strength and another for syntax 

correctness (Figure 5.), and generates reports R1, 

R2 respectively. 

  
Figure 1. Global mechanism for model reliability evaluation 

 

 
Figure 2. Algorithm for semantic analysis 

 

The semantic analyzer takes each kind of 

component separately and identifies all ontologies 

and databases that are used to annotate it. For 

example, if any species is annotated with KEGG 

id, KEGG will be used to check the annotation of 

every remaining species. Then the percentage of 

KEGG annotation will be calculated. Species are 

considered to be more consistent/reliable if the 

percentage is high. In this way, percentage of every 

possible annotated ontologies/databases will be 

calculated. The maximum percentage will decide 

the best consistency level of the model element 

(e.g. species) in the resource (e.g. KEGG, 

MIRIAM Register) 

 

Reliability score estimation 

The consistency for the components (  ) of 

kind k over     ontologies and/or databases,  

                                )) 

where    is an i
th
 ontology or database. 

Finally, cumulative consistency is calculated 

by taking the average consistencies of each kind of 

component. Consistency of model m, 

   
∑       

 
 

where the number of components,   ∑     . 

In addition to the consistency report, an error 

report is generated by combining the online SBML 

validator’s error report with our own semantic 

check error report. Based on the quality checking, 

it will suggest to provide a valid model for any 

relevant applications such as model comparison 

and integration, but it can be skipped if they want. 

 

 Implementation of SBMLChecker 

We used the IDE NetBeans (7.3) to fulfill 

everything related to coding, and the JSBML 

library (jsbml-0.8-with-depenedencies) was used to 

manipulate SBML files [8]. The JDK 1.7 java 

library were used for this development [9]. 

Furthermore, the library to handle excel file: 

apache poi, and any other relevant libraries were 

included. 

The JSBML is a flexible and entirely java-

based library for working with SBML. This library 

supports all SBML Levels and Versions through 

Level 3 Version 1, and it maintains the highest 

possible degree of compatibility with the popular 

library libSBML [10]. JSBML also supports 

modules that can facilitate the development of 
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plugins for end user applications, as well as ease 

migration from a libSBMLbased backend.  

 

Validation 

The model BIOMD0000000018 is examined 

for reliability by SBMLChecker. According to the 

results, it is syntactically valid and earned a 

semantic score of 79%. This semantic score comes 

from: compartment 100%, species 93%, and 

reaction 44%. The model’s reliability can be 

improved by annotating it.   

 

3. APPLICATION  

 

SBMLChecker in a Workflow Management 

System (bioextract.org) 

 

 
Figure 3 SBMLChecker on BioExtract server for the reliability checking of biomodels  

 

A Java program named SBMLChecker.jar is 

designed for reliability checking. This can process 

SBML files received through command line 

parameter argument, and writes a generated report 

in excel, text, and xml formats. The SBMLChecker 

has been deployed on the HPC (High Performance 

Computing) infrastructure iPlant for availability on 

BioExtract server (Figure 3), and has been 

integrated on a web portal (Figure 4).  

 

 

 

 
Figure 4 SBMLChecker on the web portal 
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4. CONCLUSION 

SBMLChecker provide a novel approach in 

SBML model reliability measurement. Using a 

combination of the meaning (semantic) and the 

syntax, we generate a reliability score that can be 

used as indicator to interpret the output result from 

a given model in specific context.   This approach 

also provides a unique identification to each model 

element (compound, reaction, and compartment) in 

order to facilitate any Systems Biology operation 

such as merging, splitting, simulation. 

Implemented in Java and connected to the model 

database BIOMODELS using Restful API, 

SBMLChecker is available online for small models 

and available on Bioextract.org for workflow 

design and big models. 
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Abstract - Bioinformatics has allowed for vast amounts 

of data, tools, knowledge, and technology to be created 

and collected. Large volumes of information have 

presented a problem with interpreting and using the 

majority of it. Bioinformatics is continuing to look for 

ways to utilize, connect, and condense all of this 

information for researchers to enable them to easily use 

and manipulate their research data, whether that is 

through data mining, manipulation, or using any other 

type of bioinformatics applications. This project provides 

a sampling of the types of information that can be 

obtained using specific tools and applications with a 

focus on the folate one-carbon system and breast cancer. 

At each step of our workflow we generated several 

results to better understand the FOCM behavior, 

supporting the relationship between the FOCM and the 

breast cancer disease, and new biological hypotheses 

that require experimental validations. 

 

Keywords: FOCM, Folate One-Carbon Metabolism, 

Bioinformatics, Inter-omics, Central Dogma, Databases 

 

1   Introduction 
  

With the growth of scientific quantitative and 

digital data, the problem is not so much obtaining the 

information, but analyzing it to extract new knowledge. 

This project provides an example of the type of 

information that can be obtained using bioinformatics 

tools and applications. We focused on the folate one-

carbon metabolism (FOCM) system and the breast 

cancer development on all three levels of the central 

dogma; metabolomics, proteomics, and genomics.  

Folate is the carbon donor in the one carbon 

(methyl) metabolism pathway. This molecule is better 

known as one of the water soluble B vitamins [2]. One of 

the functions of this folate and methionine metabolism is 

that it synthesizes the nucleotide bases that comprises the 

genome [4]. There have been multitudes of evidence that 

this metabolism is linked to an increased risk in cancer 

[1]. The folate receptors are known to be up-regulated by 

cancer cells in order to accelerate the production of 

nucleotides and support DNA synthesis and cell growth 

[3]. A particular link that has already been made is that 

breast cancer risk is inversely related to natural food 

folate intake [7]. However research methods used to 

investigate these links are generally focused in a single 

“omics” area; for example many paper focus solely on 

the metabolomics or genomics link between FOCM and 

breast cancer. In this study, however, we will be 

applying a much larger scale approach by using 

computational biology techniques. By utilizing various 

bioinformatics techniques and resources we were able to 

gain a bigger picture on the connections between FOCM 

and breast cancer as wells as consolidate information 

from similar experiments held in a multitude of 

databases. 

This research provides a new workflow (set of 

steps) to connect the folate one-carbon metabolism 

through the different biological levels of the central 

dogma using an assortment of bioinformatics tools 

available online. The central dogma is the concept of the 

molecular thesis of inheritance (DNA to RNA, and RNA 

to Protein). The genomic and proteomic levels of FOCM 

were also used to find any links to a given biological 

disease (breast cancer) in order to show the tools 

available for finding connections between a specific 

metabolism or genome and a disease. By doing so this 

study will provide an example of how to thoroughly 

research a specific pathway as well as connect it to a 

specific disease. This work describes a handful of tools 

that can be utilized using an assortment of free online 

bioinformatics tools and applications available to any 

interested researcher.  

 

 

2   Method 
  

A large scale in silico approach had been taken 

in this thesis project by mining data from previously 

published research and utilizing various online 

bioinformatics tools. This process will be divided into 
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different biological areas transport of target enzymes into 

a cell, metabolic interactions within the cell, and 

proteomic interactions within a cell (Fig 1). These 

various levels will then be compared with genes, 

proteins, and metabolites related to breast cancer. Data 

were then collected and models created with each step 

[5]. At each step of the workflow we will come up with 

results to better understand the folate one-carbon 

pathway behavior (folate deficiency in DNA 

methylation) and to support the relationship between the 

folate one-carbon pathway and breast cancer (protein-

protein interactions). This research should also lead to 

new biological hypotheses that require experimental 

validations. 

 

 
Fig 1.  Biological level for workflow design based on 

systems integration (numerous biological systems) and 

data integration (numerous data types) 

 

3   Application 
 

Multiple databases were queried to extract each 

of the metabolites in the FOCM and its structural and 

functional information. The resulting data have been use 

to generate the FOCM mathematical metabolism 

network and pathogenesis, SMPDB metabolic pathway 

model, the breast cancer protein network model, and the 

Gene Expression Omnibus (GEO) breast cancer protein 

network model for analysis. At each step of our 

workflow, we provide good quality parameter for our 

result reliability (p-value, score).  

For the metabolomics level, metabolomics 

databases (KEGG, BRENDA, SMPDB, REACTOME, 

SABIO-RK, BIOMODELS) were queried with the 

metabolites names to extract information on each 

metabolites in the folate one-carbon pathway; this 

includes reactions, enzymes, enzymes kinetics, enzyme 

parameters, and references. Results were used to design 

visual models of the folate one-carbon metabolism using 

SMPDB notations.  

For the proteomics level, proteomics databases 

are queried to extract protein structural and functional 

information (PDB, SBKB, EXPASY) using the various 

names of the metabolites found in the FOCM (using 

reverse engineering technique). The results were used to 

build a protein-protein network using the STRING 

database and data learning tools. 

On the genomics level, the folate one-carbon 

metabolism’s gene name list was used to query existing 

profiles on Expression Atlas. Using Array Express we 

identified breast cancer datasets which hold information 

on experiments performed previously. Useful 

information obtained in those studies with acceptable 

quality measurements were compiled and analyzed in 

order to confirm additional links between the FOCM and 

breast cancer.  
 

4   Results 
  

This section is split up into the metabolic level, 

proteomic level, and genomic level for the results found 

in each level of the central dogma.  

 

4.1   Metabolic Level 
 

Metabolomics databases (KEGG, BRENDA, 

SMPDB, REACTOME, SABIO-RK, BIOMODELS) 

were queried to extract information on metabolite, 

pathways, reactions, enzymes, enzymes kinetics, enzyme 

parameters, and references. Multiple names and 

abbreviations for same metabolites were compiled and 

used for thorough querying. Results were then used to 

design the biological metabolism of FOCM using 

SMPDB notations (Fig 2, Fig 3). 

 

 

 
Fig 2 Folate Mediate One Carbon Metabolism (FOCM) 

network model. 
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The mathematical model in (Gnimpieba et al., 2011) [6] 

was redesigned using graph theory and Systems Biology 

Markup Language tools (SBML). Using Semantic 

SBML, we found 3 high score similar models in 

BIOMODELS database with score>0.1 and p-

value<=1e-3. Additional results demonstrates how 

mathematical models could be involved in a given 

biological hypothesis studies using simulation tools 

(MatLab, Virtual Cell, Biochem).    

 

4.2   Proteomic Level 
 

Proteomics databases were queried with known 

FOCM metabolites and their various names to extract 

protein structural and functional information (PDB, 

SBKB, EXPASY). The resulting data was then used to 

build the protein-protein network using the STRING 

database and data learning tools (Fig 4).  The following 

figures present several results including 18 over 33 

structural models for FOCM enzymes, more than 80 

protein interactions in FOCM, 30 in Breast Cancer and 8 

interactions connecting the FOCM and breast cancer. 

Protein expression data analysis confirmed several 

known regulations that are linked to the breast cancer 

disease (MTHFR-MAT. CBS-AHCY) and provided new 

regulation hypotheses for possible additional connections 

(GART-{DNMT1, AHCY, MSR, CBS} or Folate 

regulating DNA methylation). The Protein’s phylogenic 

tree was also obtained on STRING. 

 

 
 

4.3   Genomic Level 
 

On the genomics level, the FOCM gene name 

list was used to query existing profiles on Expression 

Atlas. Using Array Express we identified Breast Cancer 

datasets which hold information on experiments 

performed previously as well as its results so as to be 

used again or referenced by others. We chose the 

experiment, GSE36683 - Gene Regulation by Estrogen 

Signaling and DNA Methylation in MCF7 Breast Cancer 

Cells. We then went to the given Gene Expression 

Omnibus (GEO) link to analyze the data using GEO2R. 

This experiment was selected since the value distribution 

obtained was acceptable (close to the same values in all 

results and close to zero). Groups were defined according 

to the treatments given to the samples; DAC and ETOH 

treatment; E2 treatment; ETOH treatment only. The gene 

DNMT was then queried within the results and the gene 

profile was obtained). The P value was also obtained for 

various DNMT genes. Gene-Gene interactions were 

collected and modeled using GENEMANIA by entering 

the known gene names involved in FOCM (Fig 5). 

 

Fig 3 Sample of slides that compiled 

information on each metabolite 

Fig 4 This models from STRING displays more than 

80 protein interactions in FOCM, 30 in Breast Cancer 

and 8 interactions connecting the FOCM and Breast 

Cancer
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5   Conclusion 
 

Bioinformatics and computational biology tools 

development presents innovative opportunities to 

improve life science research and contribute in its 

numerous challenges. This work presents a workflow for 

bioinformatics and systems biology tools usage in inter-

OMICS (metabolomics, proteomics, genomics) studying 

of a given biological systems. This workflow has been 

applied to the study of the Folate Mediate One Carbone 

Metabolism (FOCM) as well as its relation to breast 

cancer. At each step of our workflow we came up with 

several results to better understand the FOCM behavior 

(folate deficiency in DNA methylation),  supporting the 

relationship between the FOCM  and breast cancer 

(protein-protein interaction such as BRCA1-DHFR, 

ATAD2-DNMT1, BRCA1-DNMT1), and new biological 

hypotheses that requires experimental validations (such 

as GART can control the amino acid cycle by regulating 

AHCY-CBS-DNMT1,  GART which may play an 

important role in breast cancer through  the regulation of 

BRCA1-DNMT and Parkinson  Disease through CBS 

regulation). This work has some limitations because it 

was performed exclusively using the in silico approach. 

However it does demonstrate the applications of multiple 

bioinformatics tools throughout the different levels of the 

central dogma that are available free online. This is a 

valuable ability when trying to look at the larger picture 

of a specific gene, protein or metabolic process and its 

connection to a certain disease.  
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Fig 5 Gene interactions for the FOCM genes 

using the GENEMANIA tool. 
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Abstract - This project presents   a set of algorithms and their 
efficiency  for discovering association rules and classification 
using  Genetics Algorithm(GA), Decision Trees (DT) and 
Neural Networks (NN).  
A GA generates a large set of  possible solutions to a given 
problem. Apriori is the basic algorithm for association rules. 
A GA is developed for finding the frequent conditions. The 
proposed GA based on encoding and generation construction 
method (GA_EN) can mine association rules with improved 
performance using appropriate generation of the rules.  For 
GA classification (GA_CL) algorithm, rules are classified 
using predefined constraints. A Decision Tree algorithm 
(DTA) is created from data using probabilities, and the goal 
is  to create on-demand an accurate decision tree (DT). 
Based on the rules produced from GA_CL, a Neural Network 
classifier (NNC_GA) is created. For learning a 
backpropagation neural network algorithm is used to adjust 
the weights. Simulation results are provided. 
 

Keywords: Genetic Algorithm, Decision Trees, Neural 
Network, Data Mining 

 

1 Introduction 
      GA is based on biological principles of natural selection. 
The key idea of Apriori is to find the frequent conditions 
constructed by possible values of attributes in any data set. 
This idea can also be used to find the frequent conditions 
constructed by possible values of attributes in any  
data set. The GA finds all the possible associations between 
conditions constructed by attribute values under a given 
constraint (e.g. support and confidence). The association rules  
mining, integrated with classification, creates  the association 
classification [1],[2],[3]. The objective of Classification 
Association rules (CAR) is to generate a set of class 
association rules that satisfy the min support (msup), and 
minimum confidence (mconf)  constraints and to build a 
classifier from the class association rule set. The GA_EN, 
based on an encoding method and construction of generations 
has advantages over the Apriori because it includes GA 
mining techniques that improve performance. The GA_CL 
discovers rules with minimum class support (mcsupp) and 
less than the maximum classification error (maxclerror). 
There are two types of a DT [3]; the complete and the 
incomplete. In the incomplete one there are subtrees where 
the repetition and replication are included. A DT represents a  

procedure for classifying objects based on their attributes. The 
rule set can be created by running the tree. Decision tree is 
used to find predictive rules combining numeric and 
categorical attributes. The splitting process is recursively 
repeated until the end of data. The DTA creates a DT using 
the criterion of maximum probability. There are two phases. 
In order to avoid repetition or replication of subtrees a new  
criterion, the elimination of a branch (CEB), is applied.  
The criterion of elimination a branch (CEB), eliminates 
redundant branches. The pruning of decision rules case is also 
examined with  consequences on the accuracy.  
A NN is a collection of units that are connected in some 
pattern  to allow communication between the units. The back 
propagation algorithm is in wide use because it learns by 
adapting its weight using the generalized delta rule which 
attempts to minimize the squared error between what is the 
desired network output and the actual network output.  
The NNC_GA is a classifier using NN methodology and 
having as input the rules created from GA_CL.  
The article is organized as follows. Section 2 ,3 introduces 
definitions for association rules and  CAR. Section 4 
deals with GA_EN and GA_CL. Section 5 includes the 
description of DTA. Section 6 contains the NN and 
NNC_GA. Simulation results appear  in Section 7. 
 
2 Association rules 
        Let D = {T1, T2, . . . ,Tn} be a set of n transactions and 
let I be a set of items, I = {i1, i2 . . . im}. Each transaction [5] 
is a set of items, i.e. Ti ⊆ I. An association rule is 
an  implication of the form X ⇒ Y, where X, Y ⊂ I, and 
X ∩ Y = ∅ ; X is called the antecedent and Y is called the 
consequent of the rule. In general, a set of items, such as X 
or Y , is called an itemset. For an itemset X ⊆ I,  support(X)  
is defined as the fraction of transactions Ti ∈ D such that X 
⊆ Ti. That is, P(X) = support(X). The support of a rule X ⇒ 
Y is defined as support(X ⇒ Y) = P(X ∪ Y ). An association 
rule X ⇒ Y has a measure of reliability called confidence(X 
⇒ Y ) defined as P(Y |X) = P(X∪Y )/P (X) = support(X∪Y 
)/support(X). For the CAR it is supposed that data samples are 
given with n attributes (A1,A2,..,An) and for each sample 
there is a class label C (C={c1,c2,..ccm}). A  pattern P 
(P={a1,a2,..,ak})is  a set of attribute values for different 
attributes (1≤k≤n). For rule R: P-> c the number of data 
samples matching pattern P with class label c is called the 
support of rule R. The ratio of the number of samples  
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matching pattern P and having class label c versus the total 
number of samples matching pattern P is called confidence of 
R.   
 
3 CAR   
          The CAR[3] contains methods for associative 
classification.  CBA is one of the methods. It uses  an iterative 
approach to frequent itemset mining which is similar to 
Apriori. CBA construct the  classifier  where the rules are 
ordered according to the precedence based on the rule  
confidence and support.   More details appear in [3].  
 
4 GA_EN ,GA_CL 
         A GA is an iterative procedure, which works with a 
population of individuals represented by a finite string of 
characters or binary values. The traditional method usually 
searches a very  large space for the solution using a large 
number of iterations, where  a GA minimizes  searches by 
adopting a fitness function. Each iteration consists of a 
created evolved  population of genomes and a new 
generation. There are three operations: selection, crossover, 
mutation. For GA_EN, the number of conditions determines 
the construction of the chromosome and the population size. 
The next generations can be created from other either one or 
two previous generations using the “or” operation for 
crossover of chromosomes. This provides less memory 
operations and fewer offspring chromosomes. The msupp and 
mconf is the constraint set by user. The GA_CL working with 
the next generations under conditions and the crossover of the 
chromosomes and considering the predefined classification 
error can discover the classification rules. The conditions: 
msup and maxclerror  reduces the number of  undesired rules 
in the mining process.   For the GA_CL only the rules from 
chromosomes are extracted which the classification error does 
not surpass the  maxclerror. The next generation includes 
initially chromosomes with support greater than the minsup 
(gr_mins_chrom). The  ‘or’ operation  among gr_mins_chrom  
can create the chromosomes of the next generation. 
Chromosomes with class error less than the maxclerror can 
provide the classification rule. There are no classification 
rules for any attribute if  there are no chromosomes with 
acceptance classification error. The GA mines rules of our 
interest by defining the msupp and mconf . With low 
constraints the number of discovered association rules 
becomes extremely large. 
 
5 DTA   
         In decision trees [4],[5] the input data     set has     one 
attribute called class C     that takes a value from   K   discrete   
values 1, . . . , K, and a set of numeric and   categorical   
attributesA1, .. . , Ap. The goal is to predict C given A1, . . . , 
Ap. Decision tree algorithms automatically split numeric 
attributes Ai into two ranges and they split categorical 
attributes Aj into two subsets at each node. Split the records 
based on an attribute test that optimizes certain criterion 

(Greedy strategy). The multi-way split  is used, where  as 
many partitions as distinct values. Nodes with homogeneous 
class distribution are preferred. 
In the incomplete DT there are subtrees where the repetition 
and replication are included. Repetition is where an attribute 
is repeatedly tested along a given branch of three , e.i. age, 
and replication where duplicate subtrees exist within a tree , 
such as the subtree headed by the node “credit_rating”. The 
DTA uses the criterion of maximum probability and can be 
created in the following phases: 
Phase 1: Discover the root (i) (from all the attributes) 
P(EAi) =  ∑∑

AiCi

AiCipAip )/(*)(                             ,    

where Ai :  the attributes of the tuples and Ci  
the classes (attribute test).  MP = max (P(EAi))  //max 
attribute test criterion 
Phase 2: split the data into smaller subsets, so that the 
partition to be as pure as possible using the same formula.  
The measure of nodes impurity is the MP. Continue until the 
end of the attributes.  
There is a stopping criterion for expanding a node when all 
records belong to the same class. 
 
DTA : Input : training data 
Output: decision tree 
1. define root node  (phase 1) 
2. discover the branches from root  
while (! end of the attributes) 
  {3. splitting the attribute (phase 2)   } 
 
Example:  
Weather   parents    money    decision  (Example) 
Sunny        yes           rich        cinema 
Sunny        no             rich        Tennis 
….. 
Windy        no             rich        cinema 
….. 
                                              yes            no                                                 
Parents: class, P(E) =  (5/10)*(5/10) + (5/10)*(1/10) = 0.3   
(phase 1) 
Weather: class, P(E) = (3/10)*(1/10) + (4/10)*(3/10) + 
(3/10)*(2/10) = 0.21 
 
The CEB, is used to eliminate redundant branches. It is a 
prepruning approach [3].  
For an attribute (attr1) with value v1 , if there are tuples from 
attr2 that have all the values in relation with v1 (of attr1) then 
the attr2 is named as: do n’t care attribute Example: R1. 
PCEB = P(A1 =a1,…, A|A| = a|A| | C=ci) = 

∏
=

==
||

1

)|(
A

i
jii cCaAp  

A branch is eliminated when the PCEB ≠ 0  
The criterion of Elimination of Branch (CEB)::  if the P CEB= 
0,  between two attributes (A1, A2) then A2 is don’t care 
attribute.  The CEB criterion is valid when P CEB ≠ 0.    CEB 
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is  to develop the DT so that to avoid the repetition or 
replication.  
Theorem:  The CEB criterion  can determine the existence of  
a small DT with the best accuracy (100%, or complete) 
avoiding repetitions and replications. Proof: Because if  CEB 
criterion is valid  discourage the repetition  
Example:  
Age     Has_job  Own-house  Credit-rating  class (Example) 
Young  false           False               fair           No 
Young  false           False            Good          No 
Young  True            False           Good          Yes   
Young  True           True                fair           Yes 
Middle  True           True             Good         Yes 
Old       false           true              Excellent    Yes 
 …….. 
Of the DT (with own_house as a root)   it is not necessary to 
have more extension with the attribute of age for all the 
probable partitions (“young”,” middle”, “old”). PCEB = P(A1 
=a1,…, A|A| = a|A| | C=ci) = P(age =young , own_house=”y” 
| C=”yes”) =P(age =young  | C=”yes”) * P(own_house=”y” | 
C=”yes”) = 2/5 * 6/9  ≠ 0  
DTs provide less rules than the CAR. DT can find rules with 
very low support (like medical rules). CAR requires discrete 
attributes. DT learning uses discrete and continues attributes.  
The ID3 is a method for discovering DT and uses the 
information gain as its attribute selection measure [3]. 
 
 
6 Neural Network    
         For supervising learning it is necessary to have: data 
that have a known classification, sufficient data to represent 
all aspects of the problem beign solved, sufficient data to 
allow for testing. The back propagation algorithm learns by 
adapting its weight using the generalized delta rule which 
attempts to minimize the squared error between what is the 
desired network output and the actual network output. During 
learning it continually cycles through the data until the error is 
at a low enough value for the task to be considered solved.  
There are two activation functions one  from input layer to 
hidden layer and the other  from hidden layer to output layer. 
Both of them are the logistic functions. 
Example: for tennis participation with tuples: “outlook , 
temperature, humidity, windy, class”. The distributed coding 
has been used. The logistic  function is applied to hidden 
layer and output layer. A set of five input processing units and 
five hidden layer units  has been used.  The weight matrix is 
5x5 dimension with bias input z0 =1. Parameters are: m: #of 
input vectors with length of 5 (including bias input). Array 
x[i] is input values , d[i] the desired output for each input x[i]. 
Two activation (logistic) functions fh (input layer to hidden 
layer) and fo (hidden layer to output layer) are assumed. Test 
of convergence is achieved by checking the output error 
function to see if its magnitude is below some given  
threshold. Some disadvantage of NN: (a) Does not explain the 
solution is derived, need more examples, need appropriate 
examples that matches the real world situation. (b) it can be a 

lengthy and computationally expensive process to train a NN 
using a large number of high dimensional training examples.     
The advantage of DT over NN is that it will require much less 
training time than NN.  
If we compare decision trees and neural networks we can see 
that their advantages and drawbacks are almost 
complementary. For instance humans easily understand 
knowledge representation of decision trees, which is not the 
case for neural networks. Decision trees have trouble dealing 
with noise in training data, which is again not the case for 
neural networks, decision trees learn very fast and neural 
networks learn relatively slow, etc.  
The classification rules created by GA_CL will be used as 
input to the construction of the NNC_GA. The NNC_GA 
architecture has three layers. First, the input layer that has the 
input nodes where each one is represented by one 
characteristic of the rules. Second , the hidden layer  in which 
each node will be connected with the characteristic (the 
attribute value in the rule is called characteristic) of each rule. 
The number of rules is equal to the number of hidden nodes.  
Third, the output layer , that has the classes nodes (i.e. 
c1,..cn). In the NNC_GA for learning the input vector can be 
created in  binary format by considering  ‘1’ for activated 
input node and ‘0’ for the non activated one. The gradient 
descent would proceed in infinitesimal steps along the 
direction established by the gradient. For the learning rate, n., 
is selected large enough to cause the network to converge 
quickly without oscillations. 
 
 
7 Simulation     
         Two are the scenarios for the simulation 
1. Apriori vs  GA_EN: The GA_EN using the particular  way 
to perform the next generations  has better performance than 
the Apriori for the mining of the rules of the “heart” data set. 
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                           Fig.1  GA_EN vs Apriori 
 
 
2. CBA vs NNC_GA: Using data set “hepatitis”  there is better 
accuracy for NNC_GA because  NNC_GA follows the NN 
method  for learning the process and adjusting  the weight.   
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                   Fig. 2  CBA vs NNC_GA 
 
4. ID3 vs DTA: using the data set “iris”.  DTA results are 
slightly better  than the ones of ID3. 
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                   Fig. 3  ID3 vs DTA 
 
 
8 Conclusions 
         In this project a new framework of algorithms is 
developed based on the ability of Genetic Algorithms for 
discovering Association rules and Classification on biological 
data. 
Certain advantages apply depending on the algorithms’  
particular way of operation.  Future work will focus on NN. 
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