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Abstract—In recent years there has been great interest in 

using hybrid spread-spectrum (HSS) techniques for commercial 

applications, particularly in the Smart Grid, in addition to their 

inherent uses in military communications. This is because HSS 

can accommodate high data rates with high link integrity, even in 

the presence of significant multipath effects and interfering 

signals. A highly useful form of this transmission technique for 

many types of command, control, and sensing applications is the 

specific code-related combination of standard direct-sequence 

modulation with "fast" frequency-hopping, denoted hybrid 

DS/FFH, wherein multiple frequency hops occur within a single 

data-bit time. In this paper, we present the efforts carried out at 

Oak Ridge National Laboratory toward exploring the design and 

implementation of a hardware prototypic hybrid DS/FFH 

spread-spectrum radio transceiver using a single Field 

Programmable Gate Array (FPGA). The high integration within 

a single FPGA allows the various subsystems to easily 

communicate with each other and thereby maintain tight 

synchronization. Experimental results are presented to show the 

receiver sensitivity and jamming-rejection capability of the 

implemented hybrid DS/FFH spread-spectrum system under 

widely varying design parameters. 

Keywords—Hybrid spread-spectrum; direct-sequence; 

frequency-hopping; jamming; Field Programmable Gate Array 

(FPGA); Phase-Locked Loop (PLL) 

I. INTRODUCTION 

Hybrid spread-spectrum (HSS) systems, which combine 
direct-sequence (DS) and frequency-hopping (FH) spread-
spectrum (SS) techniques, are attractive for their strong 
multiple-access capabilities, resistance to multipath fading and 
intentional/unintentional jamming, and the security they 
provide against eavesdroppers [1]-[6]. In recent years there has 
been great interest in using HSS systems for commercial 
applications, particularly in the Smart Grid (SG). 

Based on the hopping rate, an HSS system is classified into 
a hybrid direct-sequence/slow frequency hopping (DS/SFH) 
system or a hybrid direct-sequence/fast frequency hopping 
(DS/FFH) version. In hybrid DS/FFH systems, multiple 
frequency hops occur within a single data-bit time. 
Specifically, each bit is represented by chip transmissions at 
multiple frequencies. If one or more chips are corrupted by 

multipath or interference in the RF link, statistically a majority 
should still be correct. Standard or slow frequency hopping, in 
contrast, transmits at least one (and usually several) data bits in 
each hopping interval. DS/FFH systems have not been 
previously widely implemented in many commercial or 
industrial applications since fast frequency-hopping rates were 
limited by the technology of frequency synthesizers. Today’s 
extremely fast hopping speed direct-digital synthesizers 
(DDSs) [7] are rapidly becoming an alternative to the 
traditional frequency-agile analog-based phase-locked loop 
(PLL) synthesizers. Output frequencies with micro-Hertz 
resolution and sub-degree phase tuning capabilities can thus be 
readily achieved using a single integrated circuit (IC). 

Most of the works related to HSS in the literature have 
addressed evaluating its performance under different 
modulation techniques [1], channel conditions [2], multi-user 
interference [3], jamming [4], and their combinations [5], [6]. 
These works have shown that hybrid DS/FFH outperforms the 
existing standard DSSS and FHSS methods on wireless 
networks. In this paper, we present the efforts carried out at 
Oak Ridge National Laboratory toward exploring the design 
and implementation of a hardware prototypic hybrid DS/FFH 
spread-spectrum radio transceiver using a single Field 
Programmable Gate Array (FPGA). The high integration in a 
single FPGA allows the various subsystems to easily 
communicate with each other and thereby maintain tight 
synchronization. The hybrid DS/FFH prototype is optimized 
for a typical SG utility application. We present the challenges 
we faced in the design and implementation stages and how we 
overcome them. Experimental results are presented to show the 
receiver sensitivity and jamming-rejection capability of the 
implemented hybrid DS/FFH spread-spectrum system under 
widely varying design parameters. 

II.  TECHNIQUES FOR HYBRID DS/FFH IMPLEMENTATION  

The hardware implementation of a hybrid DS/FFH system 
requires more advanced programing techniques such as 
Software Defined Radio (SDR) to allow the various 
subsystems to be implemented in a single Field Programmable 
Gate Array (FPGA). This high integration allows the various 
subsystems to easily communicate with each other and 
maintain good synchronization. Implementation on a single 
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FPGA also allows the various local oscillators and other timing 
circuits to be coherently locked in phase thus insuring proper 
phase alignment for the radio signals. This is especially 
important for the various circuits that turn on and off between 
frequency hops. 

Although the FPGA maintains good alignment among the 
various segments within the transmitted packet, the analog 
circuitry associated with the radio causes phase discontinuities 
when the radios hop to a different frequency.  This is because 
the antennas, analog filters, and outside terrain all have a 
phase-versus-frequency characteristic that will cause the radio 
signal to have a different carrier phase relationship compared 
to operation on the previous frequency. Although it is 
technically possible to calibrate for this effect, the hybrid 
DS/FFH system is specially designed to use a modulation 
method that does not depend on a consistent phase relationship 
between frequency hops. An additional advantage to this 
methodology is that the carrier phase only needs to be 
consistent within a single DS sequence and not long term, 
therefore circuitry to maintain long term phase coherence, such 
as a Costas loop [8], is not necessary.  

There are two major hardware methods for implementing 
the FH portion of the system: (1) those being a conventional 
receiver with a hopped local oscillator (LO) and conventional 
detector, or (2) a fixed LO and wide receiver with the channel 
separation and detection performed in software. There are 
particular cost and performance advantages with each 
technique. The hopped LO enables a conventional radio except 
for the agile LO frequency. Off-channel interference can be 
thoroughly rejected with additional analog filtering and 
dynamic range is only limited by the linearity of the input stage 
transistors. Achieving rapid switching to a new LO frequency 
precludes the use of a single Phase Lock Loop (PLL) since the 
loop cannot lock to a new frequency quickly enough. An 
alternative is to have two separate PLL oscillators that hand off 
the LO task to each other, with one oscillator performing the 
LO task while the other one is locking to the next frequency.   
Another alternative is to use a direct digital-synthesis oscillator 
because of its rapid switching frequency. Another advantage of 
the conventional radio approach is that the intermediate 
frequency can be lower, which would enable a slower analog-
to-digital converter to be used. However, the slower sample 
rate would not significantly reduce the size or speed of the 
FPGA, since the computational limitation of the FPGA is from 
the correlation algorithms that are required for both of the two 
FH methods. A significant disadvantage of the hopped-LO 
approach is that the receiver will only be able to listen on one 
frequency at a time. Although a specific frequency can be 
prearranged for the radios to make their initial contact via the 
packet preamble, there would be no provision for making 
contact on another frequency if the intended frequency is being 
jammed.  However, if a very precise time reference is available 
on both the transmitter and receiver, it would be possible to 
coordinate a changing initial contact frequency. 

We decided to use the SDR methodology because of its 
flexibility in changing the system to evaluate new concepts.  
The methodology has also proven to be very powerful in that 
the vast majority of the signal processing components can be 
placed in a single FPGA, which enables tight synchronization 

and communication between the subsystem components. The 
entire HSS band is down-converted to an intermediate 
frequency, digitized, and sent to the FPGA. Within the FPGA, 
look-up-table based local oscillators down-convert the 
individual FH channels to baseband. These baseband signals 
are then decoded using DS correlators and stored in a buffer for 
subsequent delivery to a host computer. 

Software implementation of the detection and second 
down-conversion algorithms enable very stable and consistent 
performance between the individual FH channels. Although 
phase consistency between FH channels is not required at this 
time, the availability of this consistency would be useful for 
higher performance versions of hybrid DS/FFH in the future. 
The SDR implementation also allows the receiver to receive 
more than one radio at the same time.  This is useful for high- 
throughput systems, but this has also been a crucial feature on 
the present radio implementation because it allows redundant 
detection of the packet preamble. To provide jamming 
resistance, the receiver must listen on several channels at once, 
since any prearranged channel could be jammed. 

Because of the wider bandwidth required to digitize the 
entire band, the SDR system requires a higher speed analog-to-
digital converter and extra circuitry in the FPGA to perform 
digital filtering that would normally be performed in analog 
hardware. Since digital computing hardware is continually 
becoming more cost effective, the SDR implementation will 
not necessarily be more expensive than a traditional analog 
intermediate frequency system. SDR implementations still 
have fundamental limitations in that the dynamic range and 
interference rejection capability of the system will be limited 
by the resolution of the analog-to-digital converter. 
Conversely, analog systems can add more filtering to obtain 
very high overall performance levels.  

III. ORNL SPECIFIC HYBRID DS/FFH IMPLEMENTATION  

The hybrid DS/FFH prototype was designed to demonstrate 
the fundamental advantages of the HSS system, such as 
jamming resistance, difficulty of unwanted interception, robust 
performance, and reasonable cost. The prototype operates in 
the unlicensed 902-928 MHz ISM band, although target 
applications such as the SG may ultimately use a dedicated 
frequency band. 

The work in [9] discusses the optimal selection of hybrid 
DS/FFH parameters, such as DS code length, frequency 
hopping rate, and packet length. These parameters can be 
optimized with respect to jamming resistance, channel 
capacity, interference to other users, and difficulty in 
eavesdropping. The parameters chosen for the hybrid DS/FFH 
prototype are considered to be nearly optimal at this time, 
based on the available ISM bandwidth and FPGA capabilities, 
although more optimum values may be chosen in the future.  

As shown in Fig. 1, the HSS unit splits the 902-928 MHz 
band into ten separate FH channels, each of which sends a DS 
spread spectrum signal with a 1.25-MHz chipping rate. An 
analog mixer converts these frequencies up or down for the 
transmitter or receiver, respectively, for use by the digital-to-
analog or analog-to-digital converters. The SDR algorithms 
work over a designated 12.5-35.0 MHz frequency range. 
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Fig. 1.  The prototype hybrid DS/FFH FPGA radio frequencies in MHz. 
 

Each DS signal is a 63-bit length Maximal Length Linear 
Feedback Shift Register code, although more advanced Gold or 
Kasami codes could also be used. After each 63-bit length code 
is transmitted, the system hops to a new frequency. The same 
data in the DS signal is repeated three times on three different 
frequencies, and at the receiver a two-of-three majority voting 
decision scheme determines the correct information even if one 
of the frequencies is completely blocked. 

Of particular interest is the methodology for modulating the 
DS signal. Traditional PSK modulation requires a preamble at 
the beginning of the packet to determine the reference phase 
and a Costas Loop or similar mechanism to maintain this phase 
reference. With HSS in multipath channels, this phase 
reference is lost after each frequency hop, so HSS performs its 
DS modulation by shifting the start time of the code. The 
incoming signal is correlated with local copies of the shifted 
code pattern and an early-late voting system determines the 
amount of shift of the received signal. The correlation 
algorithm is independent of the carrier phase of the signal. The 
number of bits that can be encoded by this method is 
demonstrated by the early-late diagram described in Fig. 2. 
 

 

 

 

Fig. 2.  Code-Phase-Shift-Keying modulation for the DS signal. 
 

The bit-shift number refers to the amount of bits that the 
local DS code has been shifted for performing the correlation.  
To prevent ambiguous results from a correlation being between 
two bits, only every other bit position is used, which results in 
31 positions available for each code word. The HSS prototype 
has a separate in-phase (I) and quadrature (Q) channel within 
each DS sequence, with a different DS code used for the I and 
the Q phases. For convenience, only 16 of the 31 positions are 
used for each of the I and Q. This results in an even 8 bits, per 
DS sequence. The I and Q channels are combined in an offset 
QPSK arrangement to provide a near constant-envelope signal. 
Four bytes of blank data are sent at the beginning of the packet 
as a preamble to set the reference DS start time. 

A different interpretation of this methodology would be 
that the DS code is shifted because of a different time-of-flight, 
similar to GPS or continuous wave radar. Similar to the way 
GPS can achieve precise time-of-flight resolution, it can be 
expected that this methodology can be further developed to 
obtain higher bit capacity. Ref. [10] explores this methodology 
for multiple users occupying a channel simultaneously.  

The HSS channel capacity is calculated by dividing the 
chip rate, or 1.25 MHz, by the 63-bit code length to get 19,841 

DS sequences per second. Since the data is replicated three 
times for redundancy, the actual throughput is 6,613 DS 
sequences per second. Since each DS sequence contains 8 bits 
of data, the data throughput is 52,910 bits per second. The HSS 
prototype is optimized for reading household utility meters for 
SG applications and thus only requires 32 bytes, although the 
system has operated successfully with 256-byte packets. 

IV. SDR IMPLEMENTATION 

The prototype hybrid DS/FFH system is based on a Xilinx 
Virtex-4 FPGA for performing the digital signal processing.  
The hardware setup is described in Fig. 3. The FPGA, A/D, 
and D/A operate synchronously together at 100 MHz to allow 
operation on analog signals to a practical limit of 40 MHz. The 
D/A has 16-bit resolution for a dynamic range of 96 dB, and 
the corresponding A/D has 14-bit resolution for a dynamic 
range of 84 dB.  The microcomputer loads and unloads data to 
the FPGA and communicates with sensors and other computers 
using Ethernet, RS232 or analog signals.  

Fig. 4 describes the transmitter portion of the FPGA code, 
which consists of the data buffer, modulator, and ten local 
oscillators for generating the hopping carriers. Raised-cosine 
waveshaping is used to reduce the spectral sidebands. The 
receiver uses the same local oscillators for detecting signals, 
and all ten channels must be simultaneously received to detect 
the preamble during jamming situations. To acquire the packet 
preamble, a spread-spectrum correlator continually looks for 
the initial DS pattern on all channels. Once the preamble is 
detected, an internal timing sequence compares the signal with 
shifted copies of the DS code via a simple correlator. The 
shifted copy of the DS code that provides the strongest 
correlation then demodulates the actual data. 

The preamble-detection section of the receiver is shown in 
Fig. 5. To make the signal detection independent of the carrier 
phase, both phases of the carrier (I and Q) are correlated with 
the preamble’s DS code. However, the phase relationship must 
remain consistent during the duration of the DS sequence. 

 

 

 

 

 

 

Fig. 3.  Hardware setup for the hybrid DS/FFH prototype. 
 
 

 

 

 

 

 

 

Fig. 4.  Transmitter portion of the FPGA code. 
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Fig. 5.  Preamble-detection section of the receiver. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.  Data-detection section of the receiver. 

A key limitation of the radio’s selectivity is the digital low- 
pass filter (LPF) implemented in the FPGA. Because we were 
limited to integer arithmetic in the FPGA, the filter was 
implemented as a simple square-window FIR LPF, with four of 
the filters connected in series. A future implementation of HSS 
could use a newer generation FPGA with floating-point 
arithmetic to achieve a filter with better rolloff characteristics 
and higher ultimate rejection. Fig. 7 is an analytically 
generated plot of the low-pass filter response, superimposed on 
the frequency spectrum of the spread-spectrum signal. The 
ultimate rejection level of 70 dB will be apparent in the 
experimental results presented in the next section.  

Once the packet start has been established, the receiver 
begins listening on specific channels instead of all channels. A 
simple multiply-and-integrate correlator system is used for 
signal detection. This system is described in Fig. 6. 

V. EXPERIMENTAL RESULTS 

Four bi-directional hybrid DS/FFH radio transceivers have 
been built and are performing well. The hardware prototype is 

shown in Fig. 8. The sensitivity for the units is −110 dBm to 
produce an approximately 80% success rate at the packet level. 
This is 5 dB less sensitive than theoretically possible, but it is 
expected that the detection algorithms in the SDR could be 
significantly improved for better overall sensitivity. 

 

Fig. 7.  The frequency response of the digital LPF implemented in the 
FPGA, superimposed on the frequency spectrum of the received SS signal. 
 
 

 

Fig. 8.  The implemented hybrid DS/FFH prototype. 

  
 The jamming performance of the system was measured 
directly with laboratory equipment. The testing method used 
for the HSS evaluation is shown in Fig. 9. The square-wave 
generator is used at 20 kHz to modulate the signal generator at 
100% AM modulation. The test procedure consists of initially 
transmitting data from the transmitter to the receiver with the 
signal generator turned off and the attenuator adjusted such that 
the receiver is operating at an 80% success rate. The attenuator 
is then reduced 20 dB so the system has a 20-dB margin. Then 
the signal generator is turned on and ramped up in power until 
the receiver has degraded to an 80% success rate. The 
difference in power between the signal generator (jamming) 
and the transmitter and attenuator combination (at the 20-dB 
margin point) is then recorded. This is repeated for signal 
generator frequencies from 902 to 928 MHz. Versions of the 
test are performed with and without the AM modulation. This 
methodology stresses the radio by exposing clipping and other 
non-linear effects that are expected in the A/D converter, SDR 
arithmetic, and analog front-end components. 

 A very interesting discovery during the tests was that the 
system performed better when the analog automatic gain- 
control   (AGC)  function  was  turned off.  Normally  the AGC 
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Fig. 9.  Experimental setup for testing hybrid DS/FFH jamming resistance. 

 
sets the signal strength such that the full range of the A/D is 
being used. This occurs since the AGC responds to the stronger 
interfering signal, which causes an undesired amplitude 
modulation of the desired signal. It is fortunate that the SDR 
system has enough dynamic range to detect weak signals when 
they are not boosted by an AGC amplifier. The following tests 
were thus conducted with the AGC turned off. 

Since an AGC is not being used for this version of HSS, it 
is important to choose a proper amount of amplifier gain in the 
receiver. To reach a compromise between sensitivity and non-
linear distortions caused by strong signals, two gain versions of 
the HSS were evaluated for performance. The difference in 
gain between the low-gain and high-gain version is 5 dB, and 
eventually an automatic adjustment will be developed to 
choose the best value for a particular environment.  

The first test involved operating the HSS with the hopping 
feature turned off, so that the filtering capability of the SDR 
could be measured independently from the hopping benefits.  
For this test the intermediate frequency was always 12.5 MHz, 
which also allowed us to insert an analog 12.5 MHz, 3-pole 
bandpass filter (BPF) in line. This filter lets us operate the 
radio as a standard analog radio and allows us to do a direct 
selectivity comparison between the analog and SDR 
approaches. This comparison was made with the lower-gain 
version of the radio and the generator AM modulation turned 
off. The net results are shown in Fig. 10. 

From the filtered version of the results, we still see the 
dynamic range limitations of the analog components ahead of 
the filter, which include the front-end amplifiers, surface 
acoustic wave (SAW) bandpass filters, and first mixer. 
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Fig. 10.  The hybrid DS/FFH prototype performance while the frequency- 
hopping feature is disabled and with no jamming. 

As a side note, the weak performance at 920 MHz can be 
explained by the corresponding IF signal being at 29 MHz. If 
this signal is strong enough to cause clipping in the A/D, the 
third harmonic at 87 MHz will produce a signal at 13 MHz and 
will thus jam the desired signal. For the SDR results, we can 
see that the SDR portion of the system has a dynamic range 
capability that is comparable to the analog portion, thus the 
SDR methodology causes only moderate performance 
degradation as compared to an analog system. 

Also noteworthy is the 2-dB result (at 903.75 MHz) when 
the jammer is directly on the operating frequency. Typical 
QPSK systems require about a 6 dB signal-to-noise ratio 
(SNR) to operate, but since the HSS system works with 
random carrier phase it cannot reject the noise from the other 
quadrature phase, so the noise is doubled. This means that the 
HSS will require a 9-dB SNR. The process gain from the 63-bit 
length spread spectrum code is 16 dB; therefore, the HSS 
should theoretically tolerate a signal 7 dB stronger than the 
intended signal. Thus the HSS is within 5 dB of the theoretical. 

Fig. 11 demonstrates the effect of AM modulation on the 
jamming signal. Peak values of the jammer signal are used for 
the comparison. In general, the modulation makes the radio 10 
dB more susceptible to jamming. Although the analog gain 
stages do not use an AGC, the preamble detection correlator 
sets a threshold based on the overall signal strength and would 
thus have some susceptibility to AM jamming.  

Sensitivity curves were generated for both the low- and 
high-gain versions of the radio and are shown in Fig. 12. The 
results are the percentage success rate at the packet level, 
averaged over 150 packets, with no error correction used. 

These curves are unusual compared to typical digital radios 
because of their abrupt change from failure to success over a 
narrow power level range. This is due to the spread spectrum 
nature of the signal and in particular because of the 
asynchronous correlator used to detect the packet preamble.  
Typically for HSS, if the preamble is found, the rest of the 
packet is received error-free. Determining thresholds for the 
preamble detection was a particular challenge, and this is an 
area where there is potential for improving the HSS design. 
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Fig. 11.  The hybrid DS/FFH prototype performance while the frequency 
hopping feature is disabled and in the presence of jamming. 
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Fig. 12.  Receiver sensitivity of the hybrid DS/FFH prototype performance. 

 
The main test for HSS is to show that its FH will make the 

system jam-resistant at all jamming frequencies. Experiments 
showed that the hopping frequencies have to be judiciously 
chosen such that within a redundant triplet, no two of the three 
frequencies would be near each other, since this would let a 
single jammer jam both frequencies. Therefore the pattern 
could not be truly random but would need somewhat of a trend.  
Another limitation was caused by the characteristics of the 
analog first mixer. Since it was a double-balanced mixer, the 
second and fourth harmonics in the output were suppressed but 
the third and fifth harmonics were significant. For example, 
when the jamming frequency is 10.8 MHz at the A/D (902 
MHz radio frequency), both the 12.5-MHz channel and the 
32.5-MHz channel would be jammed with this single 
frequency. This issue will be solved in future HSS versions, 
but at this time the HSS is set to not use the top two channels.  
Using the analog version of HSS with the hopped LO would be 
a potential solution to this issue. 

Fig. 13 shows the hybrid DS/FFH jamming susceptibility 
versus frequency. It is noticed that the smaller signal has less 
distortion and is able to better reject the undesired frequencies.  
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Fig. 13.  The hybrid DS/FFH prototype performance in the presence of 
jamming. 

VI. CONCLUSION 

A hardware FPGA-based hybrid DS/FFH prototype was 
implemented successfully and optimized for a typical Smart 
Grid utility application. Experimental results indicate that high 
resistance of hybrid DS/FFH systems to other jamming signals 
allows the possibility of intentionally operating several HSS 
radios in the band simultaneously. For Smart Grid applications, 
this would enable a base station to service several clients at the 
same time, provided the system arranged for different clients to 
use different hop patterns and DS codes, and possibly even 
coordinated transmission time windows. The absence of an 
AGC in the receiver and the wide dynamic range also indicates 
the system will have quite good near-far performance. 
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Abstract - The promotion of Baby-Friendly Hospital 
Initiative (BFHI) was launched in 2001 in Taiwan. To 
increase the ratio of requesting rooming-in, baby-friendly 
hospitals should prevent the mistake of identifying puerpera 
and infant and assure the safety of newborn babies. To reach 
the goal of facilitating the rooming-in care, we propose a 
tracing system using active RFID-tag and RSSI method to 
identify and monitor neonates. This system is implemented in 
Cathay general hospital in Taipei. With the integration of 
wireless devices and information technology, this system can 
effectively avoid the situation like stolen baby and switched 
baby and up to the standard certified by BFHI. The nursing 
department can easily arrange routine nursing works and 
increase the quality of nursing cares. The hospitals are benefit 
from using the system with increased ratio of 24 hours infant 
rooming-in care and fulfill the requirement of the baby-
friendly hospital more effectively. 

Keywords: RFID, RSSI, infant rooming-in, BFHI 
 

1 Introduction 
 The Baby-Friendly Hospital Initiative (BFHI) was 
launched in the 1990s by the World Health Organization 
(WHO) and United Nations Children’s Fund (UNICEF) as a 
global effort with hospitals health services. The promotion of 
BFHI is intended to improve the service quality in the 
hospital’s department of gynecology and obstetrics and create 
a breastfeeding friendly environment in the hospital to 
support and encourage breastfeeding. Breastfeeding is the 
best starting point to newborn babies. The infant rooming-in 
care can not only boost the maternal bonding with the 
newborn baby, but also can build mother’s confidence of 
being required and relied by the infant. Due to the previous 
advantages, medical institutions have gradually obtained the 
certificate of BFHI and start practicing 24 hours infant 
rooming-in care. [1] 

 When performing 24 hours rooming-in care, newborn 
babies stay in the ward with the mother. However, there are 

few occasions like bathing, injection, or other nursing care 
that require to move newborn babies out of the ward. Babies 
might be stolen or miss placed during transportation. These 
kinds of tragedies are seriously harmful to both families and 
medical institutions. The traditional way of identifying 
newborn babies is to compare the identification band wearing 
on baby’s wrist or ankle and the identification card hanging 
on baby’s hospital bed. However, newborn babies look 
similar and are not easy to distinguish their differences which 
lead to possible identification error. This is the main reason 
why most parents with newborn babies refuse to accept 
rooming-in care and this is the main obstacle of promoting 
rooming-in care.  

 The issue of patient safety has been paid attention by 
many countries including England, United States, Australia, 
etc. In the report titled “National Patient Safety Goals, 
NPSGs” published by the Joint Commission on Accreditation 
of Healthcare Organization (JCAHO), correctly identifying 
patient is the first and primary goal. [2] The issue of patient 
identification has gradually gained attention by public. 
Among the various topics discussed about patient 
identification, the identification of newborn babies is 
especially important because newborn babies can not 
“confirm” their identity which leads to the importance of 
developing the mechanism to identify newborn babies. [3,4]   

 Along with the growing of the necessity of efficient 
wellness systems, there is a mounting demand for new 
technological solutions able to support remote and proactive 
healthcare. Wireless transmission through mobile devices 
combining with information technology can break through 
the blind spots occurred while objects are moving. Radio 
Frequency Identification (RFID) technologies can assist the 
construction of baby rooming-in environment in the baby-
friendly hospital.  

 RFID technologies are composed of three components: 
reader, tag, and software system. Through the microchip on 
the tag to transmit ID information to the back-end database, 
objects like babies can be identified, traced, and confirmed. 
The advantages of using RFID are non-contact reading, 
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updated information, massive amount of data storage, better 
data safety, and capable of reading multiple objects 
simultaneously. [5,6] With the help of electronic tagging 
device and the Real Time Location Systems (RTLS), RFID 
mechanism can monitor baby’s location in real time. 
Electronic tagging device contains batteries that allow it to 
actively detect the signals sent by readers in surrounding area 
and to transmit data to readers. RFID technologies are mainly 
used in the obstacle-occupied environment and the longest 
transmission distance can be reached more than 100 meters. 
RLTS is a system that can locate the position of specific 
targets promptly using wireless transmission technology in a 
confined space. Currently, technologies using RTLS to 
perform locating services are divided into four categories: 
Angle of Arrival (AOA), Received Signal Strength Indication 
(RSSI), Time of Arrival (TOA), and Time Difference of 
Arrival (TDOA). [7] TOA and TDOA locating system are 
both based on time as the base of measurement and both 
require the measurement of the time for transmitting signals 
precisely to receive correct results. Comparing with previous 
two methods, RSSI and AOS locating systems use signal 
strength as the base of measurement. However, these two 
methods can receive incorrect results because of the 
interruption of obstacles and multiple routes.  

 To provide a safe baby rooming-in environment and 
prevent the mistake of switched or missing babies, this paper 
proposes an infant rooming-in tracking mechanism using 
RFID technologies which can produce a statistical index 
record approved by BFH. The rest of this paper is organized 
as follows: section 2 gives a detailed presentation of the 
methodology of building the infant rooming-in tracking 
mechanism and section 3 shows the experiment results. We 
conclude the paper in section 4 with remarks on future work. 

2 Methodology 
 The infant rooming-in tracking system framework 
includes the active RFID positioning mode and RSSI 
positioning method. The rooming-in rate plays an important 
role in the designing of the system and is discussed in this 
section as well. 

2.1 The System Environment Framework 
 As shown in Fig. 1, the mobile area refers to the place 
for the baby’s bath, vaccinations, or other nursing measures 
requiring the mother to go back and forth from the baby-
friendly maternity ward (hereinafter referred to as the ward) 
to the baby room within the 24-hour rooming-in period. 
Inside the mobile area, active RFID readers are installed in 
important locations. When signals sent out by the RFID tag 
worn by the baby are received by the reader located closest to 
the tag, the reader sends out information, including the reader 
MAC address, the tag ID, the received signal strength and so 
on. This information is sent back to the middleware server of 
the RFID control center. 

The RFID control center includes four components: 
Middleware server, system database, Hospital Information 
System (HIS), and rooming-in tracking system. When the 
middleware server receives the tag data sent back by the 
reader, through positioning calculation and processing, the 
multiple information content in the data is converted into 
interpretable original data and is stored in the system database. 
Once the rooming-in tracking system receives a query request 
from the remote services, the system will obtain positioning 
information and patient related information from its own 
database and the HIS. Then, through information integration 
and logic processing, a response is sent back to the device 
interface where the user sends out the request of the remote 
services. Remote services refer to remote user devices that 
sends out request commands to the rooming-in tracking 
system, including desktop computers used by nursing 
personnel, mobile devices for puerpera. 

 
Figure 1. System environmental framework 

2.2 The deployment of the active RFID 
positioning system 

 In this study, the 2.45 GHz active RFID tag was worn 
around the ankle of newborns for positioning and tracking 
because newborns often wave their hands near their faces. As 
shown in Fig. 2, it is relatively safer and less likely to be 
detached if wearing the tag around the ankle. 4 hours after the 
birth of the newborn, the tag was put on the newborn, and it 
was removed before the newborn was discharged from the 
hospital. Before putting on and after taking off the tag, the 
newborn is exposed under the risk of identification “window 
period”. The active RFID tag is enclosed in a waterproof case. 
Rinsing and disinfecting with alcohol are allowed. Therefore, 
recycled uses are acceptable.  
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 Active RFID network readers are located at each ward 
door on the fifth floor, entrances and exits of the baby room 
on the second floor, and the newborns’ mobile spaces and 
ceilings of elevator entrances on the second and fifth floor, 
which are used to collect newborn positioning and tracking 
related information. The reading range of a reader can reach 
above 100m. This distance is adequate for the newborn safety 
during transportation. 

 

Figure 2. The deployment of the active RFID positioning 
system 

2.3 The Active RFID Positioning Method and 
RSSI Positioning Method 

 During the 24-hour rooming-in period, the newborn 
underwent bath, vaccinations, and other nursing measures. 
The newborn is necessary to go back and forth from the ward 

to the baby room; therefore, in this study, active RFID 
readers were installed in important indoor locations within 
the mobile spaces. When the signals sent out by the active 
RFID tag are received by the reader closest to the tag, the 
reader will send its own information such as the reader MAC 
address and information carried by the tag, such as tag ID, 
RSSI received signal strength, and so on back to the 
intermediary software for the process of positioning. Then, 
the intermediary software converted the multiple data into 
interpretable original positioning data for storage in the 
system database. Once the rooming-in tracking system 
received a query request sent by the remote devices, the 
system automatically obtained related information from its 
system. After processing, it responds to the user’s device that 
sent out the request, such as desktop computers, smart phones, 
etc.  

3 Experimental results 
 Based on the medicinal and clinical on-site environment, 
integrated information monitoring management system was 
developed, as shown in Fig. 3, to provide medical 
management personnel a user-friendly interface and real-time 
location monitoring information. As for the path tracking 
under special circumstances, detailed information for queries 
was designed, as shown in Fig. 4. In addition, based on the 
statistical model of the rooming-in standard construct, the 
server received information was converted into standard 
rooming-in records for storage. In Fig. 3, the functions of 
statistical index related records are listed in the area covered 
with an oval. The matching list of mother’s name and 
newborns’ name is in the area covered with dot-line. 
Newborns’ current location is shown in the area covered with 
black line.  

 

Figure 3. Rooming-in monitoring system 
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3.1 Development Tools 
 In view of the J2EE platform, the web-based application 
system with MVC as the framework was developed and 
constructed. At the front-end, the Java Servlet & JSP 
technology was mainly adopted as the basis, coupled with the 
SVG dynamic mapping technology to present a visually user-
friendly interface. At the back-end, the RFID intermediary 
software-based MS SQL Server database and the HIS-based 
IBM DB2 database were connected. Finally, under the safe 
and flexible IBM WebSphere environment, the complete 
application program was constructed, deployed, and executed. 

3.2 Statistical Definitions 
 According to Measurement 7 of the criteria certified by 
baby-friendly hospitals in 2011: the description of the “baby-
friendly maternity ward implementation” assessment and the 
project content of baby-friendly hospitals under the Taiwan 
Association of Obstetrics and Gynecology [8], the following 
rooming-in statistical definitions and formulas were 
introduced. 

 

3.2.1 The 24-hour Rooming-in Rate 
 The so-called vaginal delivery (caesarean session) 
pregnant women’s 24-hour rooming-in rate refers to the rate 
of pregnant women that undergo vaginal delivery (caesarean 
session), which is calculated by dividing the number of 
people engaged in 24-hour rooming-in by the number of 
pregnant women opting for normal delivery. Among them, 
the number of 24-hour rooming-in are expressed as the 
number of 24-hour rooming-in babies delivered through 
vaginal delivery (caesarean session), while the number of 
pregnant women opting for vaginal delivery (caesarean 

session) among the pregnant women opting for normal 
delivery is expressed by the number of babies delivered 
through vaginal delivery 
(caesarean).

 

3.2.2 The Implementation of the 24-hour Rooming-in 
Certified Criteria 

 The certified criteria for implementing the 24-hour 
rooming-in include: three months before the on-site 
certification, at least 10% of the pregnant women hospitalized 
for vaginal delivery (normal newborns) implemented the 24-
hour rooming-in during the period of hospitalization, and at 
least 5% of the pregnant women among the pregnant women 
opting for caesarian session (normal newborns) implemented 
the 24-hour rooming-in during the period of hospitalization. 

 

3.3 The Display of Information Monitoring 
System 

 Fig. 4 shows the route and related information presented 
by the tracking and query of escort locations during the escort 
process. The detailed information about the path tracking is 
shown in the area blocked with black line. The red connected 
part consists of the path and the frame produced from the 
message feedbacks, which were effectively detected by the 
RFID. When the tag reached the elevator, the RFID reader 
automatically sent a message to the post-end server. Valid 
message requests continued to be sent, and new messages 
continued to be updated to present the real-time  

 

Figure 4. Detailed information for path tracing 
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4 Conclusions 
This paper propose an infant rooming-in tracking system that 
provides a friendly and promptly tracking interface, traces 
newborn babies’ delivery path and time, presents the 
distribution of infants, and calculates the total amount of 
newborns precisely. This system can identify newborns and 
their location. It also keeps records of their location, delivery 
path, and staying time to effectively avoid the mistakes of 
identification error. It also sends alarms when abnormal 
situation occurred to prevent the incident of missing babies.  

In terms of management effectiveness, the proposed system 
can enhance the quality of the process control for 24 hours 
rooming-in service and can produce various indexes and 
statistical reports approved by BFHI that were used to be 
collected manually. By using the proposed system, hospital 
management can be performed more effectively. In the future, 
we intend to develop visualized tracking mechanism which 
combines cloud computing technology and smart phone as 
the base of the designed mechanism and allows nursing 
personnel to conduct routine nursing tasks and the same time 
to acquire prompt information about rooming-in services. 
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Abstract: Cognitive Radio Network (CRNs) was 
innovated as a means to solve the problem of spectrum 
scarcity. CRNs are able to detect and utilize vacant 
spectrum by means of dynamic spectrum access (DSS) 
without interfering to the primary licensed users. This has 
led to the increase in vulnerabilities and threats to the 
CRNs. The steady increase in attacks against cognitive 
radio network and its resources has caused a necessity to 
protect to these valuable assets. Among existing problems 
in CRNs resource management is the issues of security 
and privacy. CRNs are wireless in nature, they face all 
common security threats found in the traditional wireless 
networks  and other new security threats and challenges 
that have arisen due to their unique cognitive (self-
configuration, self-healing, self-optimization, and self-
protection) characteristics. Traditional security measures 
would be inadequate to combat these challenges. There is 
a need to advance and improve the security standard and 
level for cognitive radio networks. Therefore, this 
research paper proposes an intrusion detection and 
response model (IDRM) to enhance and advance security 
for spectrum resource management in cognitive radio 
networks. IDRM monitors all the activities in order to 
detect the intrusion. It searches for security violation 
incidents, recognizes unauthorized accesses, and 
identifies information leakages. Unfortunately, system 
administrators neither can keep up with the pace that an 
intrusion detection system is delivering responses or 
alerts, nor can they react within adequate time limits. 
Therefore, an automatic response system has to take over 
this task by reacting without human intervention within 
the cognitive radio network. This research paper can be 
used as an introduction to the IDRM and analysis. It is 
hoped that the design and analysis of this new approach 
will facilitate future study and implementation of this 
novel security architecture for spectrum resource 
management in CRNs. 

Keywords: Network Management, security, authentication, 
authorization, access control. 

 

1.  Introduction:  

Traditionally, specific bands are allocated to particular 
services operating under license according to spectrum 
allocation static policy. The expansion in wireless 
technology and the enormous increase in wireless devices 
and application have led to the lack of spectrum for 
emerging services. The spectrum is largely underutilized 
according to the Federal Communication Commission 
(FCC). However, CRNs are presented as solution by 
utilizing the vacant spectrum bands that are underutilized 
by the licensed users [1].  

Cognitive radio network was first defined by Joseph 
Mintola as a network of cognitive radio. The CRNs 
components consist of two groups such as; the primary 
network and the cognitive radio network. The primary 
network group or licensed network is referred to as an 
existing network. The primary users are those who have 
the license (the right of access) to operate within the 
spectrum band of the existing network. They are given the 
first priority in access to spectrum. If primary network is 
infrastructure based, primary users activities are 
controlled via primary base stations. This is also called 
centralized network [2].  

The cognitive radio network is a secondary network and 
does not have the license to operate in a choice spectrum 
band so an additional component is required to enable 
them share the licensed spectrum band conditionally. 
They can also use base stations with a single hop 
transmission, connecting the cognitive radio networks in 
their different locations. They are referred to as 
unlicensed users or secondary user. The secondary users 
are to identify or discover the white spaces (vacant bands) 
and select a suitable portion in other to operate without 
interfering to the licensed primary users. In essence, 
whenever the primary user presence is detected in the 
operational channel, the secondary users using the space 
switches to another band that is free. This process is 
referred to as spectrum handoff.  They take the next 
priority in access to spectrum band. The cognitive radio 
network is also called decentralized network due to the 
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fact that they can cluster in different geographical 
locations [1].  

Generally, cognitive radio networks are dynamic in its 
concept. This dynamic nature makes them vulnerable to 
attacks, which results into huge security challenges. 
However, spectrum brokers are deployed to distribute the 
spectrum resources in other to dynamically and 
effectively manage the flow of data and information in 
CRNs, and also efficiently control access to spectrum 
bands to avoid collision of users, and network failures. 

However, this promising technology has been overtaken 
by several attacks which replicates on daily basis causing 
inefficiency in network delivery and reduces the quality 
of services provided. Consequently this research paper 
introduces intrusion detection system as suitable security 
mechanism to combat these attacks [3].  

The structure of this paper is as follows: Section two 
describes firewalls as a first line of defense against attacks 
in CRN as appeared in literature. In section three, we 
specified the common intrusions to CRN. Next in section 
four we description of the structure of IDS and its 
supporting components [3]. 

2. Fundamental Security Objectives for 
Cognitive Radio Networks 

Security objective differ depending on the application 
environment. Different combinations of these features are 
required based on the networks configuration, service and 
networks policy. However, common objectives exist that 
provide basic security controls in cognitive radio network 
environments and other wireless networks due to their 
operation on wireless media. Cognitive radio network is a 
system that employs and embraces a more complex set of 
heterogeneous users sharing spectrum resources, and the 
readiness to share is encouraged using effective and 
efficient protocol measures. Cognitive radio automatically 
detects unutilized, vacant spectrum and dynamically 
forms suitable number of channels in order to optimize 
spectrum usage, increase and improve spectrum 
efficiency and reduce interference [4]. It is able to adapt 
to service environment and adjust channels bandwidth, 
while considering locally used traffic distribution. 
Cognitive radio networks (CRNs) has three aims: to 
innovate, improve, and maintain existing wireless 
communication network [5]. 

However, these aims cannot be realized when the security 
concepts are breached. Cognitive radio network security 
is a customizable level of security that enables any system 
to organize its structure and it is able to conform to 
requirement changes. This security system secures 
monitors and analyses traffic and data packets to ensure 

that CRNs intrusions threats or attacks are detected, and 
access is granted to only the right users. It enables audit 
trails and keeps records of previous attacks and changes 
to indicate, where, when, how and who made the changes 
[6]. These objectives basically form the fundamental 
principles of any network security. The goal of this 
research work emphasizes mainly the intrusion detection 
and response model as security mechanism against all 
forms of CRNs intrusions or attacks to enhance security 
in CRNs [7]. 

In CRNs, reliability is achieved by applying security 
principles and access control measures, which involve 
hardware, software, applications and protocols, logical 
and physical policies. If specific security conditions are 
applied to all users of a network, information systems, 
and information resources, using stipulated rules, then 
reliability and quality of service is guaranteed. The 
security requirements for a reliable CRN include: 
availability, identification, confidentiality, integrity, 
authentication, authorization and non-repudiation. 

(i)   Availability  

One of the basic objectives and aim for building a stable 
communication system is availability and robustness. If a 
network is not available, it is not usable and the objective 
is defeated. Security data and service profile information 
should be available for easy confirmations. Wireless 
transmission medium should always be available. The 
spectrum should be available for both primary and 
secondary users. Secondary users should not interfere or 
disrupt primary users by occupying the spectrum when 
needed. Security measures are to ensure that attacks are 
prevented. 

(ii)    Identification 

This is a verification of security data and service profile 
information. It is a basic security objective for any 
communication device. It is also the process of 
establishing the identity of the users and other entities 
involved in the operations. It associates the user with a 
unique name. An equipment identity is assigned to all 
mobile devices in cellular and wireless networks called 
internal mobile equipment identifier (IMEI). However, 
tamperproof identification measure inbuilt in secondary 
devices is a security requirement in CRNs [20]. 

(iii)   Confidentiality  

A secured communication network such as CRN should 
be private and confidential for effective data and 
information management. This is a security requirement 
that ensures that only the sender and the receiver (parties 
and entities) involved are able to understand the 
communication flow. Confidentiality entails privacy and 
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trust relationship. This means that transmission and 
management of data and information (communication) 
among users and devices in cognitive radio network must 
be confidential and the entities involved must ensure a 
mutual agreement of trust to guarantee quality of service. 

(iv)  Integrity 

Data packets can be intercepted or modified in transit by 
attackers for malicious use. Therefore, a secured 
communication in cognitive radio network requires 
integrity in order to establish effective transmission of 
data packets and management of data and information to 
achieve quality of service. Integrity ensures that data and 
information are not changed or modified in transit. Any 
change or modification must be done by the explicit 
consent of the entities involved. The receiving end or 
entity must be assured that the data packets or information 
received or is receiving is exactly what was transmitted 
from the transmitting end. Therefore, this objective 
ensures privacy of authorized user data and control 
information in cognitive radio network for effective data 
and information management.  

(vi)   Access Control 

This restricts network’s resources to authorized users or 
devices only. It ensures that every user or device in a 
network has the explicit right to access the resources 
requested for and also the privileges to perform certain 
tasks in a network. This objective forms the basis for 
validating any security mechanism. 

3.   Intrusions to CRN 

During the design and analysis of this security model, a 
key aspect that should not be left out is the performance 
of threat analysis, of various types of threats profiles 
which may threaten to harm the proposed model. The 
high and quality performance of CRN technology lies 
majorly on an effective security mechanism. It guarantees 
the availability and robustness of network service and 
resources against the security challenges (threats and 
attacks). The following are some threats and attacks that 
may transpire in this CRN environment: 

(i)   Denial of Access 

This is an unauthorized use of the spectrum band resulting 
into the primary (licensed) users loosing access to the 
network resources and services. Most times the network is 
been hijacked by these malicious users for selfish use and 
personal gains. When cognitive radio node emits power in 
an unauthorized spectrum, it makes primary users to lose 
access and malicious entities takes advantage of this 
nature to intrude and seize network. 

(ii)   Eaves dropping of cognitive messages.  

Cognitive radio messages can be intercepted by a 
malicious user who can make use of the information to 
lunch several other attacks on the primary users of the 
network or the network itself. 

(iii)   License user emulation 

Licensed users can be emulated by malicious users 
impersonating their details, camouflaging some trusted 
nodes, causing other node to join the network undetected, 
sending false routing information [21]. Transmitted 
packets can be intercepted while on transit by malicious 
users thereby having access to cognitive messages to their 
advantage. Malicious cognitive users can exchange or 
alter cognitive messages for ulterior motives and as well 
change cognitive radio nodes causing interference and 
internal node failure which can result into network 
failures. 

(iv)   Jamming of cognitive radio channels 

Cognitive channels that transmit messages can also be 
made to jam in other to disrupt the messages passing 
through the network. The cognitive control channels 
(CCC) are made to transmit wrong messages or right 
messages in wrong forms. This makes the network fall 
short of the quality of service (QoS) assurance. 

(v)   Attacks to Cooperative Sensing 

Usually, in CRN, cooperative sensing permits taking a 
decision about the primary users’ presence in a particular 
channel. This is based on the reports provided by the 
cognitive radios. The secondary users sense the spectrum 
separately or individually and share the results with the 
other secondary users so as to improve the detection 
probability. Consequently, this can give rise malicious 
and selfish behaviors which include; deliberate report of 
false measurement by malicious node, leading to false 
positives, negatives or a selfish node. This does not 
cooperate in other to save energy. These attacks often 
times aims at improving the successful chances of a 
primary user emulation attacks. 

3.   IDRM Algorithm 
 

The IDRM is designed and configured to monitor and 
analyse the activities of the CR Network as displayed in 
Figure 1.  
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Figure 1: IDRM Algorithm 

IDRM acts as a packet monitoring and analyser to 
monitor and analyse the nodes in connection and 
communication with each other within the network. It 
monitors the coordinators and the routers in real time. 
The packets that are captured are compared to the 
database or knowledge base of the intrusion 
specification, service and security policy that are 
previously configured on the bases of intrusions which 
are common to the network. 

Fundamentally, the IDRM is set up to detect or discover 
framed packets that have formats not compatible with 
the networks configuration. The IDRM which is 
steadily tuned on starts monitoring and analysing the 
network traffic immediately the network connection is 
formed. It is connected to all the required devices or 
appliances (network layers, routers, coordinators, 
nodes, protocols) for comprehensive checking.  

 

 

 

 

Transmitted packets are captured and compared with 
the information in the control store (access, service and 
security policy,) and the networks CRN database. The 
corresponding intrusions detected are stored in the 
intrusion detection database. To react to any intrusion 
detected or discovered, the IDRM is required to 
generate an automated response suitable for the attack 
and a form of warning to the intruder and stores the 
intrusion pattern into the intrusion detection database 
before moving to the next consecutive channel. If the 
IDRM detects an ID conflict, it automatically disables 
itself from the coordinators and performs an active scan 
to select the new appropriate ID. As soon as this 
happens, a channel message from the channel master is 
sent across, and promptly the operating channel is 
changed to the new ID and the monitoring activity is 
tuned on for further checking. 

4.   Intrusion Detection and Response Model 
(IDRM) 

Figure 2 is an IDRM design as a security mechanism to 
enhance security in CRN by providing secure 
communication, enabling efficient resource allocation, 
effective spectrum usage, and access control to the 
limited and scarce resources. The IDRM that was 
designed achieved those characteristics by identifying 
computing or network activities that are considered as 
intrusions, malicious, or unauthorized. It is configured 
to properly scrutinize all packets at different protocol 
layers of the network such as; physical layer, link layer, 
network layer and transport layer due to accessing the 
spectrum dynamically. 

The IDRM design shows the layout of the model and its 
associated components. The IDRM operates as a 
network-based model and provides maximum security 
to enhance the networks productivity and quality of 
service. The IDRM is designed based on three major 
components which are data and information source; 
monitoring, analysis detection; followed by the 
response mechanism. The operation of the model is 
described and analyzed according to the various 
components that make up the model. 
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Figure 2: Intrusion Detection and Response Model (IDRM)

(i)   Data and Information Source 

Data and information source contains the intruders’ 
network, consisting of all wireless and mobile devices 
(user access) which usually request for access or 
connection to the CRN network. The information 
sources are divided into three categories: (i) input data 
accumulated from individual systems (host based); (ii) 
input data originated from the network (network based); 
and (iii) data produced from other sources. However, the 
IDRM evaluates the operating system audit trail as its 
significant data source for all network layers 
(application, network, transport, link, physical). 

(ii)    Monitoring, Analysis and Detection 

Monitoring, analysis and detection contain two major 
components which are CRN host devices and the IDRM 
server. Host devices consist of computers and other 
appliances connected to network, while the  

 

 

IDRM server consists of some logical components such 
as: traffic collector, analysis engine, access, service and 
security policy, and intrusion detection database. 
Generally, the art of monitoring, analysis and detection 
is the core activity of our IDRM.  The IDRM is 
configured based on the network policy using ‘systrace’ 
- a computer security utility which limits an application's 
access to the system by enforcing networks access policy 
(service and security policy) for all system calls. By this 
method we determine whether a particular event is an 
intrusion or not. This monitoring, analysis and detection 
component consists of two sub components, which are 
IDRM Server and CRN Host Devices. The IDRM sever 
is made up of some logical components such as: (a) the 
traffic collector and (b) the analysis engine.  

(a)    Traffic Collector 

This component of the IDRM is designed to pull traffic 
from the network. It collects information or activity for 
the IDRM to examine. This information or activities 
could be log files, audit logs, or incoming and outgoing 
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traffic on a specific system. Because IDRM is network-
based, the traffic collector (component) copies traffic 
outside the network link. This component behaves like a 
network traffic sniffer where every packet transmitted 
along its duty path of the network is to be properly 
examined.  

(b)    Analysis Engine 

This component examines the network traffic that has 
been collected by the traffic collector. This is done by 
the analyser from the analysis engine. It is regarded as 
the most important component of the IDRM due to its 
responsibility for analysis and detection. It is often 
referred to as the brain of the IDRM. It consists of the 
security policy enforcement agent (SPEA) and the 
security policy decision agent (SPDA). The SPEA 
ensures connection admission control and handoff by 
enforcing the respective designed policies on the 
subjects (network users) while, the result from that 
component is sent to the SPDP for implementation via 
SPEA based on the stipulated policy. Then a 
confirmation message is sent to the client via the security 
policy retrieval agent (SPRA). This way, the analysis 
engine decides the activity, communication or 
transmission that is allowed or disallowed. It is a 
decision or pattern matching mechanism. It compares the 
traffic and information supplied to it by the traffic 
collector against the networks access policy (service and 
security policy) and known intrusion specification 
(patterns) stored in the intrusions detection database.  If 
the activity matches any known pattern, or misuse of the 
security policy is detected, it reacts to it as an intrusion 
by generating any of the automated responses based on 
the intrusion and gives a warning. This examination of 
traffic is done as quickly as possible to enable IDRM 
react to intrusions in real time and move to the next 
consecutive channel. 

(c)   Control Store  

The control database store consists of access, service and 
security policy, and intrusion detection database. The 
analyser from the analysis engine collects relevant 
information pertaining to an intrusion besides the main 
function of identifying intrusion within the network 
layers. It also collects the supporting evidence and traces 
of the intrusions and stores them in the intrusion 
detection database. The networks database stores all user 
identity details and all normal user behaviour based on 
the management access, service and security policy. This 
enables detection of deviations as intrusions. In addition, 
data packets coming into the system from the five 
different layers of the network (application layer, 
transport layer, network layer, link layer and physical 
layer) are assembled to form complete transmission 

control protocol (TCP) and protocol data unit (PDU) to 
be analysed to check intrusions. All intrusions detected 
or discovered by the IDRM are duly reacted to via the 
response mechanism. 

(iii)    Response Mechanism 

After analysis is done and the IDRM detects intrusions, 
it immediately disallows access and reacts to them by 
sending appropriate automated responses to the 
intruder’s devices, such as drop the packets, shut down 
the port, coupled with a warning. All information about 
the intrusions is stored in the intrusion detection 
database, also referred to as the attack signature 
database.  

Because the spectrum is accessed dynamically, IDRM is 
designed and configured to influence every protocol 
layer. The IDRM is a network-based model therefore, it 
resides on computer or appliance connected to a 
specified segment of the network. It can also be installed 
at specific places in the network where it can watch 
traffic going into and out of particular network segment. 
It looks for intrusion patterns as well as deviations from 
service and security policy when analysing or examining 
packets transmitted over the network. 

The primary idea of IDRM is to detect CRN intrusions 
while allowing genuine and authorized user access. The 
entire network security is identified with the network 
traffic by classifying the allowed and disallowed traffic. 

In summary, any packet transmitted from an intruder’s 
network to any of the CRN host devices must pass 
through the IDRM server engine via the external router 
which serves as the request messenger. This is first 
analysed by the IDRM that monitors the entire network 
in order to detect intrusions or attacks that were not 
handled by other security mechanisms in place (the first 
line of defence), and also provides quick automated 
responses without any human intervention. This 
automated response is generated by the IDRM once an 
intrusion is detected via the response mechanism which 
in turn stops it from getting to the CRN host device that 
is the target of the intrusion. Information that is useful to 
track new attacks is also provided. 

The intrusion detection is based on the network 
configurations levels such as detection level and 
response level .The scenario for intrusion detection using 
the designed IDRM is shown in Figure 4 while the 
algorithm and the IDRM UML diagram that further 
describe the IDRM are shown in Figures 1 and 3, 
respectively. The network IDRM security system is 
configured and implemented based on specification-
based technique (network services and security network 
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policy) using systrace - a computer security utility which 
limits or restricts an application's access by enforcing 
network security and service policy for all system calls. 
Therefore, intrusion detection using IDRM is based on 
the information recorded in the attack or intrusion 
specification database. Intrusion detection database 
consists of the service and security policy specified by 
the cognitive radio network and also relevant 
information on the detected intrusions. Thus, attackers 
are restricted from invading the network for fear of their 
identity being revealed. 

CRN is a distributed intelligent and dynamic network 
such that its IDRM is also distributed in its configuration 
to cover a large network area to provide an advanced 
network monitoring, incident analysis, incident response 
and instance attack data This enables the network 
security analysts (NSAs) to have broader view of the 
occurrences in the entire network per time and identify 
new intrusion patterns from the record of intrusion 

detection database. This enables further investigations on 
the detected intrusions. The implementation of the 
IDRM is reported in chapter 4.    

5.   IDRM UML Sequence  

The IDRM UML diagram in Figure 3.4 describes the 
sequence of activities of the IDRM. It shows the 
operations of its sub components indicating the request 
and communication (challenge response) protocols. 

When the client sends a network or resource request it 
passes through the air frequency bandwidth because of 
its wireless nature. The request is delivered to the traffic 
collector by the network resource broker (NRB) and 
handed over to the analysis engine which consists of the 
SPEA (security policy enforcement agent) and SPDA 
(security policy decision agent).  

 
 

 

 

 

 

 

 

 

 

Figure 3: IDRM UML Sequence Diagram 
 

The SPEA component of the IDRM analysis engine 
performs the verification activities based on the network 
service and security policy (NSSP). The message is then 
validated in line with the SPDA decision and the network 
service is invoked. The  

 

 

 

client is given feedback via the SPEA. The access is 
disallowed if an intrusion is detected or allowed if 
otherwise depending on the verification outcome. 
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6.    Scenario for Intrusions Detection 
using IDRM  

In Figure 4 is a scenario that describes how IDRM reacts 
to the various intrusions (vulnerabilities and attacks). 

Figure 4 Scenario for Intrusion Detection using IDRM 

Any of the various intrusions can be launched via the user 
access which can be any form of wireless or mobile 
device. Intrusions have been a constant danger to CRNs 
and have received increased attention as they can lead to a 
severe loss of revenue if a site is taken offline for a 
substantial period of time. The economic dividends 
provided by the innovation of CRN are not achieved. The 
target of the intrusion is to establish unauthorized access 
to the networks services and resources. The IDRM at 
interception performs proper analysis on the captured data 
packets, identifies the intrusions and sends quick 
automated responses to the intruder’s device. This means 
that the IDRM does not allow the intruder to have access 
to the resources made available by the CRN. Detection of 
intrusion is done by enforcing the networks specification 
(service and security policy) on all system calls. Only the 
genuine and authorized users or clients are allowed access 
to the CRN resources. However, no specific intrusion or 
attack is implemented in chapter four as this is not within 
the scope of this research work. The essence of Figure  

9.   Conclusion 

Cognitive radio offers a promise of intelligent radios that 
can learn from and adapt to their environment. Much 
research is currently underway developing various 
reasoning that allow cognitive radios to operate optimally. 
However, as with many new technologies, initial research 
has not focused on security aspects of cognitive radio 

networks. Typically, security is always “bolted on” after 
the fact by adding some sort of link authentication and 
encryption. This typically works well for data traversing a 
wireless network, but not necessarily for things 
fundamental to the operation of the wireless link itself. 
Since cognitive radios can adapt to their environment and 
change how they communicate, it is crucial that they 
select optimal and secure means of communications.  

Moreover, with the developments of network 
applications, network attacks are greatly increasing both 
in number and severity. As a key technique in network 
security domain, Therefore, reported in this research 
project is an Intrusion Detection and Response Model 
(IDRM) to enhance security in cognitive radio networks. 
It plays the vital role of detecting various kinds of attacks 
and secures the networks. Intrusion detection is defined as 
the tools, methods, and resources to help identify, assess, 
and report unauthorized or unapproved network activity. 
IDRM is typically one part of an overall protection 
system that is installed around a system or device. It is 
used to monitor networks for attacks or intrusions and 
generate automated responses against the intrusions 
whenever detected. It also reports these intrusions to the 
network security administrator in order to take further 
actions. It is not a stand-alone protection measure. The 
main purpose of IDRM is to find out intrusions among 
normal audit data and this can be considered as 
classification problem. As part of intrusion detection 
systems, it is an effective security technology, which can 
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detect, prevent, and react to attacks. It performs 
monitoring of target sources of activities, such as audit 
and network traffic data in CRNs, requiring security 
measures, and employs proper techniques for providing 
security services.  

Apparently, with this tremendous growth of network-
based services and sensitive information on networks, 
network security is becoming more and more important 
than ever. Intrusion detection is needed in today’s 
computing environment because it is impossible to keep 
pace with current and potential intruders and 
vulnerabilities in our computing systems. The CRN 
domain is constantly evolving and changing field by new 
technology and the internet. Hence new attacks replicate 
on daily basis. Therefore intrusion detection systems are 
used in managing threats and vulnerabilities in the 
changing environment. 

Attacks on computer network systems can be devastating 
and affect networks and corporate establishments. We 
need to curb these attacks by installing IDRM to identify 
the intrusions. Without the use of IDRM to monitor 
network activities, intrusions which can possibly result in 
irreparable damage to an organization’s network can 
occur. 

References 

[1]     S. Haykin, “Cognitive radio: brain-empowered 
wireless communications.” IEEE Journal on Selected 
Areas in Communications, vol. 23, pp. 201–220, Feb. 
2005. 

[2]     J. Mitola, and G. Q. Maguire. “Cognitive radio: 
Making Software Radios more Personal.” IEEE Journal 
on Network Communication, vol. 6, pp. 13–18, Aug. 
1999. 
 
[3]    P. Steenkiste, D. Sicker, G. Minder, and R. 
Dipankar. “Future Directions in Cognitive Radio Network 
Research,” in Proceedings of NSF Workshop Report, 
March 9-10, 2009, pp. 1-3 

[4]    Y. Zhang, W. Lee, and Y. Huang. “Intrusion 
Detection Techniques for Mobile Wireless Networks.” 
Wireless Networks Journal, vol. 9, pp. 545-556, 1999.  

 

 

 

[5]     Y. Zhang, and W. Lee. “Intrusion Detection in 
Wireless Ad-hoc Networks,” in Proceedings of the 6th 
Annual International Conference on Mobile Computing 
and Networking, 2000, pp. 275- 283.  

[6]     H. Fuping, S. Wang, and Z. Cheng. “Secure 
Cooperative Spectrum Sensing for Cognitive Radio 
Networks,” in Proceedings of IEEE Military 
Communication Conference, 2009, pp. 1-7. 
 
[7]     V.  Sharma, and Y. S Mann. “Emerging 
Technologies in Web Intelligence.” Infosys Technologies 
Journal, vol.2, pp. 115-121, May 5, 2010.  

 

 

22 Int'l Conf. Wireless Networks |  ICWN'13  |



A Cyclostationarity-Based Spectrum Sensing Scheme for Cognitive
Radios With Dynamic Primary User Signals

Jeongyoon Shim, Youngseok Lee, Youngpo Lee, Jaewoo Lee, and Seokho Yoon†

College of Information and Communication Engineering, Sungkyunkwan University, Suwon, Gyeonggi-do, Korea
†Corresponding author

Abstract— This paper addresses a cyclostationarity-based
spectrum sensing scheme for cognitive radios in dynamic
primary user (PU) traffic environments where the PU might
randomly depart or arrive during the sensing period. At
first, the spectrum sensing problem in dynamic PU traffic
environments is formulated as a binary hypothesis testing
problem. Then, a test statistic for spectrum sensing is derived
by applying an estimate of spectral coherence function of
the PU signal to the generalized likelihood ratio. Numerical
results show that the proposed scheme exhibits a better
spectrum sensing performance than that of the conventional
scheme based on the energy detection in the presence of
dynamic PU signals.

Keywords: Spectrum sensing; cognitive radio; dynamic PU sig-
nal; cyclostationarity

1. Introduction
The frequency spectrum is a limited and scarce resource,

and thus, the efficient use of the spectrum resource is
required. The cognitive radio (CR) is a promising technology
to exploit underutilized spectrum in an opportunistic manner
and the spectrum sensing technique identifying spectrum
opportunities is one of the most important techniques in CR
[1], [2].

Conventionally, the spectrum sensing techniques have
been developed under static primary user (PU) traffic en-
vironments where the spectrum band is assumed to be
occupied by the PU or to be vacant during the whole
sensing period [3], [4]. Practically, however, the PU signal
may depart or arrive during the sensing period, especially
when a long sensing period is used to achieve good sensing
performance, or when spectrum sensing is performed for a
high traffic network, and under such dynamic PU traffic en-
vironments, the performances of the conventional spectrum
sensing techniques have been found to degrade severely [5].
Although a spectrum sensing technique [6] was proposed
based on the energy detection approach for dynamic PU
traffic environments, it performs poorly when the signal-to-
noise ratio (SNR) is low.

In this paper, a novel spectrum sensing scheme is proposed
based on the cyclostationarity in the presence of dynamic
PU signals. We first formulate the spectrum sensing problem

in dynamic PU traffic environments as a binary hypothesis
testing problem and develop the corresponding generalized
likelihood ratio (GLR). Obtaining an estimate of spectral
autocoherence function (SAF) of the PU signal and applying
it to the GLR, then, we propose a test statistic for spectrum
sensing in dynamic PU traffic environments. The proposed
cyclostationarity-based scheme is expected to perform better
than the conventional energy detection-based scheme of
[6], since the cyclostationarity approach has an advantage
over the energy detection approach in that its detection
performance is generally better than that of the energy
detection approach, and also, it can distinguish the PU signal
from the interference unlike the energy detection approach.

The rest of this paper is organized as follows. In Section
2, we model the spectrum sensing problem in the presence of
dynamic PU signals as a binary hypothesis testing problem.
In Section 3, we develop a GLR based on the binary
hypothesis model, estimate the SAF of the PU signal, and
propose a test statistic for spectrum sensing by applying the
estimate of the SAF to the GLR. Section 4 compares the
spectrum sensing performances of the proposed and conven-
tional schemes in terms of receiver operating characteristic
(ROC). Finally, Section 5 concludes this paper with a future
work.

2. System Model
We model the spectrum sensing problem in dynamic PU

traffic environments where the PU randomly departs or
arrives during the sensing period of CR user as a binary
hypothesis testing problem: Given the received signal, a
decision is to be made between the null hypothesis H0 and
the alternative hypothesis H1 defined as

H0 : y[n] =

{
x[n] + w[n], for n = 1, 2, ..., J0,

w[n], for n = J0 + 1, J0 + 2, ..., N,

(1)

and

H1 : y[n] =

{
w[n], for n = 1, 2, ..., J1,

x[n] + w[n], for n = J1 + 1, J1 + 2, ..., N,

(2)
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respectively, where y[n] and x[n] represent the nth sample
of the baseband equivalent of the received and PU signals,
respectively, w[n] represents the nth sample of an additive
white Gaussian noise (AWGN) with mean zero and power
spectral density (PSD) N0/2, and N is the number of
samples available during the sensing period. Under the
hypothesis H0, the random departure of the PU occurs
between the J0th and (J0 + 1)th samples, on the other
hand, under the hypothesis H1, the random arrival of the
PU occurs between the J1th and (J1 + 1)th samples. Once
a test statistic is obtained for spectrum sensing, the test
statistic is compared with a predetermined threshold. If the
test statistic exceeds the threshold, the CR user chooses the
hypothesis H1 deciding that the spectrum band is occupied
by the PU; otherwise, the CR user chooses the hypothesis
H0 and utilizes the spectrum band.

3. Proposed Scheme
Applying the GLR test to the binary hypothesis model of

(1) and (2) gives the following test statistic
N∑

n=J0+1

y2[n]−
J1∑
n=1

y2[n]
H1

>
<
H0

γ′, (3)

where γ′ is the threshold determined from a given false alarm
probability (i.e, Pr(H1|H0)). To exploit the cyclostationarity
of the received PU signal, in (3), we replace y[n] with the
SAF ραy (f) defined as [7]

ραy (f) =
Sα
y (f)

[Sy(f + α/2)Sy(f − α/2)]
1/2

, (4)

where α is a cyclic frequency, Sy(f) is the PSD of y(t),
and

Sα
y (f) =

∫ ∞

−∞
E
[
y
(
t+

τ

2

)
y∗

(
t− τ

2

)
e−j2παt

]
e−j2πfτdτ

(5)
is the spectral correlation density (SCD) function with (·)∗
the conjugation operation. From (4) and (5), we can see that
the SAF is the normalized version of the SCD.

Since ραy (f) is the SAF of a continuous signal y(t), we
cannot replace the discrete value y2[n] of (3) with (ραy (f))

2

directly. Thus, we employ the discrete estimate |ρ̂αy (f)|2 of
the squared magnitude of the SAF obtained as

|ρ̂αy (f)|2 =

∣∣∣∑N
n=1 u[n]v

∗[n]
∣∣∣2∑N

n=1 |u[n]|2
∑N

n=1 |v[n]|2
(6)

to replace y2[n] of (3), where u[n] = y[n]ejπ(f−α/2)n and
v[n] = y[n]ejπ(f+α/2)n are the frequency-shifted versions
of y[n] and its crosscorrelation used in (6) can be obtained
as depicted in Figure 1. Now, replacing y2[n] with (6) yields

N∑
n=J0+1

|ρ̂αy (f)|2 −
J1∑
n=1

|ρ̂αy (f)|2
H1

>
<
H0

γ, (7)
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Fig. 1: The crosscorrelation of u[n] and v[n].

where γ is a threshold for the test statistic (7). It should be
noted that the values of J0 and J1 change randomly depend-
ing on the behavior of the PU, and thus, the unconditional
test statistics for random departure and arrival are obtained
by taking the expectation over (7) with respect to J0 and
J1, respectively. Generally, the number of events occurring
randomly over a period of time is well modeled by a Poisson
process [8], and thus, we assume that the departure or arrival
of the PU follows a Poisson process and we have

Pr{J0} =
[
1− e−λdT

]
·
[
e−λdT

]J0 (8)

and

Pr{J1} =
[
1− e−λaT

]
·
[
e−λaT

]J1
, (9)

where λd, λa, and T represent the departure rate, arrival
rate, and sampling interval, respectively. Using (8) and (9),
finally, we obtain the unconditional test statistics

Td =

∣∣∣∣∣
N−1∑
J0=0

[1− e−λdT ] · [e−λdT ]J0

N∑
n=J0+1

u[n]v∗[n]

∣∣∣∣∣
2

/

[
N−1∑
J0=0

[1− e−λdT ] · [e−λdT ]J0

N∑
n=J0+1

|u[n]|2
]

/

[
N−1∑
J0=0

[1− e−λdT ] · [e−λdT ]J0

N∑
n=J0+1

|v[n]|2
]

=

∣∣∣∑N
n=1[1− e−λdTn]u[n]v∗[n]

∣∣∣2∑N
n=1[1− e−λdTn]|u[n]|2

∑N
n=1[1− e−λdTn]|v[n]|2

.

(10)

for the random departure of the PU, and similarly,

Ta =

∣∣∣∑N
n=1[1− e−λaTn]u[n]v∗[n]

∣∣∣2∑N
n=1[1− e−λaTn]|u[n]|2

∑N
n=1[1− e−λaTn]|v[n]|2

.

(11)

for the random arrival of the PU. Note that Td = Ta when
λd = λa.
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Fig. 2: ROC curves of the proposed and conventional
schemes over AWGN channel in dynamic PU traffic envi-
ronments at SNR = −15 dB.

4. Numerical Results

In this section, we compare the spectrum sensing perfor-
mance of the proposed scheme with that of the conventional
scheme of [6] in terms of the ROC. We assume the following
parameters: N = 100, λdT = λaT = 1, α = 2fc, Pfa =
0.01, 0.03, 0.05, 0.15, 0.4, and 1, and a PU signal modulated
by the binary phase shift keying with a carrier frequency fc
of 100 Hz. The threshold is determined from the false alarm
probabilities given above, and it is assumed that one of the
random departure and arrival is chosen randomly with equal
probability.

Figures 2-5 show the ROC curves of the proposed and
conventional schemes over an AWGN channel in dynamic
PU traffic environments with the SNR values of -15 dB, -
10 dB, -5 dB, and 0 dB, respectively, where Pd represents
the detection probability defined as Pr(H1|H1). From the
figures, it is clearly observed that the proposed scheme
provides a significant improvement over the conventional
scheme, and the improvement becomes more pronounced
as the SNR increases. The conventional scheme achieves
the worst case of the ROC performances at low SNRs
such as −15 dB, −10 dB, and −5 dB since the energy
detection approach used in the conventional scheme can
scarcely distinguish the signal from the noise in such low
SNR environments, whereas the cyclostationarity of the
signal is easily distingushable regardless of the SNR value
since the AWGN is not a cyclostationary process, and thus,
the proposed scheme can generally provide a better ROC
performance than the conventional scheme.
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Fig. 3: ROC curves of the proposed and conventional
schemes over AWGN channel in dynamic PU traffic envi-
ronments at SNR = −10 dB.
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Fig. 4: ROC curves of the proposed and conventional
schemes over AWGN channel in dynamic PU traffic envi-
ronments at SNR = −5 dB.

5. Conclusions
In this paper, we have proposed a cyclostationarity-based

spectrum sensing scheme for CRs in the presence of dynamic
PU signals. We have first modeled the spectrum sensing
problem in dynamic PU traffic environments as a binary
hypothesis testing problem and developed the corresponding
GLR. By applying an estimate of the squared magnitude
of the SAF to the GLR, a test statistic for the proposed
scheme is derived. Then, the spectrum sensing performance
of the proposed scheme has been compared with that of
the conventional scheme in several values of SNR. We have
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Fig. 5: ROC curves of the proposed and conventional
schemes over AWGN channel in dynamic PU traffic envi-
ronments at SNR = 0 dB.

observed that the proposed scheme provides a significant
improvement over the conventional scheme in dynamic PU
traffic environments.
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Abstract--Cognitive radios are radios that improve spectrum 
efficiency and spectrum utilization by operating on unused 
spectrum channels in their neighborhood. These unused 
channels are detected through spectrum sensing, which must 
be performed to ensure the absence of the primary user, before 
a cognitive radio can utilize the channel. However, spectrum 
detection is a challenge to radios due to bandwidth constraints 
imposed on them and also due to degraded channel conditions 
such as multipath and shadowing. Secondly, these unused 
channels show different characteristics, and therefore, an 
appropriate channel needs to be chosen based on the 
characteristics it exhibits. In this paper, we propose algorithms 
and implementations for an Intelligent Mobile Agent-based 
approach for spectrum detection and decision, whereby, 
mobile agents are injected into the network to perform these 
two management functionalities, thus enabling the radios to 
utilize the channel without having to intermittently stop to 
check for the reappearance of the primary user and ensure 
non-interference to the primary user. 
 

Keywords--Cognitive radio; Intelligent mobile agent; Spectrum 
detection; Spectrum decision 

 
1. INTRODUCTION 
Cognitive radio is a technology that enhances efficient 
spectrum usage, by utilizing temporarily idle spectrum [1]. 
This technology was introduced because it was found out 
that most licensed spectrum are not being properly and fully 
utilized. Spectrum is a finite and costly resource which is 
managed by government agencies both nationally and 
internationally, and these agencies use a fixed allocation 
method in allocating spectrum to particular users and for a 
particular use [1][2]. Meaning that, once spectrum is 
allocated to a particular user, that user alone has the right to 
operate on that band. This is good because it simplifies 
issues concerning ownership and makes the license owner 
confident enough to invest in infrastructure, which 
ultimately leads to better quality of service. 
However, studies by the federal communication commission 
(FCC) and other researchers [1][2][4][5], have shown that 
these licensed bands lie idle most of the time, leading to 
wastage of such a valuable resource. Thus, cognitive radios 

were introduced to utilize these idle channels but it has to be 
without interfering with the license owners. 
To ensure non-interference to primary users (PU), cognitive 
radios or secondary users (SU) must sense the channel to 
detect the presence or absence of the primary user, and if 
absent, they can then make use of the spectrum. They also 
need to intermittently stop transmission to sense for the 
reappearance of the primary user. Spectrum detection, 
performed through spectrum sensing, is the key 
functionality to ensure efficient spectrum usage by cognitive 
radios. 
It is however difficult for individual radios to reliably sense 
the occupancy state of the channel due to various channel 
degradation conditions such as multi-path fading and 
shadowing, leading to bad estimation of the occupancy state 
of the channel and false alarm. The dynamic nature of the 
radio spectrum therefore calls for the development of novel 
spectrum detection strategies to correctly estimate the 
occupancy state of a channel [5][6][7]. A feasible solution 
to this challenge faced by cognitive radio networks is to 
introduce agent based approaches for spectrum detection 
and decision. 
Agents are programs that perform certain or specified tasks 
on behalf of the user. Mobile agents perform a user’s task 
by migrating and executing on several hosts connected to 
the network. The main difference between an intelligent 
agent and traditional agent is that the former perform not 
only actions pre-specified by a user but also those 
necessitated by later changes in the environment. Mobile 
agents introduce a new software and communication 
architecture, allowing a program to travel between machines 
for remote execution, even in heterogeneous cognitive radio 
networks. By transporting the agent code to the host 
machine in a distributed cognitive radio network, there is no 
need to bring intermediate signals and data across the 
network and thus a significant amount of network 
bandwidth use and communication delay can be avoided 
[8][9][10]. 
The detection accuracy in spectrum sensing has been 
considered as the most important factor to determine the 
performance of cognitive radio networks. Furthermore, idle 
spectrum bands in a network show different characteristics, 
so cognitive radios are supposed to select the proper 
spectrum band according to the application requirement 
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[5][6][7]. In this paper, we present agent-oriented 
algorithms and implementations for spectrum detection and 
decision in cognitive radio networks, to efficiently detect 
and decide on the availability and appropriateness of a 
channel. 
 
2. RELATED WORK 
This section outlines similar works that has been 
accomplished in the area of spectrum management in 
cognitive radio networks using agent technology. 
The approach proposed by [11] is on using embedded agent 
modules, whereby, agents are embedded in the radio devices 
that coordinate their operations to benefit from network and 
avoid interference to the primary user. Agents carry a set of 
module to gather information about the terminal status and 
the radio environment and act accordingly to the constraints 
of the user application. The approach is based on agents 
with common interest who collaborate by sharing their 
knowledge and expertise to increase to increase their 
collective and individual gain. Group or coalition formation 
will identify the environmental information without 
requiring huge computational effort at the cognitive radio 
terminal. This helps in conserving the energy resources of 
autonomous cognitive radio terminal. Also keeping in mind 
the dynamic state of the radio resource and secondary users, 
the embedded agents in each cognitive radio device can 
build their preference models in terms of selecting a device 
with high level quality of service. These preference models 
will allow conserving time in dynamic and changing 
network conditions. In other words, the agents will know in 
which part of the network it can find information for making 
a proper decision 
A very interesting approach is proposed in [12] where the 
authors have applied reinforcement learning RL on single-
agent (SARL) and Multi-Agent (MARL) to achieve the 
sensitivity and the intelligence. They show in their results 
that the SARL and MARL perform a joint action that gives 
better performance across the network. They finally said 
reinforcement learning algorithm is adapted too be applied 
in most application schemas. 
In the solution proposed in [13], a learning mechanism as 
the local MARL is available for each agent. The Local 
Learning provides a reward for each agent so that it can 
make the right decision and choose the best action. They 
modeled each SU node as a learning agent because the 
transmitter       and      receiver      share      a common result 
of      learning      or knowledge. The authors presented the 
LCPP (Locally Confined Payoff Propagation) which is an 
important function of reinforcement learning in MAS to 
achieve optimality in the cooperation between agents in a 
distributed CR network. 
A channel selection scheme without negotiation is   
considered for   multi-user    and   multi- channel in [14]. To 
avoid collision incurred by non-coordination,   each SU 
learns to select channels based in their experiences.  The 

MARL is applied in the context of Q-learning by 
considering the SUs as part of environment.  In such a 
scheme, each SU senses channels and then  selects  a  
slowed  frequency  channel  to  transmit  the  data,  as  if  no  
other  SU  exists. If two SUs choose the same channel for 
data transmission,   they will collide with each other and the 
data packets cannot be decoded by the receiver. However, 
the SUs can try to learn how to avoid each other. 
 
3. IMACRN SYSTEM MODULE FOR 
SPECTRUM RESOURCE MANAGEMENT 

Basically, our system, Intelligent Mobile Agent for 
Cognitive Radio Networks (IMACRN), design is built on 
five different interlinked parts that form the working of our 
proposed system to take care of spectrum detection, 
spectrum decision, spectrum sharing and spectrum mobility. 
However, this paper deals with spectrum detection and 
decision only. Spectrum sharing and mobility will be 
explained in a subsequent paper. These agent parts are 
explained below:  
a) Spectrum Sensing Agent (SSA): the function of SSA is 
to sense the radio spectrum holes and continuously monitor 
the primary user signals. SSAs cooperatively sense the 
channel and measure it against the threshold. Since it is not 
possible to know what time a spectrum band is occupied or 
when it is free, the sensing is done by considering a real-
time dynamic environment. Factors that are taken into 
consideration include spectrum traffic, primary user’s signal 
power and associated noise and sampling time intervals. 
b) Spectrum Decision Agent (SDA): SDAs characterizes 
the spectrum hole and its function is to arrange the idle 
spectrum information received through the SSAs according 
to channel capacity and channel information. 
c) Secondary Consumer Agent (SCA): SCAs function is 
to send Spectrum Request (SR) messages to the Agreement 
Agent, whenever a secondary user indicates that it needs to 
use a portion of the spectrum. The message sent is of the 
form: req(s,t), where s represents the size of spectrum 
needed by the secondary user and depends on its 
application, for a duration of time t. SCAs also coordinate or 
share the spectrum amongst secondary users in the network 
after it has been acquired from the primary user. 
d) Agent Memory Module (AMM): AMMs gets the 
primary user’s signal characterization from SDAs and stores 
in its database. This database list is regularly maintained and 
updated, thus it is not a permanent list. This module also 
serve as database  for available spectrum and their 
characteristics. 
e) Agreement Agent (AA): AAs manage the agreement and 
cooperation between primary and secondary users for 
spectrum sharing.  
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4. IMACRN-BASED SPECTRUM 
DETECTION 
Dynamic Spectrum Access (DSA) by cognitive radio-
enabled secondary devices is one of the promising 
approaches to increase utilization of underutilized licensed 
spectrum bands. However, DSA approach requires that the 
secondary users should not violate any acceptable 
interference bounds specified by the primary users. 
Therefore, the main challenge involved in devising DSA 
scheme for cognitive radio devices are as follows: 
a) The cognitive radio nodes should be able to identify the 
white spaces in the spectrum and utilize them without 
interfering with the primary user. 
b) The DSA scheme should minimize the channel sensing 
(and therefore, the energy consumed in the sensing 
operations) by the secondary node. 
c) Cognitive radios cannot transmit while sensing the 
channel, which undermines the goal of DSA because 
spectrum is wasting and therefore spectrum efficiency is 
decreased. 
In practical multi-user environments, cognitive radio 
operation is governed by interference tolerance and sensing 
limits at the primary and secondary users. The interference 
limits at the primary and secondary users indicate the 
amount of protection needed at each primary and secondary 
user from the multi-user interference to maintain a certain 
rate. On the other hand, the sensing limits (minimum SNR 
needed for detection) at the secondary users reflect the 
amount of protection that each secondary user is 
individually able to provide to the primary users. In these 
scenarios the key is to strike a balance between the two 
conflicting goals: minimizing the interference to the primary 
users, and maximizing the performance of the entire system. 
To overcome these detection challenges, Intelligent Mobile 
Agents (IMAs) strategy is devised to help in reliably 
detecting idle channels, thus limiting the number of 
secondary users sensing the channel. The scheme ensures 
non interference to the primary user and radios can 
concentrate on transmission while the agents sense the 
channel for the reappearance of the primary user. 
Spectrum Sensing Agents (SSA) in IMACRN are encoded 
to sense and detect primary user signals and send the 
information to the cognitive radio network. SSAs function is 
to sense the radio spectrum holes and continuously monitor 
the primary user signals. A predefined set threshold Y, is 
also input in the code for use in measuring the observed 
signal. This will help the radios to concentrate more on 
using the available spectrum without having to 
intermittently check for the presence of the primary user. 
The agents will individually or collaboratively detect active 
primary user transmissions over the band, and decide if the 
sensing results indicate that all the primary user transmitters 
are inactive at that band. 
 

A. Spectrum Detection Algorithm 
To buttress the points made, let us represent spectrum 
sensing by IMACRN agents using the algorithm below and 
the flowchart in Fig.1 
 
let;    
Y = a set threshold  
Where     
Y = Energy observed on the primary user signal 
let;        
s = result obtained from sensing the spectrum  
if        s > Y  
then 
H1 = Primary User is Present  
else 
if       s < Y  
then 
H0 = Primary User is Absent. 
// The set threshold Y will be used to determine and measure 
the reliability of the collected results. When the collected 
signal Si exceeds the threshold Y, decision 1 will be made 
which assumes that the primary user is present; otherwise, 
decision 0 will be made. The decision Di of the agents is 
then given by:                      
Di = 0; where 0 < Si < Y 
and 
Di = 1; where Si > Y 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Agent Spectrum Detection Flowchart 
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5. IMACRN-BASED SPECTRUM 
DECISION 

The free spectrum bands detected through spectrum 
detection show different characteristics according to radio 
environment. Since cognitive radio networks can have 
multiple available spectrum bands having different channel 
characteristics, they should be capable of selecting the 
proper spectrum bands according to the application 
requirements, this is called Spectrum Decision. Spectrum 
Decision Agents (SDA) characterizes the available spectrum 
hole and each spectrum band is characterized based on not 
only local observations of cognitive radio users but also 
statistical information of primary networks. Through the 
local measurement, SDAs can estimate the channel 
conditions such as capacity, bit error rate (BER), delay and 
jitter. After the spectrum characterization, the best and 
appropriate spectrum band is chosen. 
 
A. Spectrum Decision Algorithm  
Mobile agents should select the best available channel by 
characterizing each spectrum hole based on Spectrum Band 
Information such as (operating frequency; bandwidth; 
interference level; channel error rate; path loss; link layer 
delay; wireless link errors; holding time) and Channel 
Conditions such as (capacity; bit error rate (BER); delay; 
jitter), and then make decisions D1 (yes) or D0(No). 
Depending on the application and the code parameters, two 
options are available in IMACRN for spectrum decision:  
 
 
// Option 1: In IMACRN, channel can be characterized based on 
capacity C. this is calculated using Shannon’s theorem: 

C = Blog2(1 + SNR ) 
Where C = channel capacity 
            B = bandwidth of the channel 
            S = average signal power over the bandwidth 
            S/N = Signal-to-Noise Ratio (SNR) 
[Secondary user agents characterizes each primary user on the 
basis of capacity] 
For each i{i in PU} do 
Evaluate (SNR(i)) 
[SNR: is the primary user’s signal to noise ratio obtained through 
SSA] 
Evaluate (B(i)) 
[B: is the bandwidth of the primary user given by SSA] 
C(i) = B(i) log2 [1 + SNR(i)] 
[C: is the capacity calculated using Shannon theorem] 
If acceptable 
then D1 
Else D0 
End For 
 
 
 
 

 
// Option 2: IMACRN characterizes spectrum based on the 
whole spectrum band information and channel capacity. 
Here the agent needs to check each parameter separately and 
then go to the next one. When all parameters have been 
evaluated and the result is satisfactory depending on the 
application that needs to use it, decision D1 will be made, 
otherwise, decision D0 will be made. 
 
if s< Y 
thenH0 
 Check spectrum band information (b) 
for b = 1 to 11 
if 
   operating frequency; bandwidth; interference level; 
channel error rate; path loss; link layer delay; wireless link 
errors; holding time; bit error rate; delay; jitter 
Acceptable 
thenD1 
elseD0 
 
 
The flowchart depicting the above algorithm is given in Fig. 
2: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Agent Spectrum Decision 
 
6. IMACRN AGENT CREATION 

IMACRN agents are developed in Java Agent Development 
Environment (JADE), a software environment used for 
developing agents which comply with Foundation for 
Intelligent Physical Agents (FIPA) specifications. FIPA is a 
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non-profit international association that produces 
specifications and standards for agent technologies. 
IMACRN agents creation is achieved by defining a class 
extending the jade.core.agent class and implementing the 
setup() method. This method was used to create IMACRN 
agents as can be seen in Fig. 3. 

A. IMACRN Agent Identifiers 
An Agent Identifier (AID) is used to identify IMACRN 
agents and this identifier is an instance of the 
jade.core.AIDclass. Retrieving the agent identifier is made 
possible through the getAID() method of the agent class. 
IMACRN AIDs include a name and an address for each 
agent, and has the form <name>@<platform name>, the 
platform name being the address. As can be seen in figure 3, 
the created IMACRN agents are all living in the platform 
named NnennaC-HP, so as an example, the spectrum 
sensing agent (SSA) called SSA living in the platform have 
SSA@NnennaC-HP as its distinguished name. 
 

 
 

Fig. 3. Created Agents 
 
 
B. Agent Communication 
The communication method used by IMACRN agents is the 
asynchronous message passing. Using this method, each 
agent has a mail box where messages sent by other agents 
are posted by the JADE runtime. For message exchanges, 
IMACRN agents use Agent Communication Language 
(ACL) format defined and approved by FIPA for agent 
interactions [15][16]. The specified ACLs used by 
IMACRN agents include:  

i) identity or name of the sender  
ii) identity or name of the receiver(s) 
iii) the purpose of the communication (known as 
performative), showing what the sender wants to achieve. 
For instance, in IMACRN: 
a) if the sender requires the receiver to perform an action, 
the REQUEST performative is sent 
b) if the sender wants to notify the receiver of a fact, the 
INFORM performative is sent 
c) if the sender wants to know the truth of a given condition 
or statement, QUERY-IF performative is used 
d) if the sender wants to initiate negotiation, the CFP (Call 
for Proposal) perfomative is sent 
e) if the sender and receiver are negotiating, the 
PROPOSE,REJECT_PROPOSAL,ACCEPT_PROPOSAL 
 
7. EXPERIMENTAL RESULTS 

In this section, numerical results obtained and used to 
evaluate the multi-agent approach are presented. The 
simulation time is set at 120 minutes. All the simulations are 
conducted in Java Application Development Environment 
(JADE), over two PCs with 3.40GHz and 2.30GHz  
processor and 4GB memory. The parameters used are as 
shown in Table 1. 
 
Table 1. Parameters for Experiment 

 
 
A. Spectrum Detection 
For spectrum detection to take place, two agents must be 
communicating through messages. The two agents in the 
experiment are Spectrum Sensing Agent (SSA) in Fig. 4(a) 
and Secondary Consumer Agent (SCA) in Fig. 4(b). The 
agents use a set threshold in their estimation for the 
presence or absence of the primary user. As can be seen in 
Figure 4(a) to Figure 4(c), the spectrum sensing agent and 
the secondary consumer agent communicated using 
messages. 

Parameters Value 

Size of spectrum portion 4MHz 

Simulation time 120 minutes 

Max. number of PUs 30 

Max. number of SUs 30 

Max. number of each type 
of agent 

5 
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For the purpose of this experiment and for communications 
to take place between agents, the threshold was set 
randomly at 3, and on sensing a signal at 1 as shown in 
message in Fig. 4(b), the SSA sent the information to the 
SCA indicating that the spectrum is available for use. And 
on receiving the message, the SCA acknowledged receipt by 
replying as shown in Fig. 4(c).  The experiment was 
performed with a single and later with a multiple number of 
agents and the results obtained are reported in Table 2. 
 

 
 

 
Fig. 4(a). Spectrum Detection Message from SSA 

 
 
 

 
 

Fig 4(b). Message Received by SCA 
 

 
 

Fig 4(c). Acknowledgement Message from SCA 
 

From the results in Table 2, it can be shown that agents were 
able to correctly detect the occupancy state of the channel, 
when there are multiple numbers of agents. 
With results shown in Table 2, the correlation between the 
number of agents and their corresponding number of 
channels correctly detected is graphically represented in 
Figure 5. 
 
Table 2. Spectrum Detection Data 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5. Spectrum Detection Data 

Number of Channels 
Sensed 

Correct Detection 
(1 SSA) 

Correct Detection 
(5 SSA) 

5 3 5 

10 6 8 

15 10 13 

20 13 17 

25 20 23 
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Fig. 5. Spectrum Detection Data 

 
B. Spectrum Decision 
The detected spectrum needs to be characterized to ensure 
that it is in good condition and appropriate for use. The 
agents were able to correctly decide on the appropriate 
spectrum band based on the characteristics of the available 
channels. Here, agents also use messages to pass 
information to each other. The results obtained based on a 
single agent decision and a multiple number of agents are as 
shown in Table 3.The SDA, after characterizing the channel, 
sent a message to the SCA indicating that the channel is 
usable, as shown in Figure 6. 

Table 3. Spectrum Decision Data 

 

 

 

 

 

 

 
 

 

 
Fig. 6. Spectrum Decision Message 

 

Graphical representations of the correlation between the 
number of agents and decisions made correctly are shown in 
Fig. 7. From the results, it can be seen that multi-agents 
characterized the channels more correctly than a single 
agent. This is due to the cooperative nature of IMACRN 
agents in spectrum detection and decision. Each agent 
shares its detection and decision observation with other 
agents through messages, these observations are combined 
and decision made based on collective agreement. 
 

 
 

 
 

Fig. 7. Spectrum Decision Data 
 

 
8. CONCLUSION 

Spectrum detection and decision are important 
functionalities to realize dynamic spectrum access 
principles. Cognitive radios have to correctly estimate the 
primary user’s signal before utilizing the spectrum as 
incorrect estimation may lead to collision and false alarm. 
Presented in this paper are algorithmic approaches and 
implementation for intelligent mobile agent-based spectrum 
detection and decision. Our mobile agent system design is 
made up of five interlinked paths that take care of spectrum 
detection, spectrum decision, spectrum sharing and 
spectrum mobility, which are the spectrum management 
functionalities. The agents are injected into the network to 

Number of 
Available 
Channel 

Correct Decision 
(1 SDA) 

Correct Decision 
(5SDA) 

5 3 5 

10 6 8 

15 10 14 

20 13 20 

25 20 24 
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perform these functionalities for the radios in order to 
improve cognitive radio network performance. The 
approaches in this paper, for spectrum detection and 
decision, are step by step process which the agents use in 
carrying out their tasks. A set threshold is input into the 
mobile agent codes for use in detecting an idle or free 
spectrum and mobile agents evaluate the channel based on 
spectrum band information and channel capacity. Using the 
methodologies proposed, the primary user’s signal can be 
correctly detected and evaluated. A subsequent paper deals 
with algorithmic approaches and implementation for the two 
remaining spectrum management functionalities; spectrum 
sharing and spectrum mobility. 
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Abstract— USRP (Universal Software Radio Peripheral) 

provide comparatively inexpensive hardware platform for 
software radio and is used by research labs, universities. They 
connect to a host computer through a USB or Giga Ethernet link 
which the host-based software (Matlab) uses to control the USRP 
hardware and transmit/receive data. The main objective of the 
paper is to make a performance comparison of the basic 
modulation scheme (Quadrature Phase Shift Keying (QPSK) and 
Binary Phase Shift Keying (BPSK)) using the USRP .An analysis 
and study is done on the effect of Channel impairment (varying 
Frequency offset) and Channel Condition (Eb/No of the AWGN) 
on the transmission Quality (Bit Error Rate and Output 
Produced at the Receiver), using Matlab Simulink software 
interface. Then the AWGN is replaced with the real wireless 
environment using USRP and further study is done on the effect 
of varying Transmitter gain on the Transmission Quality for both 
the modulation schemes. Finally, the effect of an interfering 
USRP on the transmission quality is also analyzed. 

I. INTRODUCTION 
Hroughout the years, the demand for mobile connectivity 
has cause an exponential growth in wireless 

communications such as data communications, voice 
communications, video communications, etc. However the 
hardware –based approach to traditional radio design imposes 
a set of limitations in terms of hardware basic communication 
components (Frequency Offset Compensator hardware, Phase 
Offset Compensator hardware, Modulation Hardware, 
Demodulator hardware etc). Thus modifying radio devices 
easily and cost effectively has become business critical. 
Software defined radio(SDR) technology brings the flexibility, 
cost efficiency and power to drive communications forward, 
with wide –reaching benefits realized by service providers and 
product developers through to end users[1][2] 
 Software Defined Radio performs the task of transforming 
hardware aspects to software .System characteristics such as 
signal modulation scheme; operation frequencies, bandwidth 
etc are no longer dependent on analog circuits, whereas in 
SDR they rely on a system that integrates a programmable 

 

hardware and software that offers flexibility to modify those 
characteristics. [3]Therefore this kind of hardware with 
software interface can give the flexibility to change the 
parameters for certain operations which otherwise needed 
hardware replacement. 
 There has been many work showing the use of SDR in the 
field of research in Cognitive Radios[4] , OFDM 
modulation[5]  and some work where they have signified the 
use of SDR in the field of education[1][3]. One thing 
noticeable in all the work above is that they have used a 
Software Defined Radio Platform USRP 2[6] and used GNU 
Radio as the software interface [7]. Another software interface 
provided by Matlab Simulink can be providing a different 
approach where inbuilt blocks and ready demos for certain 
common communication operations are readily available to be 
used [8]. It could be used and explored and that is what is done 
in this paper. 

The paper provides a comparative study and analysis of the 
Basic Modulation Schemes BPSK and QPSK in terms of BER 
versus Channel Condition, Channel Impairment (In Simulink 
Model) and Transmitter power of the Software Defined Radio. 
The paper is arranged in the following manner: Section II 
gives the project description stating the components, problems 
tackled and the testing algorithm of the experiments, Section 
III provides the results of the experiments followed by 
Conclusion and Future Work in Section IV. 

II. PROJECT DESCRIPTION 

A. Components Used in the Study 
The Software Defined Radio platform used in the experiment 

was USRP 2 which is supplied by Ettus Research [6]. The 
daughter boards used in the experiment was XCVR 2450 
which operates at the frequencies 2.4 GHZ and 5 GHZ. 

Matlab was used as the software interface to the USRP 2 and 
one of the Simulink Demos provided by Matlab for QPSK 
transmission system with Transmitter and Receiver was used 
as the starting point. [7]  
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B. Impairments to be tackled in the study 
Any analog signal is represented in the following manner: 

S (t) = At sin (2 π ft t + ϕ t) 
Where At  signifies the Amplitude of the signal ,ft signifies 

the frequency of the signal and ϕt signifies the phase of the 
signal [9]Thus the signal can undergo impairments in terms of 
Frequency , Phase or Timing during any communication 
session. The impairments can be termed as offset where it 
means the difference between the Original and received signal. 
[10].Modulation is the process of changing the attributes 
(Frequency, Phase, Amplitude) of the Carrier signal to 
represent the message signal .Changing the Phase of the carrier 
signal to represent the Message signal is known as Phase 
Modulation. Some of the well-known basic Digital Phase 
Modulation Techniques are Binary Phase Shift Keying 
(BPSK) and Quadrature Phase Shift keying (QPSK), which are 
also used in the study in the paper. 

In Binary Phase Shift keying the phase of the analog signal is 
shifted to represent the Digital signal. In BPSK each symbol 
represents one bit and can be understood from the IQ diagram 
below: 

 
Figure 1: Constellation Diagram of BPSK System 

 
In Quadrature Phase Shift keying the phase of the analog 

signal is shifted to represent the Digital signal. In QPSK each 
symbol represents two bit and can be understood from the IQ 
diagram below( the constellation diagram representation 
below is known as Gray mapping Constellation diagram where 
the adjacent representation are obtained by change of a single 
bit: 

 
Figure 2: Constellation Diagram of QPSK system 

 
In Phase Modulation there is another impairment which has 

to be tackled in addition to the 3 general ones discussed above 
: Phase Ambiguity , as if due to phase shift , and if the phase 
shift is more than -45 and +45 in QPSK , there phase shift is 
not detectable and it will lead to an error(refer the 
constellation diagram in Figure 2 , where if phase shift is – 45 
for symbol 00, it shifts and will be detected as 10 and +45 shift 
will lead it to be detected as 01) similarly in BPSK it is – 90 
and +90 phase shift leading to phase ambiguity. 

Thus any receiver should have components to compensate 
for the Frequency offset, Phase Offset, Timing Offset and 
Phase ambiguity. 

The Simulink demo provided by Matlab provides a Receiver 
model which has sub blocks dealing with all the above 
mentioned errors, and it is this Simulink model which is used 
in the study. 

C. The Method of the Experiments conducted 
There are 4 study (A, B, C and D in Section III) done and 

this section describes the algorithm and setup of each study. 
Setup 1 for Section A and B in Section III 
The Simulink Demo model (QPSK Transmitter and 

Receiver) [8] is used to develop the BPSK Transmitter and 
receiver for conducting the experiment. 

First the Transmitter and Receiver is used in the same 
Simulink model and the channel parameter i.e. frequency 
offset and Channel Condition (Eb/No) is varied to see the 
effect on transmission which is depicted by Bit Error Rate. 

As seen in Figure 3, the BPSK transmit data through the 
simulate channel, which is received, compensated for 
impairments and the BER (Bit Error Rate) is checked which is 
objectively checked with the output produced (Text streaming, 
shown in Figure 6) 

 
Figure3: Simulink Model for Comparison A and B in Section 

III, using BPSK Modulation scheme for study 
Figure4: Simulink Model Comparison A and B in Section III, 

using QPSK Modulation scheme for study 
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The above Simulink models (Figure 3 and 4) are used for the 
Comparison of A and B in Section III. 
 The Change in the Frequency offset of the channel is done 
and also the Channel Condition is changed, the Figure 9 can 
give a better idea on how the change is conducted for the 
experiment. 
 A script is run to change the Frequency Offset and the 
Channel Gain in the Simulink model shown above(Figure 3 
and 4) , and the BER is noted at the end and graph is generated 
using the information gather which is shown later, refer 
Figure5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 5 Algorithms for Comparison A and B in Section III 
 

Figure 6: Output (Text Streaming) Generated 
 

The BER information gather is checked with the output 
produced (i.e. Text streaming, Figure 6) at the receiver to have 
a subjective (BER) and Objective (Output quality) on how is 
the Channel condition related with the BER.  

Setup 2 for Section C and D in Section III: 
The other experiments are done using the USRP instead of 

the simulated wireless channel, refer figure 10 .The 
experimental setup is as below: 
 
 
 
 
 
 
 
 
 

Figure 7: Experimental setup for C in section III 
 

A script is again run to change the parameter such as the 
transmitter gain and then the effect is seen on the BER at the 
Receiver, keeping the distance constant between the 2 
USRP’s, The experiments is done using QPSK modulation 
scheme and then followed by the BPSK modulation 
scheme(refer figure 7) 

The final experiment was done to check the effect of the 
interfering USRP on the transmission quality and the 
experimental setup is shown below in Figure 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Experimental setup for D in section III 
 

A script is again run to change the parameter such as the gain 
of the interferer and then the effect is seen on the BER at the 
Receiver, keeping the distance constant between them The 
experiments is done using QPSK modulation scheme The 
experiment setup is as shown in figure 8 
 

Script 
runs 
the 

 

Transmitting USRP at 
variable transmitter gain 
(1:35dB) 

Receiver USRP at 
receiver gain (35dB) 
 

Distance-
50cm 

Transmitting USRP 
at variable 
transmitter gain 
(17dB) 

Receiver USRP 
at receiver gain 
(35dB) 
 

Distanc
e-50cm 

Distanc
e-50cm 

Interfering   
USRP at 
variable 
transmitter gain 
(1:35dB) 
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Figure 9: Changing the Phase/Frequency Offset and Channel Gain in the Simulated Wireless Channel 
 

 
 

Figure 10: USRP used in place of the Simulated Wireless Channel 
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III  EXPERIMENT ALGORITHM AND RESULTS 
Based on the subjective and objective comparison it can be 

concluded that for the experimental setup 0.44 was a very 
good BER, which is referred in the later part of the paper. It is 
also to be noted that the worse BER that a system can have is 
0.50 as the probability of error for 1 being 0 is ½ or 0.50 

A. Comparison of the BER with Respect to Impairments 
such as Frequency offset for QPSK and BPSK 

Please refer setup 1 in Section II 
Bit Error Rate is calculated as follows: 
BER=Number of Error Bits/ Total Number of Bits Received 
 

 
Figure 11: BER vs. Eb/No comparison based on Frequency 

offset for QPSK system 
 

As it can seen from the above graph the QPSK system breaks 
down (Worst BER performance 0.50 being prevalent despite 
the increase of Channel gain) at 15KHZ and 20KHZ. Thus 
frequency offset more than 15KHZ is not compensated by the 
Receiver model. As expected the BER reduces with the 
increase in the Eb/No (dB) of the Channel. Furthermore the 
BER is comparable at frequency offset up to 15KHZ as the 
Simulink receiver model compensates for it. 

 

 
Figure 12: BER vs. Eb/No comparison based on Frequency 

offset for BPSK system 

 
As it can seen from the above graph the BPSK system breaks 

down (Worst BER performance 0.50 being prevalent despite 
the increase of Channel gain) at 25KHZ and 30KHZ. Thus 
frequency offset more than 25KHZ is not compensated by the 
Receiver model. As expected the BER reduces with the 
increase in the Eb/No (dB) of the Channel. Furthermore the 
BER is comparable at frequency offset up to 25KHZ as the 
Simulink receiver model compensates for it. 

The Break down Frequency Offset is double the QPSK 
system which is expected as the phase shift caused by the 
frequency is allowable double in the case of BPSK than QPSK 
(Refer the Constellation Diagram figure 1 and 2) 

B.  Study and Analysis of BER with Eb/No for QPSK and 
BPSK system using a Simulink Model (Without USRP) 

 
Theoretically the BER for QPSK and BPSK system is 

almost similar and this is proved mathematically below: 

 
Figure 13: Signal representation of BPSK on IQ diagram 

 
Any Received Signal, 

𝑦=𝑥+𝑛, 𝑥 𝜖 {−𝐴, 𝐴} 
Where, 
𝑛=ℕ (0, 𝜎^2=𝑁_0/2) 

( )

 

[9] 
Similarly it can be proved that  
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Figure 14: Signal representation of QPSK on IQ diagram 

 
 
Thus theoretically BPSK and QPSK have similar BER 
 
Please refer setup 1 for experimental setup in Section II 
 

 
Figure 15: BER Comparison between QPSK and BPSK at 0 

Frequency offset 
 

 It is also evident from the graph above that BPSK and 
QPSK have almost comparable BER but BPSK have a 
throughput half of QPSK . 

C. Comparison of BER with respect to the Varying 
Transmitting power of the USRPs keeping the distance 
constant (for both QPSK and BPSK system) 

Please refer to Setup 2 in Section II 

 
Figure 16: Comparison of BER with Eb/No (dB) for QPSK 

and BPSK for USRP’s apart half a meter 
 

As it is evident from the graph above that BPSK and QPSK 
have almost similar BER throughout. 
 As the Transmitter gain is increasing the BER gets better as 
expected as more the transmitter gain the more proper 
transmission signal strength is the further it can travel. But as 
the Transmitter gain reaches a maximum around 30dB the 
BER degrades and keeps degrading reaching the Maximum. 
This is due to the fact that the transmitter gain has reached a 
linear circuitry of the USRP Transmitter where the excess gain 
leads to increase in temperature of the circuitry and leads to 
transmitting of wrong transmission instead of the transmission 
given to it. Thus for a successful transmission an optimal 
transmitter power level is to be maintained. 
 The Throughput of the BPSK system was half of the QPSK 
system (where QPSK system had 3000 frames whereas BPSK 
system had 1500 frames) 

D. Study the effect of interference of another USRP 
transmitting at various power levels. 

Please refer to setup 2 in Section II 
 

 
Figure 17: Comparison of the effect of Interferer’s gain with 

BER 

As it is seen from the graph above, as the transmitter gain of 
the interfering USRP increases the BER degrades as it 
interferes with the Transmission between the other 2 USRP’s, 
but as the gain reaches 17dB and above the BER degrades and 
becomes worse as both the transmitting usrp’s are transmitting 
at the same power and at the same frequency leading to 
collision and drop of packets. 

IV  CONCLUSION AND FUTURE WORK 
. The paper have done experiments using USRP and Matlab 

Simulink as the software interface to do a study and analysis 
on the effect of transmitting power , interfering transmitting 
power on the BER of a transmission using BPSK and QPSK 
modulation scheme. The work has used the demo Simulink 
Matlab model of QPSK transmitter and Receiver and 
developed BPSK transmitter and Receiver. It has also 
developed a Simulink model with simulated Wireless AWGN 
channel to study the effect of Channel Impairments (i.e. 

 

Transmitter Gain  

Transmitter Gain of the interfering USRP 
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Frequency Offset) on the BER of a transmission. The work has 
successfully conducted experiments on real wireless channel 
and effectively generated expected results and has explained 
them. It has effectively proved the efficiency of SDR where 
changes in the modulation scheme were done via software and 
no hardware modifications were done. 

The future work of this paper could be doing use other 
modulation schemes like GMSK, M-QAM etc. Try to develop 
a Bidirectional Time Division Duplex Communication system 
and also use other application (Image Streaming) instead of the 
Text streaming... 
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Abstract - This thesis collects stock information, cattle shed's 
facility information and video information through RFID and 
video treatment devices according to a livestock farmhouse 
with a RFID/WSN based livestock disease control system in 
order to prevent spread of stock diseases that are taking sick 
recently in the country. In addition, as the spread of stock 
diseases can occur through movement of vehicles, this thesis 
is tracing movement of feed, milk collection and human waste 
vehicles by utilizing RFID/GPS and manages the respective 
information integrated through middleware. And the system 
was composed to enable quick handling through monitoring 
and information analysis at a monitoring system for 
preventing spread of stock diseases in case of generation of 
stock diseases or abnormality of a stock farmhouse's facility. 

Keywords: Livestock, Diseases, RFID, WSN 

2 

 

1 Introduction 
  The importance of systematic and smart management of 
livestock disease prevention system is increasing in recent for 
livestock and animal disease control and welfare 
enhancement. Contagious livestock diseases are affecting the 
safety of not only animals but also people across the world, 
and they could lead to national crisis situation. This could 
cause not only financial damages but also the mental damages 
to livestock and related personnel[1][2].  

 There are foot-and-mouth disease(FMD) and AI as typical 
malignant livestock's contagious disease, among them, the 
FMD having the most serious destructive power takes sick at 
artiodactyl animals(animals that its hooves are divided into 
two pieces like cow, pig, sheep, goat and deer, etc.), and it is 
a disease that livestock gets to be seriously ill or dead because 
of rapid rise of its body temperature, generation of blisters at 
the mouth, tongue, hooves or nipple, etc. and decline of 
appetite[3]. 

 Though the mad cow disease occurred in the country in 2010, 
the damage amounting to 7 times of 450.3 billion won has 

* Corresponding Author 

occurred due to contagious disease of livestock for 4 years 
since 2006 by failing in its early treatment, so the amount of 
the damage estimated by the Government reached a scale of 
around 3 trillion won. This is primary loss according to loss 
of livestock, so if considering social/environmental costs, its 
damage is expected to be larger[4][5]. Accordingly, in order 
to minimize spreading in case of generation of livestock 
disease and enable to respond to livestock disease, a system 
capable of monitoring circumstances of livestock disease 
spreading nationally is being required[6][7], but a system 
capable of responding it is currently in the non-existent state. 
This thesis has proposed a system capable of quickly 
responding in case of in case of generation of livestock 
disease by monitoring people (herdsmen, veterinary surgeon, 
insemination technician, etc.) inside an infected region which 
is a propagation path of livestock disease, vehicles (feed car, 
shipment car and milk collection car, etc.), etc. through 
utilizing IT technology such as RFID, WSN and GPS, etc. 
and collecting environmental information inside stock shed. 
The composition of this thesis is as follows.  

 In the Chapter 2, the detailed function of the system proposed 
in this thesis is examined, and in the Chapter 3, the service 
provided by this system is explained. In the Chapter 4, the 
implementation results of the proposed system are confirmed, 
and in the last Chapter 5, this thesis aims to complete 
conclusions of this thesis. 

 
2 Design of the Proposed Livestock 

Disease Control System 
 This system automatically records information of a vehicle 
visiting a farm to prevent spreading of livestock disease by 
using RFID and gets to enable quick response in case of 
generation of livestock disease by tracing the location of a 
vehicle in real time through GPS. In addition, the system was 
composed to be able to monitor stock shed's environment in 
real time according to a farm and to be able to execute remote 
medical treatment in real time, if necessary. This Chapter 
describes the structure and components of a proposed 
monitoring system for prevention of livestock disease 
spreading. 
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2.1 System Structure 
 The monitoring structure for prevention of livestock 
disease spreading is composed of 3 kinds of layers. There are 
a physical layer collecting information of a vehicle and sensor 
collecting temperature/humidity of cattle shed, an 
intermediate layer taking charge of communication between 
the physical layer and applied layer and an applied layer that 
provides information and service capable of monitoring 
circumstances between a vehicle and farmhouse in real time. 
Figure1 shows a monitoring system diagram for prevention of 
livestock disease spreading. 

 
Figure 1. System Structure of the Proposed System 

 
2.2 Service Process 

2.2.1 Physics Layer 
 The physics layer is being consisted of a real-time 
information collection unit that collects information having 
an important influence on movement of vehicles and 
livestock in order to monitor movement of vehicles and 
livestock in real time, and a sensor unit consisted of sensors 
collecting environmental information of livestock at cattle 
shed. The real-time information collection unit attaches RFID 
tag and GPS at a feed vehicle, milk collection vehicle and 
night-soil vehicle to monitor movement of a vehicle, confirms 
movement of the vehicle, and stores information of the 
vehicle in the integrated information DB system through the 
Internet, when a vehicle visited a specific farm. The 
movement information of livestock monitors all processes 
from a cattle shed for raising livestock by using RFID to 
consumers, and gets to be stored in the integrated information 
DB system by generating information of livestock movement. 

 The senor unit collects information of temperature, humidity 
and gas of a cattle shed, and each sensor transmits collected 
data to a sink node in a certain time interval. A camera makes 
a state of livestock that is difficult to judge by only numerical 
data collected from a sensor to be confirmed through video 
by transmitting video information inside a cattle shed to a 
server via stream data. 

 

2.2.2 Middleware Layer 
 The middleware layer takes charge of communication 
between the physical and applied layers, and is consisting of a 
database, video manager, sensor manager, a manager on 
livestock and vehicle movement and server manager. First of 
all, the database is being constructed to enable to store 
movement information, etc. of vehicles and livestock and is 
storing environmental information on optimal environment 
data and livestock disease generation's conditions in growing 
of livestock. A sensor manager processes raw data collected 
from a sensor unit and stores it in the database after verifying 
necessary information. A video manager converts an analog 
video signal photographed by a camera  into a digital video 
signal, and then stores it in the database. A manager on 
livestock and vehicle movement treats vehicle location 
information collected through GPS in real time and stores 
arrival time and waiting time, etc. of a vehicle in the database. 
Lastly, a server manager controls all managers inside a server, 
such as a sensor manager, video manager and database, etc. If 
a specific service is asked at an applied program, the server 
manager provides the service by treating data through a 
corresponding manager. 

 

2.2.3 Application Layer 
 The application layer is a system providing information 
on vehicle and livestock movement in real time to allow a 
user to perform rapid and early treatment in case of 
generation of livestock disease at any place where the internet 
is connected. For this, this system supports construction of 
WEB-based monitoring user interface, provision of various 
statistics and prediction information through information 
analysis, provision of livestock disease information and 
preventive methods, information provision of cattle shed 
status by region and provision of livestock disease's remote 
treatment service, etc. 
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3 Service Process of the Proposed Livestock 
Disease Control System 

3.1 Livestock and Vehicle Movement Record 
Service 

 Confirming details about whether any vehicle visited a 
livestock farmhouse and how long it stayed becomes an 
important index that measures disease spreading in case of 
livestock disease generation. This service leaves a record of 
movement management of vehicle and livestock inside cattle 
shed through RFID and GPS and records the movement 
details with a daily record. Through this, in case of livestock 
disease generation, managers can quickly confirm whether 
the disease was flown in and spread through any path, and 
can take measures on it. 

 
3.2 Livestock Farmhouse Environmental 

Information Monitoring Service 
 The livestock farmhouse environmental information 
monitoring service is a monitoring service that can confirm 
optimal environmental maintenance and disease generation 
existence in raising livestock by providing environmental 
data and video data of each livestock farmhouse. Users can 
confirm temperature, humidity and harmful gas concentration 
which are   environmental elements having the largest 
influence on livestock growth and development in real time 
through a terminal. The driving process of this service stores 
data collected from sensors and camera in the database 
through each manager. The corresponding information of 
stored data is provided to a terminal of users though a server 
manager. This service makes users be able to confirm 
livestock environment in real time through this process. 

 

 
Figure 2. Livestock Farmhouse Environmental Information 
Monitoring Service Process 

 
3.3 Livestock Management Export Service 
 The livestock management export service is a service 
that collects advices for forming optimal growth and 
development environment through analysis of experts on 
accumulated information through a monitoring system for 
prevention of livestock disease spreading and that can 
diagnose through analysis of experts on the livestock growth 
and development state based on camera video information 
even without visiting the field. Figure 3 is a service procedure 
of the livestock management export service. If users ask 
advices of an expert, the advice request information is 
delivered to an expert server located in the outside, and the 
expert gets to again deliver its content to users by analyzing 
this. In case of generation of an emergency event, the remote 
diagnosis and emergency treatment can be executed within 
fast time by using a camera. If an expert utilizes cattle shed's 
environment database accumulated through a monitoring 
system for prevention of livestock disease spreading, it can be 
used as important data capable of preventing livestock 
disease spreading. 

 

 
Figure 3. Service Procedure of the Livestock Management 
Export Service 

 
3.4 Mobile Letter Message Service 
 The mobile letter message service is a service that sends 
letter message immediately to farmhouses in terms of events 
due to absence or emergency situation of farmhouse owners 
or thief invasion, etc. in case of livestock disease generation. 
This is a motion procedure of mobile letter message service. 
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Figure 4. Service procedure of mobile letter message service 

4 Implementation of Proposed Livestock 
Disease Control System 

4.1 Implementation Environment 
 In order to verify performance of this system, a physical 
environment was composed like Figure 5 in an actual cattle 
shed. 

 

 
Figure 5. RFID Reader and GPS 

 
 In order to grasp a movement path of a vehicle, Figure 5 GPS 
and RFID are installed to a system like Figure 6, and the 
portability of a vehicle was grasped by installing RFID like 
Figure 6. 

 

 
Figure 6. The simple model of livestock for environment 
information 

 
 For cattle shed's environmental data collection, the collection 
of temperature/humidity data and monitoring service at a 
remote area were carried out to be executed by installing a 
sensor at an actual cattle shed like Figure 6, and the 
information necessary for prevention of livestock disease 
spreading like environmental information for optimal growth 
or livestock disease information is stored in the database of 
the monitoring system for prevention of livestock disease 
spreading, and makes users be able to confirm livestock and 
vehicle information in real time by storing sensing 
information, video information and vehicle & livestock 
movement information. 

 
4.2 Implementation Results 
 The performance results of this system were confirmed 
through GUI. Figure 7 is GUI made to be able to monitor 
movement of livestock & vehicle and cattle shed's 
environment. The cattle shed's real-time environment can be 
monitored according to a region shown in a map like ①, and 
the livestock disease information that can occur through 
monitored information from ② was provided. In addition, the 
expert counseling service is provided through a video camera 
in an remote area in case of suspecting livestock disease in ③. 
Lastly, the kind of a moving vehicle and livestock movement 
that moves from a farm ④ could be confirmed in real time 
through GUI. 
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Figure 7. The Proposed Systme GUI 

 
5 Conclusions 
 This thesis proposed a RFID/WSN based livestock disease 
control system to reduce a damaged scale of the livestock 
industry due to malignant livestock's contagious disease with 
fast propagation speed. For this, this thesis has realized a 
system capable of confirming disease information within a 
cattle shed, livestock and vehicle movement situations in real 
time by making a database on cattle shed's environment 
information collected according to each farmhouse, and in 
order to verify performance of the system, a sensor and 
camera were installed in a cattle shed, and GPS and RFID 
were installed in a vehicle, and then, the proposed system was 
applied and driven. Through this research, it is expected that 
this research will nationally minimize damage of livestock 
disease spreading by minimizing spreading in case of 
livestock disease generation and responding livestock disease 
through quick and early treatment. The future research is 
about to construct a livestock disease prediction system based 
on collected data through a RFID/WSN based livestock 
disease control system spreading and to construct a 
community capable of easily exchanging know-how that can 
cope with in case of livestock disease generation. 
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Abstract— In this paper, we propose a direct sequence
ultra wideband (DS-UWB) radar system using a short-length
pseudo noise (PN) sequence. The proposed DS-UWB radar
reduces the correlation processing time by averaging out
the noise in the correlator outputs, and thus, employs a
short-length PN sequence unlike the conventional DS-UWB
radar systems using multiple variable-length PN sequences.
Numerical results demonstrate that the proposed DS-UWB
radar estimates the distance between the radar and an
object with a shorter correlation processing time while
providing a better estimation performance compared with
the conventional DS-UWB radar systems.

Keywords: DS-UWB; radar; distance measuring; PN sequence

1. Introduction
In direct sequence ultra wideband (DS-UWB) radar sys-

tems, a distance between the radar and an object is estimated
by transmitting a DS-UWB signal, and then, estimating the
time delay until the reflected DS-UWB signal returns to
the radar. Due to its high time resolution, the DS-UWB
radar has attracted much interest as a distance estimation
unit in vehicular parking assistance systems, vehicular pre-
crash sensing systems, and security sensors [1]-[3]. As the
length of the pseudo noise (PN) sequence used in the DS-
UWB radar becomes larger, a higher correlation gain can
be achieved, resulting in a more reliable distance estimate.
However, a long PN sequence calls for a large amount of
correlation processing time [4], and thus, it is not suitable
for time-sensitive applications such as vehicular pre-crash
sensing systems where a fast distance estimation is required
to avoid a collision between a vehicle and an obstacle.

Thus, DS-UWB radar schemes using variable-length PN
sequences [5]-[7] have been proposed, where multiple PN
sequences with various lengths are employed instead of a
single long PN sequence and the PN sequence length is
selected based on the standard deviation of the estimated
distances, thus reducing the correlation processing time
while keeping the estimation performance. Nonetheless, the
schemes still have a long correlation processing time at low
signal-to-noise ratios (SNRs) since the standard deviation be-
comes larger at low SNRs, and thus, long-length sequences
are required to maintain the performance.

In this paper, we propose a novel DS-UWB radar system
using a short PN sequence. Since the fluctuated noise in

each correlation is independent, we average out the noise by
accumulating the correlator outputs, and thus, obviate the
need of long-length sequences at low SNRs, allowing us
to employ a single short-length PN sequence in the overall
SNR range of practical interest, and eventually, to reduce
the overall correlation processing time.

2. Proposed DS-UWB Radar System

Figure 1(a) shows the structure of the DS-UWB radar
system for estimating the distance D between the radar and
an object. First, the DS-UWB signal

s(t) =
√
Ec

N−1∑
j=0

pjg(t− jTc) (1)

is transmitted to the object, where Ec is the chip energy of
the PN sequence with a length of N chips, pj ∈ {−1,+1}
is the jth chip, Tc is the chip duration, and

g(t) =

[
1− 4π

(
t− Tc/2

γ

)2
]
exp

[
−2π

(
t− Tc/2

γ

)2
]
(2)

is a UWB pulse with unit energy over [0, Tc), where the time
normalization factor γ is set to

√
4π/7Tc, making 99.99% of

the total waveform energy included within the chip duration
[8]. The transmitted signal is reflected by the object and
returns to the receiver with a delay τ , and thus, the received
signal r(t) is obtained as

r(t) = s(t− τ) + w(t), (3)

where w(t) is an additive white Gaussian noise process
with mean zero and double-sided power spectral density
N0/2. Subsequently, the received signal is correlated with
a reference signal with a candidate delay τ̃ ∈ ∆ =
{0, Tc, 2Tc, · · · , (N − 1)Tc}, yielding the mth correlator
output

Rm(τ, τ̃) =

∫ mNTc

(m−1)NTc

r(t)s(t− τ̃)dt

= EcS(τ, τ̃) +Wm

(4)
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for m = 1, 2, · · · ,M , where M is the number of correla-
tions,

S(τ, τ̃) =


N

[
1− 4π

(
τ̃−τ
γ

)2

+ 4π2

3

(
τ̃−τ
γ

)4
]
e−π( τ̃−τ

γ )2

for |τ̃ − τ | ≤ Tc,

−1 for |τ̃ − τ | > Tc

(5)

is the autocorrelation function of g(t) [9], and {Wm}Mm=1

are zero-mean independent identically distributed Gaussian
random variables with variance NTcN0/2. Finally, the esti-
mator yields a distance estimate D̂ using {Rm(τ, τ̃)}Mm=1

as shown in Figure 1(b): In the conventional estimators,
{Rm(τ, τ̃)}Mm=1 are exploited individually, i.e., M delay
estimates {τ̂m}Mm=1 (and consequently, M distance estimates
{d̂m}Mm=1 = {cτ̂m/2}Mm=1, where c is the speed of light)
are individually obtained per correlator output and the final
distance estimate D̂c is obtained by averaging {d̂m}Mm=1.
In addition, the standard deviation of {d̂m}Mm=1 is yielded
for selection of the PN sequence length. In the proposed
estimator, on the other hand, a single delay estimate τ̂ and
the corresponding distance estimate D̂p are made through
R(τ, τ̃) = 1

M

∑M
m=1 Rm(τ, τ̃) obtained by accumulating M

correlator outputs. It is easy to see that the noise variance of
R(τ, τ̃) is reduced by a factor of M than that of Rm(τ, τ̃),
and thus, it is expected that the proposed DS-UWB radar
performs better than the conventional radars when a PN
sequence with the same length is employed.

3. Numerical Results
In this section, the proposed and conventional DS-UWB

radars are compared in terms of the average correlation
processing time (ACPT), which is the time required to obtain
an estimate D̂ on the average, and root mean square error

(RMSE), i.e.,
√
E[(D − D̂)2], where E[·] denotes the statis-

tical expectation. For simulations, we assume the following
parameters: D = 30 meters (the maximum detectable range
for short range radars [10]), M = 100, N = 7, 15, 31, 63,
and 127 chips. For the best performance of the conventional
DS-UWB radar, we have first numerically obtained and then
employed the optimum value of the standard deviation of
{d̂m}Mm=1.

Figures 2 and 3 show the ACPT in chips and RMSE of
the proposed and conventional DS-UWB radars as a function
of Ec/N0, respectively, where the ACPT of the proposed
DS-UWB radar is constant regardless of the SNR values
since it uses a single PN sequence unlike the conventional
one using variable-length PN sequences. From the figures,
it is observed that the proposed radar employing a single
PN sequence with a length of 15 provides a shorter ACPT
and at the same time a better RMSE performance over the
conventional radar using multiple PN sequences including a
long PN sequence with a length of 127 chips in the SNR
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Fig. 1: The structure of the distance measuring unit of the
conventional and proposed DS-UWB radars

range -20 ∼ 0 dB of practical interest. This is because the
proposed radar can offer a more reliable distance estimate
only with a single short PN sequences by averaging out the
noise effect through the accumulation of the correlations,
unlike the conventional radar exploiting the correlations
individually.

In passing, we would like to stress that the value of M is
set to be the same for both the proposed and conventional
DS-UWB radars in simulations, which implies that the
number of observations is the same for both the radars, and
thus, the radar using a longer PN sequence exhibits a longer
ACPT.

Table 1 shows the computational complexity in estimating
the distance for the proposed and conventional DS-UWB
radars, where a flop is defined as a real floating point
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Fig. 2: The average correlation processing time of the
proposed and conventional schemes.
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Fig. 3: The root mean square error of the proposed and
conventional schemes.

operation, and a real addition or multiplication is counted
as one flop [11]. Although the number of flops required in
the proposed radar can be generally larger than that of the
conventional radars, the difference would be insignificant
since the recent Intel microprocessor is ideally capable of
4 flops per clock (i.e., a 2.5-GHz Intel microprocessor has a
theoretical peak performance of 10 billion flops per second)
[12].

4. Conclusions
In this paper, we have proposed a DS-UWB radar with

a short correlation processing time. The proposed DS-UWB

Table 1: Computational complexity of the proposed and
conventional DS-UWB radars.

Radar system Number of
addition

Number of
multiplication Flop

Conventional 3M − 2 3M + 2 6M

Proposed (N − 1)M 3 (N − 1)M + 3

radar accumulates the correlator outputs averaging out the
noise, and thus, employs a short-length PN sequence, while
the conventional radars employ multiple variable-length PN
sequences in estimating the distance between the radar and
an object. From numerical results, we have demonstrated that
the proposed DS-UWB radar can provide not only a shorter
ACPT but also a better RMSE performance compared with
the conventional DS-UWB radars.
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Abstract—Spectrum  sensing  is  a  key  function  of  dynamic
spectrum access. Filter bank-based multi-carrier communication
techniques have  been proposed as potential  candidates  for the
physical layer of secondary users since  they  can be utilized for
both  data  communication  and  spectrum  sensing  with  no
additional cost. In this paper we evaluate one of these techniques,
OFDM-OQAM,  from  the  point  of  view  of  its  probability  of
misdetection  as  a  function  of  the  SNR,  with  the  false  alarm
probability and the sensing time as parameters. It is showed that
OFDM-OQAM outperforms the periodogram for low SNR values
under implicit multipath fading. Not significant differences were
found  in  the  performance  of  OFDM-OQAM  under  simulated
\(e\xplicit) multipath fading when compared with the AWGN only
case.

Index Terms—Spectrum sensing, Dynamic Spectrum Access,
OFDM-OQAM, filter banks.

I. INTRODUCTION

It  has  been  shown  that  several  licensed  Zbands  of  the
radio-electric spectrum have on average a low percentage of
use  [1],  [2].  This  is  associated  with  the  existence  of  idle
time-frequency  blocks  called  “white  spaces”,  in  which  the
primary (licensed) user is inactive. The access to those spectral
resources  by  a  secondary  (non-licensed)  user  under  the
constraint of not interfering with the primary user is known as
Dynamic  Spectrum  Access  (DSA)  [3].  This  technology  is
considered a potential solution to improve the spectrum usage
and to satisfy the increasing demand of Zbandwidth for wireless
communication services. A clear example of this is the IEEE
802.22  standard  for  Wireless  Regional  Area  Networks
(WRANs),  the  first  standard  proposed  to  use  DSA  in  TV
bands [4].

The success of DSA depends on the reliable detection of
white spaces, since it is mandatory for the secondary user (SU)
not  to  interfere with the primary user and the spectrum usage
efficiency  improvement  relies  on  it.  In  this  way  the  key
operation Zbehind DSA is the spectrum sensing, performed by
the SU to decide whether a specific primary channel is vacant
and,  consequently,  whether it  could  be  used  for  data
transmission. 

The type of spectrum sensing technique used depends on
the  information  the  secondary  user  has  about  the  primary
signal. When this signal has some distinctive characteristics or

patterns,  like correlation  between samples or  periodicities in
time or frequency, there is a kind of techniques, called feature
detectors, that exploit that characteristics through, for instance,
the autocorrelation function [12], [13].

If the structure of the signal is completely unknown the Zbest
option is the energy detector, also called radiometer [5]. In this
technique the input signal energy is  estimated and  compared
with a threshold value to decide if the primary signal is present.
If the measured signal energy is greater than the threshold the
primary channel is declared as occupied. 

The  signal  energy  estimation  in  the  radiometer  can  Zbe
performed through spectral estimation, and this in turn, can be
accomplished by a filter Zbank. Filter bank-Zbased multi-carrier
(FBMC)  communication  techniques  have  been  proposed  as
candidates for the physical layer of the SU since they can Zbe
used for both data communication and spectrum sensing with
no additional cost [6].

Energy detection is a basic spectrum sensing technique  in
which the energy detector or radiometer compares the received
signal energy with a threshold. If the measured energy is aZbove
the threshold, the detector  decides  that  the primary signal  is
present. 

In this paper we present an evaluation of filter bank-Zbased
OFDM-OQAM in the spectrum sensing context when it is used
as energy detector. This FBMC technique was first evaluated in
the context of spectrum sensing by B. Farhang as a spectral
estimator [7]. The focus of our work is the Receiver Operating
Characteristic (ROC) curve, represented by the proZbaZbility of
misdetection as a function of the signal to noise ratio (SNR).
The evaluation was done through simulation for two different
scenarios.  In  the  first  simulation  scenario  we  compare
OFDM-OQAM  with  the  periodogram  and  show  that  this
FBMC technique exhiZbits a better performance mainly for low
values of SNR. For this scenario the test signals are RF field
ensembles captured under difficult transmission conditions.  In
the second simulation scenario we compare the performance of
OFDM-OQAM under Zboth an AWGN channel and a multipath
channel.  In  this case  the test  signal  is  a  computer-generated
DVB-T signal and the multipath effect is simulated through the
six-path COST 207 model for Bad Urban area [8].

F. Sheikh and B. Bing used a similar approach to evaluate
their proposed DFT filter Zbank for spectrum sensing [9]. They
computed the misdetection proZbaZbility versus  the SNR for  a
fixed  false  alarm  proZbability  of  0.05.  The  simulation  was,
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however, limited to an AWGN channel. In the present work,
instead, the multipath effect is considered by the nature of the
signals in the first scenario and by the multipath channel model
used in the second one, which is a more realistic approach for a
wireless environment.

The rest of this paper is structured as follows. In Section II
we give a brief  review of the spectrum sensing problem. In
Section  III  some  important  theoretical  results  related  with
energy  detection  are  introduced.  Section  IV  review  some
related works proposing multicarrier techniques in the context
of  spectrum sensing  and  the  differences  with  our  study are
remarked.  The  OFDM-OQAM  implementation  used  is
presented  in  section  V.  The  simulation  scenarios  and  the
simulation methodology are described in Section VI. We report
the numerical  results in Section VII and the conclusions are
stated in Section VIII.

II. THE SPECTRUM SENSING PROBLEM

The  reliable  detection  of  white  spaces  is  a  required
functionality in the physical layer of the SU to avoid interfering
the primary user communication. This functionality is known
as spectrum sensing. The SU has to analyze the input signal in
the frequency bands of  interest  during a period (the sensing
time) and to decide whether the primary signal is present in
such  bands.  In  this  process  the  spectrum sensing  technique
must  satisfy  some constraints  of  error  probability,  time  and
sensitivity.   

Although the spectrum space is multidimensional  in the
spectrum  sensing  context  [10],  our  work  is  limited  to  the
conventional  three-dimensional  case:  time,  frequency  and
geographic area. Under this case spectrum sensing is a signal
detection  problem  that  can  be  formulated  as  a  binary
hypothesis testing [11]:

H0 :y [k ]=n [k ]
H1 :y [ k ]=h⋅s[k ]+n [k ] (1)

For a particular frequency band, the alternative hypothesis
H1  is that the primary signal s[k] is present, i.e., the channel is
occupied. The received signal y[k] is in this case the sum of
s[k], scaled by the channel gain h, and additive white Gaussian
noise  (AWGN),  denoted  by  n[k]  and  with  zero  mean  and
variance  σ2.  In  the null  hypothesis  H0 the primary  signal  is
absent, that is, the channel is vacant. The received signal is in
this situation only the noise n[k]. 

Under this formulation, spectrum sensing is the problem of
choosing H0 or H1 given the observation of the received signal
y[k].  To take this decision a test  statistic  Λ(y) is  defined in
terms of y[k] and compared with a threshold γ:

Λ(y ) >
H1

<
H0

γ (2)

If  the  test  statistic  is  greater  than  the  threshold  then  the
secondary user decides H1, else decides H0. In this decision the
SU  can make two kinds of errors:  a  misdetection or a false
alarm. 

A false alarm occurs when the SU decides the channel is
occupied (H1)  if actually the primary signal  is  absent  (H0 is
true).  This  error  implies  missing  a  spectral  opportunity  and
therefore  a  reduction  in  the  spectrum usage  efficiency.  The
probability of false alarm is defined as

Pfa = P (Λ(y) > γ ∣H 0) (3)

The SU runs into a misdetection if it declares the channel as
vacant (H0) when indeed the primary signal is present (H1 is
true).  This  causes  unacceptable  interference  to  the  primary
user. The probability of misdetection is defined as

Pmd = P(Λ(y) < γ ∣ H1) (4)

The  probability  of  false  alarm  and  the  probability  of
misdetection are performance parameters of a spectrum sensing
technique that have to be small to increase the spectrum usage
efficiency and to minimize the interference with the primary
user  communication,  respectively.  The  detector  sensitivity,
related  to the  SNR,  and  the  sensing  time,  are  performance
parameters  that  also  have to  be  considered.  The  detector
sensitivity is the minimum level of primary signal power that
has to be detected to achieve a desired detection probability.
On the other hand, a small sensing time is necessary to increase
the  SU  data  transmission  time.  The  IEEE  802.22  standard
specifies a sensing time of 2 seconds, a detection probability of
0.9, a false alarm probability of 0.1 and a receiver sensitivity of
-116 dBm for digital TV signals [4].   

III. THE ENERGY DETECTOR

The problem of detecting  a  signal  of  unknown structure
through the radiometer was first studied by H. Urkowitz [14].
This problem is formulated as in equation 1 but in continuous
time  and  with  h equals  to  1  (AWGN  channel).  If  the  test
statistic  is  the  received  signal  energy  over  an  interval  T,
normalized by the noise spectral density (N0), and given by

V '=2
N 0
∫
0

T

y2( t )dt , (5)

then through the sampling theorem Urkowitz showed that
the test statistic under the null hypothesis (H0) has a chi-square
distribution  with  2TW degrees  of  freedom,  where  W is  the
noise bandwidth in Hertz; and under the alternative hypothesis
(H1)  it  has  a  non  central  chi-square  distribution  with  2TW
degrees of freedom and a noncentrality parameter λ = 2*Es/N0,
where Es is the energy of s(t). For 2TW > 250 Urkowitz uses a
Gaussian approximation for the distribution of the test statistic
under both hypothesis by means of the Central Limit Theorem. 

A.  Ghasemi  and  E.  Sousa  study  the  same  detector  as
Urkowitz but in a channel  with multipath fading [11].  They
find analytical  expressions  to  compute  the  false  alarm
probability and the detection probability in an AWGN channel
using the chi-square and noncentral chi-square distribution for
the test statistic under H0 and H1, respectively, something that
Urkowitz  does in  an  approximated  way  through  tables  and
nomograms. Those expressions are

Pd = 1−Pmd =Qm (√λ ,√γ ) (6)

Pfa =
Γ(m, γ /2)
Γ(m)

(7)

where m = TW,  Γ(α , x)=∫
x

∞

e−t tα−1 dt  is the incomplete

gamma function,  Γ(x) is the gamma function and Qm (⋅,⋅)  is
the Marcum Q-function.
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The detection probability when  h (see equation 1) varies
due multipath fading is derived by the authors  by averaging
equation  6  over  the  probability  distribution  of  the  SNR,
denoted  fSNR.  For  Rayleigh  fading  fSNR  is  the  exponential
distribution and the detection probability becomes

Pd =
Γ (m−1, γ /2)
Γ(m−1)

+exp( −γ
2+λ )(1+

2
λ
)
m−1

× [1−Γ(m−1,
γ λ

2(2+λ) )
Γ(m−1) ].

(8)

IV. THE MULTICARRIER APPROACH

Since the  end  of  the  20th  century  the  advantages  of
multicarrier modulation for data transmission has been widely
recognized [15]. OFDM is one of the most  used  multicarrier
communication techniques, mainly due to its robustness under
multipath fading, with several communication standards based
on it like IEEE 802.11 and DVB-T.

More  recently  OFDM  was  proposed  by  T.  Weiss  and
F. Jondral in the context of DSA for the transceiver architecture
of  the  secondary  user  [16].  This  strategy  has  two  key
advantages. The first one is the flexibility in the transmission
since it is possible to match the bandwidth of a vacant licensed
subband with an integer multiple of the carrier spacing used in
the secondary system and to deactivate the set of subcarriers
corresponding to occupied licensed subbands. The second one
is  that  the  FFT  in  the  OFDM  receiver,  required  for  the
demodulation process, can also be used for spectrum sensing
with  no  additional  cost.  In  this  way  OFDM  has  a  dual
functionality in the physical layer of the secondary user.

OFDM has, however, an important drawback in the context
of  DSA.   The  power  spectral  density  of  each  subcarrier  in
OFDM  has  the  form  of  the  sinc  function  by  virtue  of  the
squared  waveform  of  each  OFDM  symbol  and  the  IFFT
applied at the transmitter. The spectral leakage effect caused by
the  large  side-lobes  in  the  sinc  pulse  may  result  in  an
unacceptable interference to the primary users. 

This  OFDM limitation is  highlighted by B. Farhang and
R. Kempter to propose the use of filter bank-based multicarrier
(FBMC)  communication  techniques  as  an  alternative  in  the
physical layer of the SU [6]. In their work it  is showed that
FBMC can overcome the spectral leakage problem of OFDM
and provides  a  higher  spectral  efficiency.  OFDM-OQAM is
one of the FBMC techniques suggested by the authors.

Other  work by Farhang compares OFDM-OQAM and the
Thomson's multitaper (MT) method [7] as spectral estimators
in the context of spectrum sensing.  The comparison is made
from the point  of  view of the bias  and the 95% confidence
interval  of  the  spectral  estimates.  It  is  showed  that
OFDM-OQAM outperforms to the MT method in the regions
where the power spectral density (PSD) has low level. 

One of the contributions of our work is the performance
analysis of OFDM-OQAM as spectrum sensing technique from
a  different  perspective  to  the  presented  by  Farhang.  The
evaluation  we  present  here  considers  the  performance
parameters mentioned before: the probability of false alarm, the
probability of misdetection, the sensing time and the receiver
sensitivity. This is done by computing the ROC curve, which is
the probability of misdetection as a function of the SNR, with

the false alarm probability and the sensing time as parameters
of that function. 

F.  Sheikh  and  B.  Bing propose  a  Discrete  Fourier
Transform  filter  bank  (DFB)  for  spectrum  sensing  and
compare  it  with  an  overlapping  FFT  with  rectangular
window [9]. In this case a simulation is carried out to compute
the  probability  of  misdetection  versus  the  SNR for  a  fixed
probability of false alarm equals to 0.05, and clearly the DFB
has better  performance than the overlapping FFT. Although
they use a similar evaluation approach to the presented here,
the simulation is  limited to  the AWGN channel,  the  fading
effect is not considered. 

The  multipath  fading  effect  is  implicit  in  our  first
simulation  scenario  since  the  test  signals  are  RF  field
ensembles (DTV captured signals) collected by the Advanced
Television  Test  Center  (ATTC)  and  the  Association  for
Maximum  Service  Television  (MSTV)  at  sites  where
reception  was  difficult.  Multipath  fading  it  also  considered
explicitly in our second simulation scenario by means of the
six-path COST 207 model for Bad Urban area used.

V.  OFDM-OQAM  IMPLEMENTATION

Traditional OFDM uses QAM to modulate the subcarriers.
OFDM-OQAM (Offset QAM) was first proposed by Saltzberg
for  data  communication  [17].  In  this  system  a  half  symbol
period delay is introduced between the in-phase and quadrature
components  of  the  QAM  symbol.  Additionally,  adjacent
subcarriers are staggered oppositely, i.e., one subcarrier has the
delay  in  the  in-phase  component  and  the  other  one  in  the
quadrature component.

The OFDM-OQAM demodulator architecture used in this
work  is  a  filter  bank-based  scheme  suggested  by  Siohan
in [18] (see figure 1). The parameters of the system are defined
as follows: 

L is the prototype filter length
K is the number of carriers
M is the decimation factor and is equal to K/2.
α=⌈(L−1)/M ⌉ , where ⌈⋅⌉  denotes the ceiling function

β = αM-L+1
α is a reconstruction delay and β is a delay that has to be
considered at the transmitter output or at the receiver input
Gi(z) is the i-th polyphase component
ℜ{⋅}  extracts the real part of its argument

xi[n] is the output signal at i-th band of the OFDM-OQAM
receiver

The input  signal  is  first  delayed  by  a  factor  β and then
through a delay chain it  is  divided in  2M sub-band signals.
Each of these signals is decimated by a factor M and low-pass
filtered  by  the  corresponding  polyphase  component.  A
2M-point IFFT is applied at the output of the  2M polyphase
components,  each  sub-band  signal  is  scaled  by  a  different
complex number and the first α samples are dropped because of
the reconstruction delay. Finally, the real part of each sub-band
signal is taken.

The prototype filter is a root Nyquist filter with a roll-off
factor of 1 and was designed following the method proposed
by Farhang in [19]. In that method, an optimum compromise
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between  the  stopband  energy  and  the  accuracy  of  Nyquist
conditions  (to  avoid  ISI)  is  achieved,  a  key  feature  in  the
spectrum  sensing  context  to  minimize  interference  with
primary users, as was previously mentioned.

VI. SIMULATION

We evaluate OFDM-OQAM as spectrum sensing technique
in  two  different  scenarios.  The  difference  between  both
scenarios  relays in  the  nature  of  the  test  signals  and  the
simulation goals.

In the first scenario the test signals are a group of 12 field
ensembles  recommended  by  Tawil  for  evaluating  spectrum
sensing techniques for the IEEE 802.22 standard [20]. These
ensembles  are  a  subset  of  50  Digital  TV  (DTV)  captured
signals recorded in Washington D.C. and in New York City to
test DTV receivers under difficult transmission conditions [21].
The  recorded  signals  are  ATSC  compliant,  with  sampling
frequency  of  21.524476  Msamples/sec  and  central  IF
frequency  of  5.38  MHz.  The  goal  of  this  scenario  is  the
performance  comparison  of  OFDM-OQAM  with  the
periodogram.

In  the  second scenario we  use  a  computer-generated
baseband DBV-T signal  with 6 MHz bandwidth, 2048 carriers
(FFT size), 2K transmission mode and guard interval factor of
1/4. The scope of this scenario is the performance comparison
of OFDM-OQAM under AWGN channel and multipath fading
channel.  The  multipath  channel  model  used  is  the  six-path
COST 207 model for Bad Urban area [8].

Although  we  evaluate  OFDM-OQAM  in  two  different
scenarios, the core of the simulation methodology is the same.
This is based on the first simulation scenario defined by the
IEEE 802.22 working group for evaluating the performance of
spectrum sensing techniques [20]. The main objective of this
simulation is to find ROC curves for an SU carrying out local
spectrum  sensing.  These  curves  represent  the  misdetection
probability as a function of the SNR, with the sensing time,
the  false  alarm  probability  and  the  multipath  channel
characteristics as parameters.

In the following subsections we will explain the simulation
steps.

A. Setting the sensing time

The sensing time it is the time required to achieve a given
probability of detection. This time is set to a value lower than
two seconds, which is the maximum allowed in IEEE 802.22.
It determines the number of samples that will be taken from the
input signal.

B. Setting the threshold level

OFDM-OQAM is used as radiometer, and the test statistic
is  therefore  the  power  of  y[n].  The  estimate  of  the  power
spectral density (PSD) at the i-th subband is given by [7]

Ŝ( i
K )= avg [∣xi(k)∣

2
] , (9)

where avg [⋅] denotes  time average  of  the argument.  The
total power of y[n] is consequently the sum of the power at
each band, and it is expressed as

Λ(y) = 1
N
∑
i=0

K−1

∑
k=0

N−1

∣x [k ]∣2 , (10)

where N is the number of output samples in each band of
the demodulator. 

The threshold value γ is computed for a desired false alarm
probability. Since a false alarm is conditioned to the occurrence
of the null hypothesis H0, we have to find the distribution of the
test statistic under that hypothesis. In this case,  the received
signal y[k] is only the noise n[k] (see equation 1) and since the
system in figure 1 is linear the output signals xi[k] are a set of
i.i.d Gaussian random variables with zero mean and variance
σ2/K. By the Central Limit Theorem the test statistic defined in
equation 10 has also Gaussian distribution with the following
parameters:

Λ(y) ∼ N (σ2 , 2σ
4

KN
) (11)

Using this approximation equation 3 can be written as

Fig. 1.  OFDM-OQAM receiver architecture
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Pfa = Q(γ0), (12)

where Q (⋅) is the Q-function and γ0 is given by

γ0 = √KN
2

γ−σ
2

σ2
(13)

From  equations  12  and  13  we  find  the  expression  to
compute the threshold for a desired false alarm probability,

γ = √ 2
KN

σ2Q−1(Pfa)+σ
2 (14)

C. Setting the SNR value

A fixed noise power of -95.2 dBm is used when the signal
bandwidth is 6 MHz [20]. The input signal is scaled to achieve
the desired SNR value.

D. Processing the DTV signal

A  number  of  samples  equivalent  to  the  sensing  time  is
taken from the test (received) signals. For the first simulation
scenario  the  test  signal  is  first  demodulated  from  IF  to
baseband.  After  this  the  test  signal  is  scaled  to  achieve  the
desired  SNR  value  and  passed  through  the  OFDM-OQAM
demodulator.  The  output  power  on  each  band  of  the
demodulator is computed and then the power of all bands is
summed to get the total power, as expressed in equation 10.
The  total  power  is  compared  to  the  threshold  and  a
misdetection is counted if the former is lower.

E. Computing the misdetection probability

For the first scenario step D is repeated for all of the 12
field  ensembles  to  average  the  multipath  effect.  For  both
scenarios  step  D  is  in  general  executed  for  a  total  of  105

iterations.  Hence, the number of misdetections is divided by
105 to compute the misdetection probability.

VII.NUMERICAL RESULTS

For both scenarios we use OFDM-OQAM with 256 carriers
and  a  prototype  filter  length  equals  to  1536.  In  the  first
scenario we additionally implemented the periodogram with
rectangular  window and as filter-bank, as it  is suggested by
Farhang [7],  with scalar  polyphase  components  equal  to  its
window coefficients. The number of bands (the IFFT size) for
the periodogram is the same as in the OFDM-OQAM case.

Figures 2 and 3  presente ROC curves for OFDM-OQAM
and the periodogram with a false alarm probability of 0.1 and
sensing  times  of  0.2  ms  and  0.7  ms,  respectively.
OFDM-OQAM has  a  better  performance  when  the  SNR is
between -25 dB and -8 dB, as it is expected since its proved
superiority  as  spectral  estimator  [7].  Additionally  it  can  be
observed a performance improvement when the sensing time
increases,  something  expected  since  a  greater  number  of
samples allows a better spectral estimation.

Figure 4 illustrates the ROC curve for OFDM-OQAM and
the  periodogram with  a  false  alarm probability  of  0.01  and
sensing time of  0.7 ms.  The comparison  of  this figure with
figure  3  shows  the  existent  trade-off  between  false  alarm
probability and misdetection probability since a more exigent
false  alarm  probability  implies  a  higher  misdetection
probability, especially for low SNR.

In  Figure  5  the  ROC  curve  for  OFDM-OQAM  under
AWGN channel  and  multipath  fading  channel  is  presented.
The fading effect, for the SNR values considered here, is not

Fig. 2. Misdetection probability vs SNR for OFDM-OQAM and the
periodogram. Pfa=0.1 and sensing time equals to 0.2 ms.
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Fig. 3. Misdetection probability vs SNR for OFDM-OQAM and the
periodogram. Pfa=0.1 and sensing time equals to 0.7 ms.
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Fig. 4. Misdetection probability vs SNR for OFDM-OQAM and the
periodogram. Pfa=0.01 and sensing time equals to 0.7 ms.
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significant, a result influenced by the small sensing time and
the signal bandwidth [22].

VIII. CONCLUSIONS

OFDM-OQAM  was  evaluated  as  power  detector  in  the
context of spectrum sensing from the perspective of its ROC
curve and it  is  showed that  has better  performance than the
periodogram  for  low  SNR.  This  result  match  with  the
comparison made by Farhang in [7] from a spectral estimation
point of view.

Additionally  it  was found that  for  the  multipath  channel
model  used  the  performance  of  OFDM-OQAM  was  very
similar  compared  with the  obtained  for  an  AWGN channel.
Here  it  is  necessary  more  research  to  better  understand  the
performance of the proposed spectrum sensing technique under
multipath fading effect.
     Although has been showed that the power detector is a very
limited sensing technique due the noise uncertainty [23], the
results presented here show that OFDM-OQAM can be a good
alternative in recent works where the energy detection is used
as a coarse sensing technique in a two-stage scheme [24]-[26].

Finally  it  is  important  to  remember  that  a  remarkable
characteristic of OFDM-OQAM is the dual functionality that
offers for a secondary user for both data communication and
spectrum  sensing.  This  can  also  make  a  difference  in  the
overall computational load.
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Abstract - This paper proposes a livestock activity 
monitoring system that will allow the collection and 
monitoring of livestock activity information by using wireless 
sensor networks technology. In the proposed system, sensor 
nodes are attached to livestock to establish WSN and livestock 
activities are measured to collect and monitor the vital 
information of livestock, and the information on livestock 
activity change according to disease or estrus that is stored in 
the database is compared with the collected information on 
livestock activity to notify the producer in real-time of any 
values that exceed or fall short of the standard values. 
Therefore, the proposed system could diagnose estrus and 
disease conditions of livestock in early stages based on 
locations and activity information of livestock collected from 
wireless sensor nodes, and it is expected to improve 
productivity of livestock and to minimize damage of livestock 
diseases through it. 2
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1 Introduction 

WSN(Wireless Sensor Networks) is an essential core 
technology in the ubiquitous age, which deploys sensor nodes 
with computing and wireless communication ability in a 
diversity of application environment, forms networks 
autonomously, and then collect physical information 
acquiring from sensor nodes by wireless to exploit for the 
purpose of monitoring and controlling etc.,[1][2] and it is 
applied to a variety of fields including distribution/logistics, 
construction, transportation, agriculture, national defense, 
medicine etc. to become a core field of convergence between 
technologies and industries. [3][4] 

In particular, if ubiquitous technologies such as WSNs are 
applied to the agriculture field that is labor intensive and 
application of IT technologies has been relatively inadequate 
compared to other industries, they could increase added 
values and productivity of the agriculture, therefore, various 
demonstration projects and studies have been recently in 
progress such as building the monitoring systems applying 
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WSN technologies from growing conditions of agricultural 
and livestock products to production control, distribution and 
logistics in a diversity of agriculture fields. [5][6][7] 

Korean livestock industry recently suffered huge damages 
caused by animal diseases like foot-and-mouth disease, 
AI(Avian Influenza), etc., and many livestock farms are now 
having hardships due to increased production costs including 
feed cost, raw subsidiary materials cost and energy cost as 
well as openness of the market including FTA(Free Trade 
Agreement)[8]. 

What is required to solve these problems is the development 
of technology of collecting and analyzing livestock biometric 
information, which makes it possible to detect estrus and 
disease of livestock at an early stage, and systematic and 
scientific stock keeping technology. 

In the livestock industry, the livestock’s estrus and livestock 
disease are a very important issue[9]. It is because that the 
livestock’s estrus is directly related to the livestock 
farmhouse's productivity, and the livestock disease may do 
extensive damage if it does not cope with the occurrence of 
livestock diseases[10]. 

Thus, this paper proposes a system of monitoring livestock 
activity using wireless sensor networks to improve of 
livestock productivity and minimize damage caused by animal 
disease by detecting estrus and disease of livestock at an early 
stage on the basis of collected livestock activity information. 

In the proposed system, sensor nodes are attached to livestock 
to establish WSN and livestock activities are measured to 
collect and monitor the vital information of livestock, and the 
information on livestock activity change according to disease 
that is stored in the database is compared with the collected 
information on livestock activity to notify the producer in 
real-time of any values that exceed or fall short of the 
standard values to allow swift and timely response. 

This paper is organized as follows. Chapter 2 explains 
structures of the proposed livestock activity monitoring 
system using WSN and the process of service provided. 
Chapter 3 presents experimental results for the 
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implementation of the proposed system and the livestock 
activity monitoring. Lastly, Chapter 4 concludes the paper 
through conclusion. 

 

2 Design of the Proposed System 
2.1 System structure 

The proposed livestock activity monitoring system consists 
of physical layer, middle layer and application layer, as 
shown in Figure 1.  
 

 
Figure 1. System Structure of the Proposed System 

The physical layer consists of environment sensor for 
collecting livestock farm’s indoor environment information, 
and mobile acceleration sensor for measuring livestock 
activity, and CCTV for collecting video information on the 
livestock farm and livestock, and livestock farm facilities for 
creating optimal livestock breeding environment. 

The environment sensor is mainly divided into livestock farm 
indoor and outdoor sensors. The indoor sensor measures the 
livestock farm indoor information that affect livestock 
breeding such as temperature, humidity, illumination and 
CO2 and the outdoor sensor measures the livestock farm 
outdoor environment changes. The mobile acceleration sensor 
is used to measure the livestock activity. The CCTV installed 
at livestock farm collects video information of the livestock 
farm and livestock, and the livestock farm facilities consist of 
lighting, humidifier, air conditioning unit and fan for 
controlling the livestock farm environment that can affect 
livestock breeding such as temperature, humidity, 
illumination and CO2

The middle layer consists of sensor data manager for 
managing the information collected through the environment 
sensor and mobile acceleration sensor of the physical layer, 

and image data manager for managing the image data 
collected through the CCTV, and livestock farm facility 
manager for managing the livestock farm facilities, and 
database for storing livestock farm environment information 
and livestock activity information, and livestock farm 
integrated management server for the livestock farm and 
livestock monitoring. 

. 

The sensor data manager stores the information collected 
through the environment sensor and mobile acceleration 
sensor in the database through storable format processing, 
measurable unit conversion and update inquiry of processed 
data. 

The image data manager transmits the images obtained 
through the CCTV to the livestock farm and livestock farm 
integrated management server to provide stream data to web, 
and classifies and stores the livestock farm ID and camera No. 
in the database. 

The database plays the role of storing in each table the data 
collected through the environment sensor and mobile 
acceleration sensor, as well as the video data collected 
through the CCTV and the environment standard values for 
the environment control facility status, operation time and 
control frequency and auto control and status notification. 

The livestock farm integrated management server is located 
between the user and database, and periodically notifies the 
user the data stored in the database. It automatically controls 
the corresponding environment control facility upon 
comparing the environment standard values stores in the 
control facility control table and the status notification table, 
or comparatively analyzes the existing livestock activity 
information stored in the database and the measured livestock 
activity information to notify the producer in real-time of any 
values that exceed or fall short of the standard values through 
dangerous situation notification services. 

The application layer consists of application services that 
support various platforms such as laptop, web, PDA and 
smart phone and provides to users livestock biometric 
information monitoring service, livestock farm monitoring 
service and livestock farm facility control service. 
 
2.2 Service process 

2.2.1 Livestock Biometric Information Monitoring 
Service 

The livestock biometric information monitoring service is 
for notifying the producer of any abnormalities in the 
comparison of information on livestock activity change 
according to disease or estrus that is stored in the database 
upon collecting one of the livestock vital information of 
activity information through the mobile acceleration sensor. 
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The service is provided through the operation process as 
shown in Figure 2. 

 

 
Figure 2. Operation Process of Livestock Biometric 
Information Monitoring and Livestock Disease Surveillance 
Service 

After measuring the livestock activity using the mobile 
acceleration sensor attached to livestock and sending the 
information to the sensor data manager, the sensor data 
manager stores the collected information in the database 
through storable format processing, measurable unit 
conversion and update inquiry of processed data. The 
livestock farm integrated management server then compares 
the existing livestock activity information stored in the 
database with the measured activity information to calculate 
the change in livestock activity and matches the information 
with the information on livestock activity change according 
to disease that is stored in the database. In the case when they 
match, the livestock farm integrated management server 
updates the collected livestock activity information to the 
database and when the information exceeds or falls short of 
the standard value, the livestock farm integrated management 
server summons the producer and notifies the situation. The 
growth status as well as the decrease/increase in the activity 
of livestock can be examined through the above process. 
 

2.2.2 Livestock Farm Environment Monitoring Service 

The livestock farm environment monitoring service shows 
the livestock farm environmental data, collected at the 
environmental sensors measuring the environmental elements, 
such as temperature, humidity, illumination and CO2

The detail of this service is that it collects livestock farm 
internal/external environmental information giving impacts to 
livestock’s growth such as temperature, humidity, illumination 

and CO

, to 
producer through GUI so that producers can identify the 
environment changes of internal and external of the livestock 
farm. 

2 

 

from the environmental sensors installed at 
inside/outside of livestock farm and transmits the information to 
sensor data manager periodically. The sensor data manager will 
analyze the received data and extract each sensing value. 
Their formats will be changed and they will be saved in each 
table of database. The livestock farm integrated management 
server transmits livestock farm internal/external 
environmental information saved in the database to producer 
and the producer can monitor the environmental information 
of livestock farm through this information. Figure 3 shows the 
operation process of livestock farm environment monitoring 
service. 

 
Figure 3. Operation Process of Livestock Farm Environment 
Monitoring Service 

 

2.2.3 Livestock Farm Facility Control Service 

The livestock farm facility control service enables the 
livestock farm integrated management server automatically 
control  the livestock farm facilities, or, the producer 
manually control the livestock farm facilities based on the 
collected information at the CCTV and environmental sensors 
installed at inside/outside of livestock farm. 

The automatic control service saves the information collected 
from livestock farm at database. The livestock farm integrated 
management server calls up the information and compares it 
with the environmental standard values saved in the database. 
If it is more than or short of standard value, it will confirm 
whether the livestock farm facilities are operating as saved in 
the database. Then it will send the control signal to livestock 
farm facility manager and control the livestock farm facilities. 
When livestock farm facilities operate, the livestock farm 
facilities status information is saved in the database and it will 
be notified to user. 

The manual control service saves the information collected 
from livestock farm in the database and the livestock farm 
integrated management server sends the information to the 
user in real time. If the user wants to control the livestock 
farm at this time, the user will send the livestock farm 
facilities control signal to the livestock farm integrated 
management server through GUI. The livestock farm 
integrated management server will check whether the 
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livestock farm facilities are operating through database and 
send the control signal to livestock farm facility manager to 
control the livestock farm facilities. Figure 4 shows the 
operation process of livestock farm facility manual control 
service. 
 

 
Figure 4. Operation Process of Livestock Farm Facility 
Manual Control Service 

 
3 Implementation of the Proposed System 
3.1 Implementation of the Proposed Livestock Activity 

Monitoring System 

The system proposed in this paper is constructed by 
applying it to the actual livestock barn and livestock as the 
figure 7. 

 

 
Figure 7. Installation Site of the Proposed System 

The environment sensor was installed, as shown in the figure 
8, in order to collect environment information such as the 
livestock temperature, humidity, illumination and CO2

 

, and 
the installed sensor nodes create a wireless network along 
with the WSN sensor gateway inside the livestock farm. 

 
Figure 8. Environmental Sensor and CO2 sensor 

 
In addition, sensor node attached with the mobile acceleration 
sensor, as shown in the figure 9, was attached to livestock in 
order to monitor their activity, and the sensor node attached to 
the livestock collects their activity and transmits the 
information to the WSN sensor gateway inside the livestock. 
 

 
Figure 9. Mobile Acceleration Sensor 

In order to monitor the pig farm by 24 hours video, CCTV 
was installed as in Figure 10. This CCTV can monitor the 
livestock farm status in real time and is also used to find out 
the cause of accident, in case there was an accident such as 
theft or accident in the livestock farm, by monitoring and 
recording the livestock farm inside 24 hours. 
 

 
Figure 10. CCTV and DVR 

Temperature, humidity, illumination and CO2

 

 give impacts on 
the growth of livestock. Figure 11 shows the environmental 
control devices in the livestock farm, which enables the 
control of livestock farm facilities such as lighting, humidifier, 
fan heater, air conditioner and ventilator for those. Through 
these environmental control devices, it is possible to maintain 
optimum livestock-raising environment in the livestock farm. 
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Figure 11. PLC and Livestock Farm Facilities 

To monitor livestock's biometric and livestock farm 
environment information collected from the sensor node, it 
was implemented a server application, client application for 
PC and mobile client application. 

PC application development environment that is equivalent to 
management server is set according to general PC 
environment, and the sensor node environment for sensing is 
set according to an ideal environment for using Zigbee sensor. 
In addition, Tomcat-6.0.20 was used as WAS and the most 
stable version 5.0 of MySQL was used for the database. 

The server application executed on the livestock farm 
integrated management server uses the base node as an input 
port to receive information such as livestock's activity data 
and livestock farm environment data sent as a packet, and to 
store it into the database. In addition, it communicates control 
signals and sensing data with clients via TCP socket 
communications. 
 

 
Figure 12. Sever Application for PC 

 
The PC client and mobile client applications were 
implemented to receive sensing data from the server 
application via TCP socket communications for monitoring 
the remote site, and to control devices by sending control 
signals such as CCTV to the server application. 

 
Figure 13. PC Client Application 

The system development environment for developing the 
mobile client was operated by JDK version 1.6 on the 
Windows XP operating system, Eclipse 3.6 (Helios) was used 
as a basic tool for developing Android, the Android operating 
system was developed by Android SDK version 4.0 (Ice 
Cream Sandwich), and the figure 14 is a screen of executing 
the mobile client based on the developed Android operating 
system. 

 

 
Figure 14. Android OS based Smartphone Application 
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3.2 Results 

The Figure 15 is a graph that displays the livestock activity 
data measured by installing and operating the proposed 
livestock activity monitoring system at the livestock farm. 

 

 
Figure 15. Livestock Activity Graph 

Through the operation of the proposed system, it was found 
that the system was process without error the livestock farm 
environment & livestock activity information sensed from the 
sensor nodes installed at the livestock farm and livestock, 
which raised the need for continuous study and improvement 
on the correlation of livestock activity according to disease. 

 
4 Conclusions 

This paper proposes a livestock activity monitoring system 
for monitoring and controlling livestock farm environment 
and facility by applying WSN technology to livestock and 
livestock farm. 

The proposed livestock activity monitoring system consists 
of the environment sensor for collecting livestock farm 
environment information, and the mobile acceleration sensor 
for measuring livestock activity, and the CCTV for collecting 
video information on the livestock farm and livestock, and the 
physical layer that consists of environment control facilities 
for creating optimal livestock breeding environment, and the 
application layer that consists of the interface that supports 
livestock activity information and livestock farm environment 
monitoring and livestock farm facility control service, and the 
middle layer that maintains livestock breeding environment in 
optimal condition by supporting the communication between 
the physical and application layers, converting the livestock 
and livestock farm information into database and providing 
monitoring and control services. 
The proposed system notifies the information on livestock 
activity to the producer in real-time for swift and timely 
response, and it can enhance livestock production efficiency 
and productivity and minimize any losses and damages from 
livestock diseases by diagnosing early livestock diseases 
through the biometric monitoring of livestock. 
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Abstract—Wireless sensor networks are for sensor data trans-
mission from a wireless sensor node to a sink node with help
of intermediate wireless sensor nodes which forwards sensor
data messages along a wireless multihop transmission route. For
achieving shorter transmission delay in transmissions of high
priority sensor data messages, various priority-based transmis-
sion methods for 1-hop and multihop wireless transmissions have
been proposed. However, most of the methods do not consider
longer transmission delay of low-priority sensor data message
transmissions. This paper proposes a novel method for reduction
of transmission delay of low priority sensor data messages by
buffering them into wireless sensor nodes nearer to the sink
node even though they are out of their original wireless multihop
transmission route under a condition that they never interfere the
transmissions of high priority sensor data message transmissions.
Simulation experiments show that the proposed method achieves
3.49%–12.2% reduction of transmission delay of low priority
sensor data messages. In cases that the sink nodes are on or
near the edge of the wireless sensor network, higher performance
improvement is achieved. Thus, the proposed method is better
to be applied to such sensor network.

I. INTRODUCTION

In a wireless sensor network, sensor data messages con-
taining sensor data achieved by sensor nodes with wireless
communication devices are carried to a sink node. Generally,
there are no continuous battery supplies to the sensor nodes
and they work only by using limited capacity. Thus, reduction
of battery consumption is critical to realize long-life sensor
networks. Especially, battery consumption in communication
modules is required to be reduced and various methods for
intermittent communication such as X-MAC [1], B-MAC [6]
and S-MAC [9] have been proposed. In addition, in order
to carry the sensor data messages to the sink node even
with low transmission signal power in wireless sensor nodes,
wireless multihop transmissions in which the sensor nodes
contribute to configure a wireless multihop transmission route
as intermediate nodes have been introduced. Since wireless
communication is intrinsically based on broadcast transmis-
sions, a wireless signal transmitted for a data message to
one of the neighbor nodes also reaches to all the neighbor
nodes. Thus, due to collisions of wireless signals caused
by the exposed and hidden node problems, reachability of
data messages gets lower and the transmission delay of data
messages gets longer by retransmissions. Thus, in most of
widely available wireless LAN protocols such as IEEE 802.11,
Bluetooth and ZigBee, CSMA/CA and RTS/CTS controls are
introduced for collision avoidance and improve reachability

and reduce the transmission delay.
In wireless sensor networks, the following two kinds of

sensor data messages are transmitted from each source sensor
nodes to the sink node:
• periodical, regular and constant sensor data messages
• temporary, unexpected and urgent sensor data messages
The former is for transmission of sensor data achieved

by usual and periodical observation in sensor nodes. The
amount of sensor data is usually small and there are no
strict deadlines for the transmissions. Most of such sensor
data are stored into databases after receipts by the sink node.
For transmissions of these messages, the sensor network is
designed to have enough capacity. On the other hand, the latter
is for transmission of sensor data achieved in case of an urgent
event and a sequence of sensor data messages are required to
be transmitted in short period. Such sensor data are required
to be used soon after being receipt by the sink node. Thus, the
transmission deadline is strict and shorter delay transmission is
mandatory. Therefore, such event-driven sensor data messages
are treated as high priority ones. Needless to say, collisions
of the event-driven sensor data messages should be avoided
and transmissions of the other low prioritized sensor data
messages should be suspended temporarily. This causes longer
transmission delay of low priority sensor data messages. In
addition, more low priority sensor data messages are stored in
communication buffers in intermediate sensor nodes for longer
period which causes reduction of transmission performance
of the wireless sensor network. This paper proposes a novel
transmission method of both high and low priority sensor data
messages to solve these problems.

II. RELATED WORKS

There are some methods to achieve shorter transmission
delay, higher throughput and higher reliability of high priority
data messages by introduction of priority-based protocols in
wireless networks. In IEEE 802.11e [7], [8], EDCA (Enhanced
Distributed Channel Access) which introduces AIFS (Arbitra-
tion Inter Frame Space) and control of range of contention
windows based on priority of transmitted data messages
and HCCA (Hybrid Coordination Function Control Channel
Access) which introduces TXOP (Transmission Opportunity)
while a dedicated wireless node monopolize to transmit data
messages for a determined period [5].

The above methods are for 1-hop wireless transmissions
of prioritized data messages. MACA/PR protocol [4] is for
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prioritized wireless multihop transmissions of data messages.
For transmissions of a sequence of high priority data messages,
while a head data message is transmitted from a source sensor
node to a destination sink node, required reservation windows
in intermediate nodes and 1- and 2-hop neighbor nodes of
them are reserved. Thus, the required wireless communication
media is monopolized and the sequence of the high priority
data messages are exclusively transmitted without collisions
and contentions with the other low priority data messages.
The low priority data messages are only transmitted by using
the other free reservation windows. In [3], another exclusive
transmission method with an extension of TXOP to wireless
multihop transmissions is proposed.

As in these methods, collisions and contentions between
transmissions of high prioroty data messages and low priority
ones are avoided by excusive usage of wireless transmission
media around a wireless multihop transmission route by a
sequence of high priority data messages. This results in shorter
transmission delay and high reaciabliity of high priority data
messages. However, these methods do not consider about
the degradation of performance of low priority data message
transmissions. They are inevitable both should be decreased.

In most wireless sensor networks, both periodical and event-
driven sensor data messages are transmitted to the sink node.
Since the event-driven sensor data messages usually carry
urgent sensor data and need to be transmitted within a certain
deadline, these are treated as the high priority messages and it
is reasonable to apply such a priority-based wireless multihop
transmission protocol to occupy the wireless transmission
media. On the other hand, the periodical sensor data messages
are not required to be transmitted with a strict deadline,
too long transmission delay is not suitable since these low
priority sensor data messages fill communication buffers in
some intermediate sensor nodes which causes degradation of
the wireless network especially for urgent transmissions of
high priority event-driven sensor data messages. Thus, even
for the low priority sensor data messages, transmission delay
should be lower even with the monopolized transmissions of
the high priority sensor data messages.

III. PROPOSAL

This section proposes transmission protocols for high prior-
ity sensor data messages which occupy wireless transmission
media for exclusive transmissions and for low priority sensor
data messages which detour dynamically for parallel transmis-
sions with the transmissions of the high priority sensor data
without collisions and contentions.

A. Protocol for High Priority Messages

Suppose that a sequence of event-driven burst high priority
sensor data messages are transmitted from a source sensor
node N

s to a sink node N
d along a wireless multihop

transmission route R := ||N0(= N
s) . . .Nn(= N

d)〉〉 as in
Figure 1. Here, 1-hop neighbor nodes of R which is in a
wireless signal transmission range of at least one of the in-
termediate sensor node Ni in R should suspend transmissions

of both data messages and control messages for avoidance of
collisions and contentions with the transmissions of the high
priority sensor data messages. Thus, low priority sensor data
messages stored in communication buffers in the intermediate
sensor nodes and 1-hop neighbor sensor nodes should wait for
termination of the sequence of the high priority sensor data
messages as in Figure 2. In most widely available wireless
LAN protocols, hop-by-hop acknowledgement is applied for
data message transmissions for required reliability. That is, for
data message transmission from Ni to Ni+1, an ack control
message is transmitted for confirmation and combination of
timeout and retransmissions provides the required reliablity
(Figure 3). In addition, in spite of the predetermined number
of retransmissions of a sensor data message, if Ni+1 does not
receive the sensor data message, i.e., Ni does not receive an
ack control message, Ni discards the sensor data message.
Since 1-hop neighbor sensor nodes of R are prohibited to
transmit not only data messages but also control messages
such as ack control messages, 2-hop neighbor nodes of R

whose next-hop node is a 1-hop neighbor node of R do not
receive an ack control message and discard the transmitting
sensor data message as in Figure 5.

In the TCP/IP internet, data messages are retransmitted in
an end-to-end manner as in TCP, it is difficult or impossible
to apply the end-to-end retransmissions in a wireless sensor
network, since the end-to-end retransmission requires end-to-
end confirmation of receipt by an ack control message and
buffering of data messages is required for retransmissions even
though wireless sensor nodes are usually lack of communica-
tion buffers [2].

Fig. 1. High Priority Transmission Route R.

Thus, in order to exclusive transmissions of a sequence of
high priority sensor data messages along R, control messages
to request to suspend any data and control messages are
transmitted to 1-hop neighbor nodes of R and other control
messages to suspend data message transmissions to the 1-hop
neighbor nodes of R are also transmitted before beginning of
a sequence of sensor data messages along R. Therefore, the
high priority sensor data messages are transmitted without col-
lisions and contentions with low priority sensor data messages
and low priority sensor data messages are never lost due to
waste transmissions for which no ack control message returns
are expected.
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Fig. 2. 1-Hop Neighbor Nodes of R.
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Fig. 3. Retransmissions with ack and Timeout.

B. Protocol for Low Priority Messages

According to the proposed protocol in the previous subsec-
tion, 2-hop neighbor sensor nodes suspend to transit its current
holding sensor data messages to their next-hop nodes if they
are 1-hop neighbor nodes of R. However, the suspension time
is relatively long period for frequency of low priority data
messages due to a long sequence of the event-driven high
priority sensor data messages, too many sensor data messages
are required to be stored temporarily in the communication
buffer in the 2-hop neighbor node of R. However, the capacity
of the communication buffer is not always enough in a wireless
sensor node and the communication buffer may overflow with
the low priority sensor data messages and some messages
might be discarded as shown in Figure 6.

.
In order to solve this problem, for a sensor data message

transmission from Ni to Ni+1, Ni+1 explicitly sends back a
nack (negative acknowledgement) control message to Ni if its
communication buffer is full as shown in Figure 8. In case that

Fig. 4. 2-Hop Neighbor Nodes of R.

!#"%$'&)(+*-,."0/�1

!#(�23(�465�$�$'()1.5

!7(+23(�465�$�$'()1.5

!#(�23(�465�$�$'()1.5

Fig. 5. Message Discarding by No ack Returns.
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Fig. 6. Message Discarding due to Buffer Overflow.

Ni transmits a low priority sensor data message to Ni+1, Ni

stores or keeps the sensor data message into its communication
buffer until Ni receives an ack control message from Ni+1.
If Ni receives a nack control message from Ni+1 notifying a
full communication buffer in Ni+1, Ni suspends its sensor data
message transmissions to Ni+1. This avoids buffer overflow
in Ni+1; however, a sequence of filled communication buffer
is configured as shown in Figure 7.

E�F�G'H

I7J+KLJNM=O�P�P�J)Q.O

Fig. 7. Avoidance of Discarding Messages by nack .

Fig. 8. A Sequence of Filled Communication Buffers.

Even though the sequence of high priority sensor data
messages have been transmitted and suspended transmissions
of low priority sensor data messages restart, it requires longer
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transmission delay for buffered low priority sensor data mes-
sages to reach the destination sink node. The two main reasons
are as follows:
• Low priority sensor data messages are not possible to be
forwarded to the next-hop nodes only when there are free
communication buffers in the next-hop nodes.
• For each intermediate sensor node, its previous-hop and
next-hop nodes are both its exposed nodes and its 2-hop
previous and 2-hop next nodes are both hidden nodes.
Thus, it is impossible to transmit sensor data messages
simultaneously with these nodes.

All the intermediate sensor nodes with filled communication
buffer try to forward their buffered sensor data messages,
they tends to cause collisions and contentions which makes
transmission delay longer. Especially, contentions with its 1-
and 2-hop previous nodes and the above request for free
communication buffer in its next-hop nodes are contradict one
another.

In order to solve this longer transmission delay problem,
low priority sensor data messages are transmitted along a
detour wireless multihop transmission route whose interme-
diate nodes are never suspended their transmissions due to the
exclusive transmissions of high priority sensor data messages
concurrently. This makes low priority sensor data messages
carried to intermediate sensor nodes nearer to the sink node
than the naive buffering along the default route which makes
a sequence of filled communication buffers. By using flooding
based routing protocols to the dedicated destination sink node
such as TORA [] ad-hoc routing protocol, all the sensor nodes
achieves its hop counts to the sink node. By comparison of
the hop counts with the neighbor sensor nodes, each sensor
node determines its candidate of its next-hop nodes. If it
cannot transmit a low priority sensor data message to a part
of them which is detected by receipt of a nack control
message notifying a filled communication buffer, it forwards
the message to one of the other available neighbor nodes as
shown in Figure 9 and 10.

Fig. 9. Detour of Low Priority Messages.

By applying this method, the low priority sensor data
messages never configure a sequence of filled communication
buffers and are transmitted to other sensor nodes nearer to the
sink node and stored into their communication buffers. After
termination of the transmission of high priority sensor data

Fig. 10. Buffering of Detour Low Priority Messages.

messages, buffered low priority sensor data messages reach the
destination sink node with shorter transmission delay. This is
because the low priority sensor data messages are transmitted
nearer to the sink node and do not configure a sequence of
filled communication buffers since they are stored into buffers
located on a concentric circle as in Figure 11.

Fig. 11. Filled Communication Buffers near Sink Node.

IV. EVALUATION

This section evaluate the performance of transmissions of
low priority sensor data messages in our proposed protocol
in simulation experiments. Here, 500 wireless sensor nodes
with 100m wireless signal transmission ranges are randomly
distributed in a 2,000m × 500m area. To make clear the
difference of performance improvement caused by the location
of a sink node, pairs of locations of the source sensor node of
the high priority event-driven sensor node and the sink node
are ((-1,000m, 0m), (0m, 0m)), ((-900m, 0m), (100m, 0m)),
. . . , ((0m, 0m), (1,000m, 0m)) in the coordinate shown in
Figure 12. The high priority event-driven sensor data messages
are transmitted for 5 second whose transmission rate is 20
packets per second and the low priority sensor data messages
are transmitted with an interval of 15 seconds by randomly
selected 50–100 sensor nodes. For evaluation, the transmission
delay is compared with the naive transmissions in which all the
sensor data messages are transmitted along their default route
without detour and only nack transmissions are introduce to
avoid loss of sensor data messages caused by communication
buffer overflow.
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Fig. 12. Simulation Field.

Figure 13 shows the simulation result.
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Fig. 13. Transmission Delay of Low Priority Messages.

In any simulation settings, the proposed protocol achieves
shoter transmission delay than the conventional protocol. The
proposed protocol carries buffered low priority sensor data
messages in shorter time to the sink node and less sensor data
messages remains in communication buffers after termination
of high priority sensor data message transmissions. The simu-
lation result shows that the performance improvement depends
on the locations of the sink node. If the sink node is far from
the center of the simulation field, i.e., if it locates near the edge
of the simulation field, the transmission delay becomes shorter.
This is because the detour concurrent transmissions of the low
priority sensor messages effects more if they are transmitted
from the directions same as that of the high priority sensor
data messages. Thus, our proposed protocol works better in
wireless sensor networks where sink nodes are located on the
edge of the network.

V. CONCLUSION

For better transmissions of prioritized sensor data messages,
high prioritized event-driven urgent sensor data messages are
exclusively transmitted by suspension of transmissions of 1-
and 2-hop neighbor sensor nodes. To reduce the performance
degradation of transmissions of the low priority sensor data
messages, they are transmitted along a detour route where no
collisions and contentions are caused. This avoids configura-
tion of filled communication buffers and carries low priority
sensor data messages nearer to the sink node. The simulation
experiments show it achieves 3.49–12.2% shorter transmission
of low priority sensor data message after terminations of high
priority sensor data messages.
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Abstract

In this paper, we investigate the impacts of using game
theory in recognizing malicious nodes and voltage loss in
a wireless sensor network. All nodes in the wireless sensor
network are divided into several clusters, where in each
cluster one node acts as the cluster head. All cluster
heads are in charge of receiving and forwarding packets
to each other and to the base station. Here, we study the
model of a coalition game. One primitive of this model is
the collection of sets of joint actions that each group of
players (clusters) can take independently of the remaining
players. Our goal is maximizing the correct percentage of
malicious nodes while minimizing the voltage loss.

1 Introduction

Game theory attempts to model decision making which
has been used in various fields such as economics, politics
and biology [21]. Game theory has previously applied to
wireless sensor networks, but within the context of mod-
eling multiple nodes in the network attempting to share a
shared medium: their radio communication channels [10].

We use game theory to help the sensors optimize their
decision making process about whether or not to forward
any data packets they may receive [1, 2, 3]. On one hand,
if a node decides to never forward any packets, it con-
serves its battery power, but no data flows through the
network. However, if a node forwards every packet that it
receives, that node demonstrates its reliability and traf-
fic flows through the network but the node will run out
of battery power much faster than if the node were to
not forward any packets. By using game theory, we at-
tempt to find an optimum configuration that will extend a

node’s battery life while still allowing the node to forward
an acceptable amount of packets through the network [4].

In this work, we assume that the network consists of
groups of sensors called clusters, where the sensors in each
cluster report to a sensor in a cluster that is designated
as the cluster head of that cluster in the network. All
non cluster heads within a cluster, known as members of
a cluster, only communicate directly with their respective
cluster heads. Cluster heads transfer data to the base
station where the data is to be collected and stored. In
our simulations, the process of determining which cluster
head a sensor reports to is based on the sensor’s battery
level. If a member receives a packet broadcast by a cluster
head within range, the member will forward that packet
directly to its cluster head.

2 Related Work

Defining a suitable cost and profit to routing and forward-
ing incoming packets and keeping a history of experiences
with non-cooperating nodes drives malicious nodes out of
the wireless sensor network. Reputation systems are be-
ing used in many systems to provide a means of obtaining
a quality rating of participants of transactions by having
all parties give each other feedback on how their activities
were perceived and evaluated [18, 19]. In order to avoid
centralized rating, local lists are maintained at each node
and nodes can look up senders in their blacklist containing
any node with a bad rating before forwarding anything to
them [14].

There is a trade-off between good cooperation and re-
source consumption; therefore nodes have to economize
on their resources. At the same time, however, if they
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do not forward messages, others might not forward ei-
ther, thereby denying service. Total non-cooperation with
other nodes and only exploiting their readiness to cooper-
ate is one of several boycotting behavior patterns. There-
fore, there has to be an incentive for a node to forward
messages that are not destined to itself [7, 8, 9, 13].

The performance of the network can reach an undesir-
able state due to the selfish behavior of individual wireless
nodes. Therefore, incentives are proposed to steer nodes
towards desirable operational equilibrium of the network
behavior.

Often node decisions at a particular layer are made
with the objective of optimizing performance at some
other layer, therefore game theory can provide insight
into approaches for optimization. It allows us to inves-
tigate the existence, uniqueness and convergence to a
steady state point when network nodes perform indepen-
dent adaptations. It helps us to design incentive schemes
that lead to independent, self-interested participants to-
wards outcomes that are desirable from a system-wide
point of view [15].

We use a reputation system for incentivizing. Each
node gains reputation by providing services (forwarding
incoming packets) to others [16, 17]. Each node builds a
positive reputation for itself by cooperating with others
and is tagged as selfish or malicious otherwise. Reputa-
tion is maintained as a probabilistic distribution, enabling
the node to have full freedom and not get constrained by
some discrete levels of reputation as used in eBay, Yahoo
auctions [22]. Note that reputation is not a physical quan-
tity but it is a belief; it can only be used to statistically
predict the future behavior of other nodes and cannot de-
fine deterministically the actual action performed by them
[11].

Recent technological advances within the field of wire-
less sensor networks have made it possible to support
long-lasting operating lifetimes and large amounts of data
transmission in wireless sensor networks. A major chal-
lenge is to maximize the lifetime of these battery powered
sensors to support such transmissions. Battery powered
sensors might waste a huge amount of energy if we do not
carefully schedule and budget their discharging [6, 20].

3 Game Formulation

In our previous work [4, 5], we studied the sets of possible
actions and their preferences over the possible outcomes
for each node in a wireless sensor network, where an out-
come is a profile of actions.

In this paper we study the model of a coalition game.
Here we focus on what groups of players can achieve
rather than what individual players can do. In this work
we will not discuss how coalitions forms. Each of a group

of individuals, which is a cluster of wireless sensor nodes
owns some inputs (data that is sensed and thus generated
locally) and has access to resources (a cluster head) for
producing a valuable single output, which in this case is
packets that they need to forward to the next cluster head
or the base station. A coalition game starts with the sets
of payoff vectors that each group of individuals can jointly
achieve. The main goal is a solution for this game that
requires that no set of players be able to break away and
take a joint action that makes all of them better off.

We assume that each group of players or a cluster is
associated with a single number, which is the payoff that
is available to the group, there is no restrictions on how
this payoff may be divided among the members of each
cluster.

Our goal is to study the coalition of joint actions that
group of players (wireless sensor networks) can take inde-
pendently. A solution concept for coalition games assigns
a set of outcomes to each game. Each solution is the con-
sequences of a line of reasoning for the players in a game.
Thus the outcome must be immune of any deviations.

A coalition game consists of a finite set of N (the set of
wireless sensor nodes), a function u that associates with
every nonempty subset S of N ( a coalition or a cluster) a
real number u(S). For each coalition S the number u(S)
is the total payoff that is available for division among the
members of S. Here we are also assuming that actions of
the players who are not part of S do not influence u(S).

As with any Nash equilibrium of a non cooperative
game, an outcome is stable if no deviation is profitable
[21]. An outcome is stable if no coalition can deviate and
obtain an outcome better for all its members. Therefore
no coalition can obtain a payoff that exceeds the sum of
its members’ current payoffs. Thus, the solution is the set
of feasible payoff profiles (xi)i∈N for which u(S) <= x(S)
for every coalition S, where (xi)i∈N are real numbers and
for any coalition S we let x(S) = Σi∈Sxi.

In each unit of time, each node in the wireless sensor
network might be active (forwarding or sensing data) so
that coalition will have a payoff. A game is played by the
cluster heads, where in each cluster a node will be selected
to serve as a cluster head. Let game G be played several
times and let us award each cluster head node a payoff
which is the sum of the payoffs it received from the nodes
in it’s cluster in each period, by playing G.

At time t, each cluster head node calculates the utility
to be gained for each of the two actions available, for-
warding or not forwarding. For forwarding a packet, the
utility is calculated as:

ut = ω ∗ rt+1

i
− β ∗ (cs + cr),

where rt+1

i
is the predicted gain of node i’s reputation, cs

is the voltage cost to send a packet and cr is the voltage
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cost to receive a packet. β is the weight parameter for
cost, and represents the importance of being conservative
about sending packets when a node has a low battery
level. At a node’s highest battery level, β will be 1. As
the node’s battery level crosses designated thresholds by
decreasing, β will increase.

ω is the weight parameter for the gain component of
the equation and represents the number of units of time
since node i has last forwarded a packet. ω starts at 1 for
each node i and increments every time any node i decides
to not forward a packet. When a node sends a packet, ω
is reset back to 1. If a node has recently sent a packet, it
may not be important to send another packet right away,
which is why ω starts at a low value. But as time passes
without forwarding any packets, it is important that a
node sends data through the network, which leads ω to
increase.

The utility for not forwarding a packet is calculated as:

ut = ω ∗ 0− β ∗ cs.

Since there is no gain in reputation when not sending a
packet, the gain is 0. However, receiving a packet from
another cluster head node still costs energy.

After calculating the utility for each of these actions,
the node will perform the action that yields the greater
utility. In order to compute the values of a node’s gain,
we turn our attention to the work proposed in [16]. In this
work the authors proposed the concept of subjective rep-
utation, which reflects the reputation calculated directly
from the subject’s observation. In order to compute each
node’s reputation at time t, we use the following formula:

rti =

t−1∑

k=1

ρi(k)

where ρi(k) represents the ratings that the base station
has given to node i, and ρi ∈ [−1, 1]. If the number of
observations collected since time t is not sufficient, the
final value of the subjective reputation takes the value 0.
The base station increments the ratings of nodes on all ac-
tively used paths at periodic intervals. An actively used
path is one on which the node has sent a packet within the
previous rate increment interval. Recall that reputation
is the perception that a person has of another’s inten-
tions. When facing uncertainty, individuals tend to trust
those who have a reputation for being trustworthy. Since
reputation is not a physical quantity and only a belief,
it can be used to statistically predict the future behavior
of other nodes and can not define deterministically the
actual action performed by them.

3.1 Coalition Game with Transferable

Payoff

In the wireless sensor network at each unit of time, we
have two sets. The sets of cluster head nodes that have
data to transfer, lets denote them by L1 and the set of
cluster head nodes that are willing to transfer the data
L2. Each node that has data to transfer holds one unit of
the data and has a reservation price of 1; each node that
is willing to transfer one unit of data has the reservation
price of 0. Here one unit of data is one packet of data.

We can model this network as a coalition game as
N = L1∪L2 and u(S) = min{|S ∩ L1|, |S ∩ L2|} for each
coalition S. If |L1 < L2| then the solution consists of the
single payoff profile in which every node who is willing to
transfer receives 1 and every node that has data to trans-
fer receives 0. Suppose that payoff profile x is a solution
for the game. Let l1 be a node that is willing to trans-
fer data whose payoff is minimal among the payoffs of all
those who are willing to transfer and let l2 be the node
that has data to send whose payoff is minimal among the
payoffs of all those who have data to transfer. Since x is
the solution we have

xl1 + xl2 >= u({l1, l2}) = 1

and

L2 = u(N) = x(N) >= |L1|xl1
+ |L2|xl2

,

L2 = u(N) >= (|L1| − |L2|)xl1 + |L2|.

This implies that xl1 = 0 and xl2 >= 1 and hence (using
u(N) = |N | and the fact that l2 is the worst-off node to
have data to transfer) xi = 1 for every node i that has
data to transfer.

4 Performance Evaluation

In our simulations, the process of determining which clus-
ter head a sensor reports to is based on the sensor’s bat-
tery level. If a member receives a packet broadcasted by a
cluster head within range, the member will forward that
packet directly to its cluster head. For each configuration,
simulations are run both with and without implement-
ing game theory. By doing so, we can compare average
network throughput, as well as voltage loss, and see un-
der which scenario using one would be favorable over the
other. The sensors are programmed identically for the
game theory and non game theory configurations. The
networks are either entirely comprised of nodes that uti-
lize game theory or entirely of nodes that do not utilize
game theory. A node that acts maliciously is one that ran-
domly drops packets in order to conserve its energy. For
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malicious node that are not utilizing game theory, before
forwarding a packet the node randomly decides whether
or not it wants to not forward the packet. For malicious
nodes that are utilizing game theory, the node randomly
decides whether or not it wants to not forward the packet
before the strategy is applied. All tests are run with a
network size of 30 nodes.

We introduce malicious nodes into the network to see
how they affect the network and if there is a way to de-
tect and neutralize such nodes. Malicious nodes randomly
drop packets, reducing the throughput of the network.
Malicious nodes also consume additional power when ran-
domly deciding whether or not to drop packets. The
base station keeps track of the reputation of each node
in the network. Periodically, the base station will de-
cide whether or not a node is acting malicious based on
its throughput. The base station takes the current rep-
utation of each node in the network and calculates the
average, as well as the standard deviation. If a node’s
reputation is lower than the average minus the standard
deviation, that node is deemed malicious. The base sta-
tion sends a packet to that node ordering the node to turn
its radio off and shut down.
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Figure 1: Average percentage of malicious nodes correctly
removed from network.

In this work we have used MICAZ sensors [12], which
run on TinyOs [23]. A packet is broadcast once every 200
milliseconds for 300 seconds, then a final voltage reading
is sent to the base station. An initial voltage reading is
sent from each sensor. Next, cluster membership is es-
tablished for each non cluster head node in the network.
After that, a packet is broadcast once every 200 millisec-
onds for 300 seconds. Afterward, a final voltage reading is
sent to the base station. During the simulation, if a node
receives a packet it will forward it or apply the game the-

ory strategy, depending on the scenario. After sending
the packets, each node turns its radio off for 10 seconds
to get rid of the traffic in the network. Then, every node
turns their radio on and sends one final voltage packet to
the base station. This gave us a clear start and end volt-
age for calculating voltage loss. For detecting malicious
nodes, the base station checks to see if any of the nodes
are malicious after 60 seconds into the simulation, and
then once every 30 seconds after that. Any nodes that
are deemed as malicious are turned off via radio.
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Figure 2: Average percentage of normal nodes correctly
removed from network.

As indicated by figure 1, our procedure for detecting
malicious nodes works best for networks containing small
amounts of malicious nodes. Since malicious nodes usu-
ally have a lower reputation, if there is a small number of
them present in the network, it is easier to detect them.
However, if normal nodes in a network typically have low
reputations, or if many nodes in the network have low-
ered reputations, it is difficult to detect malicious nodes
because they don’t stand out. This is true whether we
utilize game theory or not.

Figure 2 shows that our procedure for detecting mali-
cious nodes raises a low percentage of false positives, as a
small amount of false positives are raised. Since there are
less normal nodes in the network as the number of ma-
licious nodes increases, the percentage of false positives
detected increases. By not utilizing game theory, the per-
centage of false positive decreases, because reputations of
nodes that use game theory decreases quicker than nodes
that are not utilizing game theory and therefore base sta-
tion marks them malicious more frequently. Also if we
use game theory with transferable payoffs, then we have
less false positives because as long as nodes have battery
available they will forward incoming packets.
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Figure 3: Average reputation in the network consisting of
malicious nodes.

As seen in Figure 3, average reputations for cases using
game theory are higher than non-game theory cases, as
reputation is higher by using game theory in networks
with a larger percentage of malicious nodes. As seen in
Figure 4, in most cases, voltage loss is lower with game
theory implemented than if not, even with the presence
of malicious nodes.
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Figure 4: Average network voltage loss for malicious
nodes.

5 Conclusion and Future Work

A coalition model is distinguished from a non cooperative
model by its focus on what groups of players can achieve
rather than individual players can do. We wish to model
the possibility of coalition formation in a non coopera-
tive game and see how members of coalitions choose joint
actions.
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Abstract— This paper presents an innovative 
hierarchical clustering protocol for wireless sensor 
networks. In networks that mainly apply multi-hop 
communications, the huge amount energy consumed by 
relay tasks of nodes near the sink node cause premature 
network death, and, so, the lifetime of these nodes needs to 
be improved efficiently in order to prolong the duration of 
network service. The aim of the proposed hierarchical 
clustering design is to minimize energy dissipation 
difference among these nodes. Furthermore, the 
hierarchical clustering mechanism reduces transmission 
delay. The energy efficiency of the proposed algorithm is 
verified through simulation and it demonstrates that the 
network lifetime has been significantly extended by 45% 
compared with LEACH. 

Keywords—cluster-based; cross layer; energy efficient; 
wireless sensor networks; TDMA; multi-hop 

I. INTRODUCTION  

Wireless sensor networks have gained much interest in the 
routing protocol research field for more than one decade. It 
is an emerging technology that benefits from the ongoing 
developments of sensor techniques, low energy 
consumption electronics, and low-power radio frequency 
design [HeCh00]. In recent years, reliable and inexpensive 
sensors have been extensively utilized in different 
applications ranging from civil purpose to military 
applications [RaSc02] [ChCh01]. Though such sensors are 
not as accurate as expensive sensors, they are still popular 
because of their high accessibility. Furthermore, in many 
applications, trading low budget devices for an increased 
number of devices is more important. But, what is even 
more important is the Quality of Service (QoS). 

Quality of service (QoS) of wireless sensor networks may 
be evaluated from two points of view. On the one hand, 
reliability of sensor data can be used to measure quality of 
service, but this implies the use of accurate and expensive 
sensors. The use of such high quality sensors may not be a 
good choice in certain applications, such as forest fire 

tracking and battle field monitoring, since the sensors may 
not be retrievable in those scenarios. In these cases, 
practicality demands the use of inexpensive sensors, and a 
compromise between QoS and expense must be made. On 
the other hand, maximum network lifetime is a significant 
goal of wireless sensor networks. If the nodes in the 
network prematurely cease to function, then the quality and 
reliability of sensor readings become irrelevant, since the 
nodes no longer participate in the network. Extending the 
lifetime of a WSN has attracted much interest in the 
research field of energy consumption and distribution of 
loads. 

Since wireless sensor networks are usually deployed in 
fields where power supply is not available, the consumption 
of energy becomes the most important issue in order to 
maximize network lifetime. Some algorithms have been 
proposed to minimize energy consumption of each sensor 
node. Ye et al. [YeHe04] proposed S-MAC protocol to 
reduce unnecessary energy consumption by putting nodes 
into sleep mode when not working. However, this scheme 
results in delay when one node is trying to communicate 
with another node while it is in sleep mode, called sleep 
delay. Dam et al. [DaLa03] present a T-MAC protocol to 
further reduce unnecessary energy consumption. When two 
nodes are communicating, all neighbor nodes and their 
surrounding nodes enter sleep mode. Nevertheless, the sleep 
delay problem is still exhibited here, and it even may be 
potentially worse than S-MAC, since more nodes are in 
sleep mode at the same time, which means higher 
possibility of sleep delay. Furthermore, multi-hop 
transmission type is applied in wireless sensor networks due 
to its lower energy cost than single-hop transmission. Kim 
et al. [KiLe09] proposed a cross layer design (ECLP) and 
energy efficient listening window schedule to minimize 
energy consumption.  

In general, any wireless sensor network that has one sink 
and applies multi-hop transmission faces the same problem 
called “hot spot”; this is the problem whereby the nodes 
near the sink node, especially those which can communicate 
with the sink node with one hop, may consume much more 
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energy (i.e., more data relay operations, called one-hop 
nodes) than nodes that are farther away. This problem exists 
in many WSN routing protocols such as ECLP and T-MAC. 
Common sense dictates that the energy consumption 
distribution must be optimized. Unequal distribution may 
result in critical disconnections, which means major 
connection failure (alive nodes cannot reach the sink node) 
in the wireless sensor networks. Li et al. [LiYe05] proposed 
an energy-efficient unequal clustering mechanism (EEUC). 
This algorithm was designed to relieve energy cost pressure 
of nodes near the sink node by assigning distinct size of 
clusters. Heinzelman et al. [HeCh00] proposed low-energy 
adaptive clustering hierarchy (LEACH); it was intend to 
relieve this problem by combining clustering technique and 
single-hop transmission. Both EEUC and LEACH apply 
single-hop transmission, which may consume more energy 
in larger scale of wireless sensor networks. This paper 
proposes a hierarchical clusters approach that is designed to 
distribute energy consumption of nodes near the sink node 
as equal as possible, to reduce the likelihood of critical 
disconnection. Moreover, the proposed protocol aims to 
balance quality of service and energy consumption; a new 
approach of how to utilize single-hop transmission is 
introduced. 

The remaining parts of this paper are organized as follows. 
The next section describes an innovative hierarchical 
clustering design and a few important elements. This is 
followed by a detailed description of different network 
stages. The simulation and analysis results are given in 
Section IV. Finally the conclusions and recommendations 
for future works are given.  

II. HIERARCHICAL CLUSTERING 

The algorithm creates hierarchical layers of clusters of 
nodes. Each cluster is assigned a distinct level ID, which 
represents the cluster-hop count between sink node and the 
particular cluster. Member nodes of a cluster are assigned 
the same level ID as the cluster in which they belong. 
During the data communications stage, cluster heads from 
higher layer clusters relay data to lower layer cluster heads 
until the messages are received by the sink, which is located 
at the lowest layer cluster. In order to improve transmission 
efficiency, the transmission scheme is a combination of 
multi-hop and single-hop routing. 

The hierarchical clustering algorithm is explained in four 
sections. The first part describes the motivation and 
overview architecture, which is followed by the details of 
packets used for synchronization. The third section presents 
the procedure of hierarchical clustering. Once the whole 
network is set up, a description of the data communications 
phase is given in the last section. 

In this paper, the network has similar configuration as 
standard wireless sensor networks. There are V stationary 
nodes in the wireless sensor network: 

∪   (1) 

The N is the number of sensor nodes, and S is the number of 
sink nodes. They are randomly distributed in the target field. 
To simplify the simulations, we assume one sink node, but 
many potential source nodes are contained in the network. 
Each sensor node is able to determine its approximate 
relative distance from other nodes by analyzing received 
signal strength. All nodes have the same capability and 
initial energy. Each node has two communications radios to 
allow either multi-hop or single-hop message passing, but, 
the single-hop option is the default mode. However, the 
transmission range is fixed for either case. 

A. Overview of Hierarchical Clustering Design 

The core idea of this hierarchical clustering design is to 
generate an energy efficient hierarchical cluster topology 
for the network. This approach is motivated by the “hot spot” 
problem, which is faced by many other routing protocols. It 
is an inevitable situation for such network configuration. 
The approach used to relieve this problem is to minimize 
energy consumption difference among cluster heads in each 
layer; especially those near the sink nodes (one-hop nodes), 
which take-on most of the burden of this problem. This 
approach automatically serves to prolong network lifetime. 
Furthermore, the proposed algorithm also intends to reduce 
general transmission delay, which includes sleep delay and 
hop delay. 

In order to simplify the description, the clusters which have 
level ID of n are referred to as Level n clusters. In the 
network, each node can hold at most two level IDs, which 
are CM_Ln and CH_L(n+1). The CM_Ln means the node is 
a cluster member of Level n cluster, and CH_L(n+1) means 
it is a cluster head of Level n+1 cluster.  

As described, nodes closer to sink node are more likely to 
consume more energy during service. This condition also 
applies to clusters near the sink node. Cluster heads 
dissipate energy with higher rate than cluster members, due 
to their responsibility of managing and gathering data from 
cluster members. Furthermore, cluster heads near the sink 
node bear more relay tasks than those far away from the 
sink node. Therefore, this paper proposes hierarchical 
clustering design to balance energy dissipation by cluster 
heads in each layer to maximum network lifetime. 

The proposed protocol consists of hierarchical clusters that 
mainly perform multi-hop data communications. However, 
such links can be terminated whenever a relay node on the 
link breaks down. To reduce data loss and improve network 
robustness against disconnection, this paper presents two 
options when such situation appears. One way is to choose 
an alternative transmission link, which may be considered 
as a fast recovery solution. Another way is to transmit data 
directly to the sink node with single-hop transmission mode. 
Though the former solution may cost more delay than 
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single-hop, it is selected as preference option in terms of 
energy consumption.  

In wireless sensor networks, the energy consumption for 
different transmission schemes is calculated as [HeCh02]: 
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The  is the electronics energy dissipation and it is 
determined by related operations during service (e.g., 
modulation/demodulation, filtering, and coding/decoding). 
The energy consumption of transmit amplifier and 

 are exclusively chosen according to the distance 
threshold	 . From previous work [HeCh00] [HeCh02], the 
difference of amplifier energy dissipation is considerable. 
Therefore, a proper value of  is important for wireless 
sensor network design. 

The proposed protocol consists of two stages, which are 
network clustering stage and data communications stage. In 
the network clustering stage, the hierarchical layering starts 
from the lowest level cluster; Level 0 cluster is first created 
and cluster head is the sink node with level ID of 0 
(CH_L0). Each member in the Level 0 cluster has a level ID: 
CM_L0. Each CM_L0 node is able to create, one degree 
higher, Level 1 cluster. By this, each CM_L0 can also have 
another ID of Level 1 cluster head (CH_L1). In practice, 
whether a CM_Ln becomes a cluster head (i.e., CH_L(n+1) ) 
depends on several criteria; a full description is given later 
in this paper. The reason of such network design is that 
interference and cluster overlap should be minimized in the 
network. Since each node is able to calculate approximate 
distance with another node, it is better to only let cluster 
members near geometrical boundary of a cluster create 
higher level clusters. The formation of hierarchical clusters 
grows like a tree. Starting from the Level 0 cluster (i.e., 
CH_L0 is the sink node), potentially several branches to the 
next higher level clusters are created. The next level clusters, 
in turn, create branches to next higher level clusters. This 
continues until no other higher level clusters can be created. 

In the data acquisition stage, time division multiple access 
(TDMA) technique is applied for intra-cluster 
communications. The time schedule is denoted by TS_Ln, 
where n represents the level of cluster. Cluster head with 
level ID of CH_L(n+1) collects data from its cluster 
members using TS_L(n+1), and then relays data to CH_Ln 
during time slot TS_Ln. The inter-cluster TDMA slot is 
subdivide into m sub-slots for interference-free cluster 
member communications. By this approach, signal 
interference is minimized and sleep delay is substantially 
reduced. 

B. Control Packets 

During the network clustering stage, two packets, SYNC 
and SYNCreply are utilized. These two packets are similar to 
SYNC packet in S-MAC [KiLe09] and ECLP [YeHe04]. 
The proposed protocol uses the SYNC packet for cluster 
formation, management and synchronization; the SYNCreply 
is used for leaf node confirmation operations. Another 
essential component for each sensor node is the node 
management table. The table mainly includes elements that 
indicate the relation between this sensor node and its 
neighbor nodes.  

Elements of the SYNC packet also inlcude network routing 
information. c_id indicates the packet sender, and c_lv is the 
level of cluster created by the sender (i.e., CH_Ln). 
c_parent points out the parent node of sender. c_cost is 
calculated on the basis of the sender’s energy situation. It is 
written as, 

 _
_ _

_

T i
c cost i

R i

E
SYNC

E
                                  (3a) 

where 
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The  is the sender’s residual energy, and  is the 
average energy cost for one round relay task. Furthermore, a 
SYNCreply packet contains two items, which are c_lv_max 
and node_total. c_lv_max is the maximum or deepest level 
of cluster that exists along one branch. The node_total is the 
total number of nodes along this branch. Both values are 
updated by each cluster head that relays this SYNCreply 
packet to the sink node. 

C. Network Clustering Stage 

At the beginning of the network clustering stage, an 
initialization process is executed. Each node broadcast its 
information with randomly short delay whenever it starts 
working. Nodes that receive the message calculate relative 
distance and store information in their node management 
table. If a new node joins the network during service, it also 
broadcasts its node information, and surrounding nodes then 
broadcast their node information to the new node. The sink 
node is able to broadcast to all nodes in the network. In this 
case, initially, each node has a node management table that 
stores information of surrounding nodes and the sink node.  

The sink node marks itself as Level 0 cluster head (CH_L0), 
and updates the c_cost and c_lv = 0 into the SYNC packet. 
The sink node then sends the SYNC packet to its one-hop 
neighbors using the short range transmission mode. The 
one-hop neighbors which receive the SYNC packet choose 
the sink node as their cluster head, and then they store the 
value of c_id, c_lv and c_cost into their node management 
table. In this case, the one-hop neighbors of the sink node 
become cluster members of the Level 0 cluster (CM_L0). 
According to the assumption of network configuration, only 
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one sink node means there is only one Level 0 cluster in the 
network. Therefore, layer 0 is comprised of only one cluster. 
The cluster members of Level 0 then individually decide 
whether they should be the ones to create the next level 
cluster. 

At the Layer n construction stage node i is designed to 
accomplish two goals via its own SYNC packet. The first 
goal is to confirm to the cluster head of joining the Level n 
cluster. The second purpose is to decide whether it should 
generate the next level cluster. Whether a node with level 
ID of CM_Ln should create another level ID of CH_L(n+1) 
depends on the distance between itself and its cluster head 
CH_Ln, called boundary distance. An equation of boundary 
distance is given to determine the eligible nodes, 

  

_ _ ( 1)

( _ , _ )
0.9, 1

0,

P CH L n

d CH Ln node i
bd

R
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The P_CH_L(n+1) is the possibility of a CM_Ln to be a 
CH_L(n+1). R is the multi-hop based radio transmission 
range of nodes, and it is also the radius of each cluster. 

_ , _  is the approximate distance between 
node i and its cluster head, it is calculated by node i and 
stored in the node management table during initialization 
process. The bd is the boundary distance threshold that 
distinguishes possible cluster heads of next level from pure 
cluster members. The n is the level of current cluster. To 
improve energy utilization efficiency, lower level clusters 
are designed to have more nodes that could be next level 
cluster heads by assigning looser distance restrictions. For 
instance, the boundary distance threshold allows more 
nodes with level ID of CM_L0 to become a potential cluster 
head than nodes with higher level ID. Furthermore, tighter 
boundary distance restriction is applied to reduce 
redundancy of higher level clusters. If node i does not meet 
the distance requirement, it only finishes the first SYNC 
packet goal, which is to confirm cluster membership to the 
cluster head. Otherwise, node i is said to establish a higher 
level cluster with a certain probability. 

As shown in Fig. 1, all cluster heads (denoted with solid 
circles) except the sink node are also cluster members of 
lower level clusters. The solid triangles represent pure 
cluster members. 

A parameter ρ is used to adjust the boundary distance so 
that the annulus of a cluster decreases with increasing layer 
number. Because the annulus decreases, the number of 
nodes that qualify for cluster head status decreases with 
increasing cluster layer. The reason for doing this is because 

the nodes that are farther away for the sink have a smaller 
chance of suffering from the “hot spot” problem. 
Accordingly, mitigation of the “hot spot’ problem is 
decreasingly required for load balancing for cluster layers 
located further away for the sink. Therefore, the number of 
new clusters created at layers with increasing distance from 
the source decreases. 

 

 

Fig. 1 Network clustering stage. 

Similar with the sink node, node i first calculates c_cost and 
upgrades c_lv by one, thus, indicating it is the cluster head 
of Level 1 cluster (CH_L1). c_parent is assigned with ID of 
the sink node. These values are then updated into SYNC 
packet and broadcast, both sink node and neighbor nodes of 
i are able to hear this packet: (i) sink node takes a look at 
the packet, it would add node i to its cluster member group 
if node i indicates the sink node is its cluster head. (ii) as 
soon as node j receives SYNC packet, it set up a contention 
timer. Once the timer is out, j chooses the SYNC packet 
sender that has lowest value of c_lv as its cluster head. If 
more than one SYNC packets have the same value of c_lv, 
then j selects the one that has lowest value of c_cost. It also 
stores another node that has the second lowest value of 
c_cost as alternative parent. The value of c_lv in the SYNC 
packet determines which level of cluster that node j 
becomes a cluster member of. For instance, if node j 
chooses node i as the cluster head, it then becomes cluster 
member of Level 1 cluster (CM_L1). Node j then adds 
cluster head information into node management table. By 
this approach, each node is a cluster member of lower level 
cluster and possibly to be a cluster head of higher level 
cluster. This procedure is executed until the leaf nodes are 
encountered.  

If a cluster head does not hear SYNC packet that indicates 
this node as a parent node, it then marks itself as a leaf 
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cluster head and transmits a SYNCreply packet along the 
formed branch. Data of c_lv_max and node_total is updated. 
c_lv_max is the level of this leaf cluster head, and 
node_total is the sum of direct and indirect child node, 
obviously, the value is 0 for a leaf cluster head. The 
SYNCreply packet is then relayed by each cluster head all the 
way to sink node. Each cluster head then updates the value 
of node_total of first received SYNCreply packet by adding 
the number of its direct child nodes. The cluster head then 
compares c_lv_max with its up to date highest level 
information. Cluster head updates its own highest level 
information if c_lv_max is larger, otherwise c_lv_max is 
updated. As a result, all cluster heads are able to know the 
highest cluster levels of this branch, and the amount of 
direct and indirect child nodes. Therefore, cluster heads 
have a sense of logical position in the network and relay 
load. This is for the purpose of load threshold function, 
which is stated in the data communications stage. When all 
SYNCreply packets reach sink node, the network clustering 
stage is formally finished and switched to data 
communications stage. 

D. Data Communications Stage 

In the duration of data communications stage, TDMA is 
applied for intra-cluster communications. Each Level n+1 
cluster member transmits data based on local time schedule 
TS_L(n+1), and cluster head of Level n+1 cluster relays 
data to lower level cluster head according to lower level 
cluster time schedule TS_Ln. The network topological 
architecture looks like an inverted triangle, and data is 
transmitted from highest side all the way to the lowest 
vertex, which is the sink node. 

A cluster head has two energy thresholds, one is called base 
threshold and another is load threshold. The load threshold 
reveals relay load degree of a cluster head. Cluster heads 
that have large number of direct and indirect child nodes 
and more close to sink node (i.e., lower cluster level) are 
likely to dissipate much more energy. In order to prevent 
rapid energy consumption of individual nodes, if the load 
threshold is breached, it means this cluster head is 
overloaded; it broadcast such message to all cluster 
members. Any cluster member that has alternative parent 
then broadcast message to join alternative cluster. It relays 
data to alternative cluster head once the request is 
confirmed. In the meanwhile, both the cluster head and 
alternative cluster heads recalculate load threshold. The 
load threshold is calculated as,  
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where max_thresh is the maximum load threshold a cluster 
head can have. n_child is the number of direct child nodes 
and c_lv is the level of this cluster head. Parameter  is 
chosen with proper value to adjust results. From the 

equation, a cluster head that close to sink node or has more 
direct and indirect child nodes has larger load threshold. 
However, whenever the base threshold is violated, the 
cluster head disconnects all links and only sends its own 
data. In such situation, nodes that lost links switch cluster 
heads if they have alternative parent nodes. Otherwise, they 
automatically switch radio to single-hop transmission mode 
and send data to sink node in order to guarantee quality of 
service until next network clustering stage.  

By using proposed single-hop transmission approach, a 
proper duration period of data acquisition is also important. 
A large period may degrade performance of minimize 
energy consumption difference. However, a small period 
could influence network efficiency and increase 
unnecessary overhead rate.  

III. SIMULATION AND RESULTS 

A simulation of the proposed hierarchical clustering 
protocol (HCP) was implemented in Matlab. Three 
comparison algorithms were demonstrated using the same 
parameters with hierarchical clusters design. The simulation 
was conducted to evaluate network performance that covers 
system survival period, link quality, and energy 
consumption. Parameters used in the simulation are given in 
Table 1. The parameters related to energy consumption are 
the same as those in [HeCh00]. Base threshold is set to 10% 
of maximum energy capacity. Max load threshold of cluster 
head is 30% of maximum energy capacity. Minimum and 
maximum boundary threshold are 20% and 80% of 
transmission range of multi-hop mode.  

Table 1 Simulation Parameters. 

Parameter Value 

Network coverage (0,0)~(200,200)m 

Base station location (100,100)m
Number of nodes 300

Initial energy 0.5J

R 30m 

 50nJ/bit 

 10pJ/bit/m  

 0.0013pJ/bit/m  

 5nJ/bit/signal 

Data packet size 4000 bits 

ρ 2 

 

The simulation was conducted to compare proposed 
algorithm with three previous network routing algorithms. 
They are the low-energy adaptive clustering hierarchy 
(LEACH), energy-efficient unequal clustering mechanism 
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(EEUC), and enhanced cross-layer protocol (ECLP). 
LEACH is selected since it is a typical clustering model for 
wireless sensor networks. Deep and systemic research has 
proved its value. The EEUC routing algorithm is designed 
to assign distinct cluster size to relieve energy pressure 
problems of nodes near sink node, which is also one of 
research goals of this paper. Furthermore, both LEACH and 
EEUC apply two radio transmission modes, which are the 
same as proposed by the present HCP algorithm. However, 
nodes in LEACH and EEUC switch radio mode to single-
hop depend on distance between itself and the sink node, 
whereas in HCP, only nodes that loose link during service 
are allowed to send data directly to the sink node to 
maintain quality of service. Since LEACH, EEUC and HCP 
all belong to subcategory of clustering approach, the 
comparison is positive and worthy. ECLP is selected since 
it also applies layer design. A meaningful comparison can 
be given between ECLP and HCP. 

As Fig. 2 illustrates the number of live nodes changes over 
time. HCP demonstrates significant longer service period 
than LEACH and EEUC. However, the ECLP shows better 
performance. 

 

Fig. 2 Number of live nodes. 

The reason is analyzed from a node efficiency aspect, which 
is shown in Fig. 3. Curves of LEACH and EEUC in Fig. 3 
are the same with Fig. 2. It is because the link of these two 
algorithms is guaranteed since all nodes are able to reach 
the sink node by single-hop transmission. However, the 
node efficiency (percentage of nodes that are able to reach 
the sink node) of ECLP varies wildly, and then drops 
dramatically to a low level at a particular time spot. This is 
because that node in ECLP is link oriented. In multi-hop 
transmission mode, the sink node receives data from nodes 
closer to itself. This leads to huge energy consumption of 
these one-hop nodes, and obviously, the number of 
available one-hop nodes decrease during service. As a result, 
branches in the network tend to converge to one-hop nodes 

that are still available for data relay task. All nodes that 
have distance larger than one-hop distance lose links at the 
time the last one-hop node’s residual energy is below its 
threshold, i.e., disconnecting all links and only send its own 
data. Though some nodes are still alive in ECLP, the 
network cannot service any more. 

 

Fig. 3 Node efficiency. 

The comparison between ECLP and HCP mainly 
concentrates on data relay efficiency, in other words, 
number of nodes that are hierarchical to the sink node 
during service. The HCP exhibits good performance on 
balancing energy consumption for each layer. Compared 
with ECLP of node efficiency, the variance of HCP is much 
smaller and smoother. The reason for such comparison 
result is that layers in ECLP categorize nodes, but layers in 
HCP classify clusters. Moreover, ECLP routing protocol 
does not apply single-hop transmission, nodes lost link 
broadcast error message and when reconnection attempt 
fails, they stop relaying data until next network 
configuration stage. In HCP, a node that lost link transmits 
data directly to the sink node. 

A node efficiency comparison of one-hop nodes between 
ECLP and HCP is illustrated in Fig. 4. According to the 
simulation, the number of one-hop node is less than 10% of 
total number of nodes. As we can see, the percentage of 
available one-hop nodes in the figure decreases over time. 
The curve of HCP represents that the number of available 
one-hop nodes decreases smoothly. HCP provides longer 
network service time in terms of percentage of available 
one-hop nodes. 
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Fig. 4 Efficiency of one-hop nodes. 

 

IV. CONCLUSIONS 

This paper presents an innovated routing approach called 
hierarchical clusters design for wireless sensor networks. 
The goal of this proposed algorithm is to minimize energy 
dissipation difference in each layer, especially to relieve 
energy consumption pressure of nodes near sink node. 
Furthermore, a novel utilization of single-hop transmission 
mode is described in order to maintain node efficiency in 
the network. The hierarchical cluster design demonstrates 
promising network performance through simulation. The 
network lifetime is significantly prolonged compared with 
other algorithms. By using TDMA communications 
protocol and layer network architecture, the transmission 
delay is also reduced. The future work is needed to continue 
improve node efficiency, and the algorithm should be 
enhanced in larger scale of wireless sensor networks. 
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Abstract - the propagation speed of an acoustic signal is 
much slower than the speed of a terrestrial radio signal due 
to the physical characteristics of an underwater acoustic 
channel. This large delay can impact the throughput of the 
channel. There is also a very high delay variance which 
presents unique challenges to the designs of efficient 
protocols. The inconsistent delay renders many traditional 
communication protocols insufficient since they rely on 
accurate estimations of the round trip time (RTT) between 
two communication nodes. We presented a unique approach 
to develop a Cluster based delay-tolerant protocol (CBDTP) 
to address these problems by predicating a value for a sensor 
node if its data were not received at the sink node instead of 
having the sensor node retransmit its data. The CBDTP can 
reduce data traffic over the networks and uses the network 
resource more efficiently.  In this paper we improved our 
CBDTP protocol by introduced a self-adoptive algorithm at 
MAC layer protocol to better address the inconsistent delay 
problems.  It improves the performance of CBDTP protocol 
in a dynamic deployment environment.   

Keywords: Underwater Wireless Sensor Networks, Acoustic 
Channel, Delay Tolerant Protocols.  

 

1 Introduction 
  We live on the surface of the earth of which close to 70% 

is covered by water. Underwater wireless sensor network 
(UWSN) is a promising technology to enable applications 
such as: oceanographic data collection, pollution monitoring, 
offshore exploration and tactical surveillance systems for 
homeland security. Ocean bottom sensor nodes can collect, 
process, and transmit data to surface or onshore stations via 
direct link or multi-hop relays. Compared to most terrestrial 
wireless sensor networks, the major difference is that UWSN 
uses acoustic wave instead of radio wave communication due 
to the poor propagation capability of radio waves under water. 
The physical characteristics of the underwater acoustic 
channel present a new set of challenging problems, such as, 
low bandwidth, long and variable propagation delays (5 times 
longer than radio) and high failure rate [1]. Many terrestrial 
radio-based wireless network protocols might not work well 
for underwater acoustic sensor networks. 

  

Our research focuses on a major type of underwater 
wireless sensor network application, underwater environment 
monitoring, and security surveillance in rivers, lakes and 
oceans. This type of network requires a long duration of 
reliable operation with consideration of sensor failures and 
intermittent connections. Our goal is to explore new concepts 
in network protocol design that lead to more efficient use of 
scarce resources while tolerating longer delays and disrupted 
connections. 
     The rest of the paper is organized into the following 
sections.  In section 2, we summarize some of the key issues 
and challenges in protocol design and implementation for 
underwater sensor networks due to long and inconsistent 
delay time.  We reference some of the recent works related to 
delay-tolerant protocols to provide a background for our 
research.  In section 3, we define a system model with 
abstraction and assumptions about the operation environment 
for the type of UWSN applications we are studying.  In 
section 4, we present the design philosophy of the CBDTP as 
well as its finite state machine representation and the 
algorithms used in the CBDTP protocol including a newly 
designed self adoptive algorithm to adjust the expected packet 
arrival window based on past delay profiles.   Simulation 
study and performance analysis are presented in section 5.   
We conclude the paper in section 6 to highlight the major 
contributions of our study and some open problems for future 
research. 
 

2 Background and Related Work 
 Recent advances in communications and electronics have 

enabled the development of economical, low-power, 
multifunctional underwater sensor nodes that are small in size 
and can communicate for short distances via wireless links 
[2,3].  These sensor nodes are usually scattered underwater at 
different depths or at the bottom of the ocean floor. Each of 
these sensor nodes has the capability to collect data and route 
data back to the surface or to onshore sinks. Data is routed to 
the sinks by a multi-hop infrastructure-less architecture. Then 
the sink sends the data to a data processing center that could 
be many miles away [1]. One of the typical underwater 
wireless sensor network deployments is shown in Figure1.   
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Figure 1.  An example of underwater wireless sensor network architecture 

 
Figure1 shows a UWSN network that has a 3-D topology 
and consists of heterogeneous nodes. Some nodes are more 
powerful and can perform more functions than others.   For 
example, there are one or more sensor nodes (uw-sensor) in 
each cluster.  But there is only one cluster head (uw-sink) 
which has more resources and can perform more functions 
than the sensor nodes, such as collecting data, controlling 
sensor nodes, and relaying aggregate data to the surface 
sinks via a vertical communication link.   A sensor node 
only performs a few simple tasks with limited resources.  
Most sensors have the components that provide data 
collection/storage, data processing, communication 
functions and power supply (Fig. 2). 
 

 
Figure 2. Internal architecture of an underwater sensor node 

 
These nodes can be deployed from a few feet to 

10,000 feet deep underwater. In the case of an oil 
company’s offshore exploration and production platforms, 

sensor nodes are deployed up to 12,000 feet deep. These 
sensors can cover 400 square km of ocean floor [3]. They 
are used to collect data about water temperature, ocean 
current motion, strain gauges, long term fatigue and pipe 
corrosion. 

The underwater acoustic propagation speed is five 
orders of magnitude slower than the speed in a terrestrial 
radio channel. The speed of acoustic signal is 
approximately 1500 m/s [2]. This large delay can reduce 
the throughput of the channel. There is a very high delay 
variance which makes efficient protocol designs even more 
difficult. The inconsistent delay renders many traditional 
communication protocols insufficient since they rely on 
accurate estimation of the round trip time (RTT) between 
two communication nodes. 

Let’s consider TCP protocol as an example. TCP is a 
reliable communication protocol between nodes. Node A 
sends a packet to node B. Node B sends an 
acknowledgement (ACK) back to node A when it receives 
the packet. If node A did not receive the ACK from node B 
after waiting for a period of time (based on RTT 
estimation), node A will assume the package was lost and it 
will send the packet again. This hand-shaking protocol 
guarantees a reliable communication between the two 
nodes. But the traditional TCP protocol does not work well 
in the case of long and inconsistent delays for underwater 
acoustic networks due to high delay variance and disrupted 
communication link.  Considering the same example 
above, node A does not know if the packet were lost or 
how long it should wait for the ACK from node B.    There 
is no way to know how long the RTT will be in the case of 
an extremely long delay.  Therefore node A will keep re-
transmitting the same packet many times.  it overloads the 
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channel, wastes resources, and increases the risk of packet 
collisions.   

There are a few previous published papers on delay-
tolerant networks addressing the long delay problems in 
underwater acoustic networks.   In [4], a propagation-
delay-tolerant collision avoidance protocol was introduced 
to improve throughput performance while avoiding 
collision.   The authors of [4] conducted a simulation study 
to show their protocol has better performance than 
traditional CSMA/CA protocol which is a widely used in 
Wi-Fi networks.   The authors of [5] address the long delay 
problem in acoustic networks from network routing 
perspective.   In [6], a data transport ferries concept was 
introduced as a delay-tolerant solution to address both long 
delay and low channel reliability problems. A data ferry is 
used to store and forward data from one node to another 
node.  It works better in case of long delay and disrupted 
connection between certain nodes. Their work achieved a 
common goal, which is overcoming or tolerating the long 
propagation delay.  Their proposed protocols still rely on a 
fair accurate round-trip-time (RTT) estimation. They do not 
work well in case of high delay variance since it would be 
difficult, if not impossible, to fair accurately forecast the 
RTT value in such case.  

We have developed a prediction based delay-tolerant 
protocol (PBDTP) to address this problem at TCP layer [7]. 
PBDTP can tolerate long and inconsistent delays as well as 
connection disruptions by predicating a value for a sensor 
node if its data was not received at the sink instead of 
asking the node to retransmit its data. PBDTP significantly 
reduces data traffic over the networks and uses the network 
resource much more efficiently.   In this paper, we present 
our recent study on applying PBDTP concept in designing 
a cluster based delay tolerant protocol (CBDTP).  CBDTP 
is an enhancement to the most commonly used CSMA/CA 
MAC layer protocol (IEEE 802.11).  Our simulation study 
shows that it increases the throughput and reliability of 
communications within a cluster. 
 

3 The Cluster Based Network Model 
      The system model we specified here reflects the 
operation of a typical UWSN application for environment 
monitoring and detection.  The system model is constructed 
based on acoustic channel characteristics that are 
applicable to underwater monitoring applications from a 
few hundred feet to ten-thousand feet. These UWSN 
applications are deployed in oceans or lakes with a large 
body of water.  It is a heterogeneous sensor network with a 
three dimensional hieratical topology as depicted in Figure 
1.   A basic underwater operation unit is a cluster which 
consists of a number of sensor nodes with less resources 
and one cluster head node with more resources (Fig. 3).   

 
Figure 3.  Cluster Based Delay Tolerant Protocol 

      
      Sensor nodes associate themselves to a cluster 
according to their close proximity to the cluster head.   In 
most of the case, sensors in a cluster are located at 
relatively the same depth.  Sensors only communicate with 
their head node directly (in one-hop distance).  The cluster 
head collects data from sensor nodes or issues control 
commands to sensor nodes via a half-duplex acoustic 
channel.  The cluster head also sends data to the surface 
sink vertically via one hop or multiple relay nodes. Due to 
effective communication ranges of the nodes, there may be 
a number of clusters in order to cover a large underwater 
area.  In deep water applications, it may be necessary to 
deploy multiple relay nodes at different depths to relay data 
to a surface sink in multiple hops.   
      To keep the system model simple, we assume there is a 
direct link between cluster head and surface sink (Fig. 3).  
In most of the case, the cluster head has more resources 
and transmission power to send acoustic signal over much 
longer distance than a sensor node.  We further assume that 
all nodes are stationary (anchored without mobility, except 
for drafts in a short range due to undersurface water 
current).  Sensor nodes are deployed by surface or 
submarine vesicles. The vertical position (depth) is 
determined by the length of the anchor chains.   We assume 
the sensors’ horizontal positions are known to the UWSN 
operators via localization techniques [8]. However, the 
underwater horizontal positions may vary from their 
targeted positions due to drafts as a node is sinking.  We 
assume such drafts are in small range and can be 
negligible. 
From a real-world UWSN operation perspective, we 
describe how the system model works in 3 phases as listed 
below:  
 Pre-deployment configuration - Before sensor nodes 

are deployed underwater, sensor node IDs are 
registered.  Each sensor node needs to know the cluster 
head ID (CID) and the cluster head needs to know the 
entire sensor node IDs (SID) which belong to the 
cluster.  

 Cluster formation (convergence) – During this phase, 
each sensor will exchange a probing message with the 
cluster head in order to confirm the existence of the 
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sensor node and to profile the communication link at 
the cluster head. 

 Normal Operation – The cluster head starts to collect 
data from the sensor nodes and occasionally exchanges 
control/status messages with sensor nodes after 
forming the cluster.  The system model can support 
three major groups of communication protocols for 
data communication between sensor nodes and the 
cluster head node, namely, a TDMA based protocol, a 
cluster head based query protocol (poll), and a sensor 
node event-driven protocol (push).  

In this paper, we present our initial work on the cluster 
head based query protocol.  We investigated this protocol 
first because of its simplicity and its wide applications in 
UWSN environment monitoring.   We will report our work 
on TDMA and event-driven protocols in the near future. 
 

4 The Protocol Design 
    Underwater communication channels are subject to 
acoustic propagation characteristics including higher rate 
of link failure, long and inconsistent propagation delays 
[9].    Our design objective is to develop protocols that can 
tolerate these challenges presented in UWSN to improve 
performance   and conserve system resources.   
     Since sensor nodes and the cluster head node in a 
cluster exhibit different behavior at different phases, it is 
better to illustrate the CBDTP protocol using two finite 
state diagrams, one for sensor nodes and another one for 
cluster head nodes [Fig. 4]. 

 
(a) State diagram for sensor nodes 

 
(b) State diagram for cluster head nodes 

 
Figure 4. Finite state machine representation of CBDTP protocol 

There are 5 states for the sensor nodes (Fig. 4a), they are: 
1. Idle state – This is the initial state. All the sensor 

nodes are set to this state at the time of deployment. 
The converge bit is set to zero (convBit=0) 

2. SendingCRP state – If a sensor is in the Idle state and 
convBit=0 then it enters the SendingCRP state.  This is 
the state where sensor nodes send a probe message 
(CRPSent-cluster register packet) to the cluster head. 

3. WaitingConverge state – After sending a probe 
message, a sensor node enters the WaitingConverge 
state to wait the reply from the cluster head.  Upon 
receiving the reply (REC_ACK), the sensor node 
returns to the Idle state and set the convBit=1. 

4. ReceivingSRP state – While at the Idle state, if 
convBit=1 then a sensor node enters the ReceivingSRP 
state.  In this state, a sensor node waits for the data 
request packet from the cluster head node.  When the 
sensor node receives the data request (ReqRecved), it 
enters the DataSending state. 

5. DataSending state – While in this state, a sensor node 
assembles a data packet then it sends the data packet to 
the cluster head node.  Afterward, it returns to the 
ReceivingSRP state and repeats the same cycle.      

      
There are 6 states for the cluster head nodes (Fig. 4b), they 
are: 
1. Idle state - This is the initial state for cluster head 

node.  It works in the same way as in the case of 
sensor nodes. 

2. WaitConvReg state – This is the state where a cluster 
head node listens for the probe messages coming from 
all the sensor nodes.  It sets a timeout period that 
controls how long it will wait for the probe messages.  

3. NoteReg state – When the cluster head node gets a 
probe message, it enters the NoteReg state to register 
the sensor node ID in its registry.  Then it checks the 
timeout to determine if it should return to the 
WaitConvReg state for the next probe message or 
return to the Idle state and set the convBit=1. 

4. SendingSRP state – While in the Idle state, if the 
convBit=1, the cluster head node enters this state.  It 
will send a data request packet (SPRSent) to the sensor 
node which is in front of a registered sensor node 
queue.  Then the cluster head node enters Wait state 
and sets up a timeout clock. 

5. Wait state – While in the Wait state, a cluster head 
node waits to receive the data packet from the sensor 
node.  It will log the data (DataRecved) if the data 
packet arrives within the timeout period. Then it 
returns the SendingSRP state and repeats the same 
cycle with the next sensor node in the queue.  
Otherwise it enters the Predict sate. 

6. Predict state – A cluster head node enters this state 
because it did not receive the expected data packet 
from the target sensor node within the timeout period. 
The data packet could be lost or it has taken an 
unusual long delay.  The cluster head node predicts the 
data value based on previous data from this sensor 
node.  Then it returns the SendingSRP node. 
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The proposed CBDTP protocol design has two key 
components. Here we describe briefly how each 
component works. 
 

4.1 The Predication Algorithm 
    As shown in Figure 1, sensor nodes are grouped in 

clusters. Each cluster has a cluster head (black dot) and a 
few sensor nodes.  Sensor nodes send their data to the head 
node via one-hop horizontal links. The head node sends the 
aggregated data to a surface sink via a vertical link (Fig. 3). 
The head node collects data from sensor nodes in a round-
robin style at fixed cycles (called rounds).  The data flow is 
from sensor nodes to the cluster head then to the surface 
sink node.  The control flow is the reverse of the data flow.  
Since both data and control share the same half-duplex 
link, the link is shown as bi-directional in Fig. 3. 

Published research results show that the delay variance 
in horizontal acoustic links is generally larger than in 
vertical links due to the nature of underwater links [10]. 
The links between sensor nodes and the cluster head node 
are weaker links due to this fact. In the case of a long delay 
or an unexpected interruption, the head node will predict a 
value for the sensor nodes using the prediction algorithm. 
Based on our observations, we make two assumptions, (1) 
a sensor node most likely will report the same value or a 
similar value with a small change over a short time 
window. (2) Adjacent sensor nodes will most likely report 
the same values or similar values with small changes. The 
prediction algorithm predicts a value for a sensor node 
either based on the previous values of the sensor node, or 
its neighbor sensor nodes’ values.  It also can predict the 
value based on a combination of both.  The lost data 
packets are compensated at the cluster head node with the 
predicted values without resending the data.  The CBDTP 
protocol can tolerate long delays and irregular disruptions 
with efficient usage of network resources. 

 

4.2 The Adjustment Algorithm 
   If the head node receives data from its sensor nodes 

after making the prediction, it can replace the predicted 
value and use the real data value as the basis for future 
predictions for better accuracy. If the difference between 
the received value and predicted value exceed certain 
thresholds, the head node will send the newly received 
value to a surface sink so that the sink can make necessary 
adjustments based on application requirements. Otherwise 
no actions are taken. 
 

5 Simulation and Performance Analysis 
A preliminary simulation study was conducted to 

validate the system model and to measure the CBDTP 
protocol performance against our design objectives.  We 
measure the communication link performance between a 
sensor node and the cluster head in term of throughput 

(number of packets per unit of time) and the data accuracy 
(the difference between the data sent by sensors and 
estimated data received at the sink in the case of 
predictions were made).     

We compared the performance of the CBDTP protocol 
and the traditional CSMA/CA protocol under the same 
simulation conditions to test if the proposed CBDTP 
protocol can achieve reasonable performance gains over 
CSMA/CA protocol.  We implemented a simulation study 
at MAC layer to compare the CBDTP protocol with a few 
other protocols including CSMA/CA protocols [3, 4, and 
5].  

 

5.1 Simulation Model 
There are many ways to conduct a simulation study.  

In this paper, we present a set of simulation scenarios that 
closely reflect the class of UWSN applications for 
environment monitoring and detection.   Since a cluster is 
the basic operation unit of a UWSN application and it 
presents the most challenges in its horizontal 
communication links, therefore we focus our simulation 
study on communications links between sensor nodes and 
the cluster head node within a cluster.  We set the cluster 
size with 7 sensor nodes and one cluster head node.  All the 
sensors are within the maximum distance of 500 meters 
from the cluster head.  The baseline propagation delay (dt) 
is about 1/3 second or 333ms.   The propagation delay 
variance (Δdt) can be 0 to 100ms in addition to the 
baseline.  In order to simulate the reliability factor of the 
channel, we introduce a probability of channel failure (p).  
We set the channel failure value in the range of (0.01, 0.05, 
0.10, 0.15, and 0.20) to study the impacts on channel 
performance. 

The simulation program is written in C++ with 
distributed processes to emulate the sensor nodes and the 
cluster head node. Each process is a self-control entity.  
The sample size of each simulation run is 1500 rounds of 
data collection. 
There are two specific functions that we implemented in 
the simulation.   
 We adopted the Newton method to estimate the data 

value in the prediction algorithm using three data 
values in previous rounds to achieve better accuracy. 

 Due to propagation delay inconsistency, a fixed 
timeout window set for an acoustic channel may not 
best reflect the dynamic changes over time.  We 
introduced a dynamic self-adoptive timeout window 
management schema based on the well known 
Jacobson-Karn’s Algorithm [11] which adjusts the 
timeout window based on past delay profiles. 
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5.2 The Adaptive Round Trip Time (RTT) 
Estimation Algorithm 

 The Jacobson-Karn’s Algorithm in its original form is 
defined as: 

D = αD +β |RTT – M|       (1) 
Timeout = RTT + 4D       (2) 

 
Where RTT is the expected value for round trip time. D is 
the standard deviation of RTTs. M is the observed value 
for round trip time.  |RTT – M| is the difference between 
the expected and observed values.   In our simulation we 
set α=1, β=1/8 and use 2D instead of 4D for a better RTT 
estimation pertain to unreliable underwater channels.    

 There is a known problem with Jacobson-Karn’s 
Algorithm when it is applied to a highly unreliable channel.  
When expected data does not arrive during the timeout 
window, it is not clear whether it is due to congestion or 
due to lost data. Making a wrong judgment can be costly.   
For example, increasing timeout window may improve 
performance in case of congestion. But it can impact 
performance negatively in case of data lost.  To address 
this problem in our simulation, we developed an algorithm 
to offset the timeout window calculated by Jacobson-
Karn’s algorithm with a dynamic factor based on past 
history of data lost ratio.   
 

5.3 Performance Analysis 
Our initial simulation results show that the proposed 

CBDTP protocol performs better than traditional 
CSMA/CA protocol in the above scenarios that are used for 
the simulation. Figure 5 shows the throughput (data packet 
received by the cluster head node per minutes, 500 
bits/packet) in a typical environment monitoring 
application with low to moderate data rate.   There are three 
lines in the chart.  They represent the effective throughput 
(square-dot line), the real throughput (diamond-dot line) 
and the CSMA/CA throughput (triangle-dot line).  We use 
both the effective throughput and real throughput to 
measure the performance of the proposed CBDTP.  The 
effective throughput includes the predicted data packets 
which were lost during transmission.  Since the CBDTP 
uses the estimated data value to make up the lost data 
packet.  The net effect of throughput is higher than the real 
throughput which only counts the packet that went through 
the channel.  The performance gain over the CSMA/CA 
protocol is amplified as the channel quality gets worse (as 
channel failure probability increases from 0.01 to 0.20).  In 
other word, the CBDTP protocol can better tolerate the 
channel quality degradation than the CSMA/CA protocol 
does.  

 

 
 
 

Figure 5. Cluster throughput comparison 
 
While the CBDTP protocol has a notable performance 

gain in terms of throughput, we are also very interested in 
the quality of CBDTP in terms of data accuracy.  We 
define data error as the differences between the received 
data values and the original values the sensor nodes 
collected and sent.   In order to measure the data error, we 
extracted the average value of sensor data from all the 
nodes, which is the ocean water temperature and the 
average value of data received at the cluster head node 
(includes both real data and estimated data).   Our 
simulation data shows that the two average values are very 
close (Figure 6).  The average value of sensor data is 
shown as square-dot line and the average value of received 
data is shown as diamond-dot line.  To measure data error 
variance and distribution, our study shows the mean value 
of data error is 0.12 and the standard deviation is 0.90 with 
15000 samples.  

 

 
 
 

Figure 6. CBDTP protocol average temperature data 
accuracy 
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6 Conclusions 
 In this paper, we point out the challenges and 

problems that UWSN design engineers and operators are 
facing, in particular, the problems of link reliability, long 
delay and inconsistent delay.  Traditional protocols do not 
work well with these problems.   We proposed a new 
CBDTP protocol to overcome these challenging problems.  
We made two key contributions in the proposed CBDTP 
protocol, namely, data prediction and adjustment 
algorithms.  Our simulation study shows the CBDTP 
protocol outperforms the traditional CSMA/CV protocol 
while maintaining good data quality.     

There are a few open issues that require future 
research within the CBDTP framework on TDMA and 
event-driven protocols as well as further refinement of the 
query based CBDTP protocol to better manage the dynamic 
of timeout windows.   CBDTP also faces a scalability issue.  
As the number of sensor nodes increases, the duration of a 
data collection round increases proportionally. In our 
simulation, we used a cluster with 10 sensor nodes.  But in 
a real UWSN application, there can be a few hundreds 
sensor nodes in a cluster. We also plan to investigate 
CDMA/OFDA multi carrier channels for each sensor node 
sending data to cluster head at same time in a single RTT 
window.   
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Abstract - Sensors have limited resources in sensor networks, 
so efficient use of energy is important. Representative 
clustering methods, LEACH, LEACHC, TEEN generally use 
direct transmission methods from cluster headers to the sink 
node to pass collected data. If clusters are located at a long 
distance from the sink node, the cluster headers exhaust a lot 
of energy in order to transfer the data. As a consequence, the 
life of sensors is shorten and re-clustering is needed. In the 
process of clustering, sensor nodes consume some energy and 
the energy depletion of the cluster heads meets another energy 
exhaustion. Many routing studies have been for saving energy. 
Generally, sensor nodes exchange routing information with 
each other in order to create a routing table. Due to this, a 
large amount of bandwidth is consumed and a large overhead 
is occurred. In this paper, we propose a Multi-hop Source 
Routing(MSR) method without routing tables in cluster sensor 
networks. This method uses the topology matrix which 
presents cluster topology. The experiment results show that 
proposed routing method is energy-efficient that any other 
routing method based on the routing table in clustered sensor 
networks. 

Keywords: Multi-hop source routing, Clustering, Sensor 
networks, Topology Matrix, Energy Efficiency 

 

1 Introduction 
  Wireless Sensor Networks collect data on the 
surrounding environment and can be applied to a variety of 
purposes such as intrusion detection in military areas, area 
security, and environmental monitoring of temperature and 
humidity. Sensor nodes become aware of the resulting 
symptoms, and transmit the measured data to a base station, 
which in turn analyzes the data. A limitation arises due to the 
limited resources of sensor nodes on the wireless sensor 
networks. Many studies on the efficient use of energy have 
been conducted to overcome this problem [1-17]. Typically, 
neighboring sensor nodes collect similar information, leading 
to large energy wastage because of duplicated transmission of 
similar information. Consequently, many cluster methods on 
sensor networks have been studied. Clustering, in which the 
sensor network is divided into non-overlapping groups of 
nodes, is an effective method for achieving high levels of 

energy efficiency and scalability. In clustering, each node 
belongs to a local cluster and a cluster head integrates the data 
collected from members of the cluster, and then transmits it to 
a sink node. This prevents duplicate transmission of similar 
information and gives low-power networking in the sensor 
networks[2-14]. As a representative cluster protocol, there are 
protocols such as LEACH, TEEN, APTEEN[2-4]. Such 
protocols are based on the assumption of LEACH network 
environments. In the LEACH network environments, all 
sensor nodes are possible to communicate directly with the 
sink node, located in the far distance and cluster heads send 
data to the sink node directly. It causes a lot of energy 
consumption and is likely to be shortened lifetime of the 
cluster head. In clustered sensor networks environment, multi-
hop transmission for energy efficiency measures is needed.         
Generally, cluster heads can perform multi-hop routing based 
on the information in the routing table[8-13]. Sensor nodes 
exchange routing information with each other in order to 
create a routing table. Due to this, a large amount of 
bandwidth is consumed and a large overhead is occurred. In 
this paper, we propose a source routing method without 
routing tables in cluster sensor networks. This method uses 
the topology matrix which presents cluster topology. Section 
2 introduces the topology matrix in a cluster sensor network, 
section 3 introduces our proposed Multi-hop Source 
Routing(MSR) method and section 4 introduces the entire 
networking and routing procedures and section 5 presents the 
results of performance evaluation.  Finally, section 5 
concludes conclusion. 

2 Related Works 
 The data transmission of nodes in the cluster boundary 
can cause interference for data transmission neighbor clusters. 
Fig. 1 shows this situation that the node, located on the 
boundary of the cluster, affects to neighboring clusters and the 
data transmission can cause the collision and interference.  

 

92 Int'l Conf. Wireless Networks |  ICWN'13  |



Fig. 1 Collision and interference of boundary nodes between 
neighboring clusters 

 
In [14,15], a method allocating different frequency 

channels between neighboring clusters is proposed in order to 
solve the problem and it generates the topology matrix which 
represents the cluster topology in a cluster sensor network. 

 

 
(a) Cluster sensor network        (b) The hexagonal model of (a) 

 

 
(c) Nine cluster hexagonal model 
Fig. 2 Topology and hexagonal models in cluster sensor networks 

 
Cluster topology matrix is generated based on a hexagon 

model. Fig 2(b) presents the topology of 2(a) as a hexagonal 
model. (1) is the topology matrix of 2(c)[16]. 
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         (2) 
After the formation of clusters, each cluster collects the 

information of its neighboring clusters and transfer it a server 
or a gateway. The server generates a cluster adjacency matrix 
using the information received from all clusters in the network 
and then a topology matrix T based on A. Resource allocation 
matrix RA is generated based on the topology matrix and 
allocates non-overlapping among neighbor clusters in (2). 
 

3 Multihop Source Routing(MSR)      
based on Topology Matrix 
As a way to transmit data to the sink node, each cluster 

head uses DV(Distance Vector) value which is calculated by 
subtracting from the destination index to the source index of 
the topology matrix. DV appears as follows. 

),jj,i(i)j,(i)j,(iDV sdsdssdd --=-=  

where the destination element of T matrix is 
dd j,it  and 

the source element of T matrix is .t
ss j,i  

The cluster head calculates DV value and determines the 
next cluster head using the DV rule of table 1. When source 
cluster t2,4 transfer data to destination cluster t3,7, DV is (3, 7)-
(2, 4)=(1, 3). (1, 3) is applied by the rule (i>0, j>i) and the 
next cluster is determined by ti+1, j+1 or ti, j+2. Source cluster is t2,4, 
so the next cluster is t3,5 or t2, 6 in fig 3(a). One of the both is 
randomly determined as a next cluster. When source cluster 
t2,4 transfer data to destination cluster t4,6, DV is (4, 6)-(2, 
4)=(2, 2). (2, 2) is applied by the rule (i>0, 0<j≤i) and the next 
cluster is determined as ti+1, j+1. Source cluster is t2,4, so the next 
cluster is t3,5 in fig 3(b).  

 
(a) Right-bottom direction destination 1 

 
(b)   Right-bottom direction destination 2 

Fig. 3 Routing based on DV pattern 

Table 1 Next cluster determination rule based on DV pattern 

DV-i DV-j Next Cluster 
i>0 j>i i+1, j+1  or  j+2 
i>0 0<j≤i i+1, j+1 
i>0 j=0 i+1, j-1  or  i+1, j+1 
i>0 -i≤j<0 i+1, j-1 
i>0 j<-i i+1, j-1  or  j-2 
i=0 j>0 j+2 
i=0 j<0 j-2 
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i<0 j>-i i-1, j+1  or  j+2 
i<0 0<j≤-i i-1, j+1 
i<0 j=0 i-1, j-1  or  i-1, j+1 
i<0 i≤j<0 i-1, j-1 
i<0 j<i i-1, j-1  or  j-2 

 
 
4 Networking and Routing Procedure 

Networking and Routing Procedure for clustered sensor 
networks consists of cluster setup period, channels allocation 
period, data sensing and collection period, routing and 
transmission period as shown at fig. 4. 
 

 
Fig. 4 A whole networking procedure in clustered sensor 
networks 
 

Clustering may use the method of a representative 
clustering research, LEACH. It replaces cluster heads by 
random based on probability in order to evenly the energy 
consumption between nodes on the sensor network. 

After a cluster setup phase, there is a channel allocation 
period. Each cluster head transfers the message including the 
information of neighbor clusters to the server and it generates 
a topology matrix T and a resource allocation matrix RA 
based on the information. The calculation for channel 
allocation is performed on a server and it can be the gateway 
of sensor networks. The server sends the matrices to each 
cluster head. Eech cluster has non-overlapping channel among 
neighbors based on RA. 

In data sensing and collection period, cluster members 
communicate with their cluster head using their allocated 
channel. TDMA is used for non-collision transmission within 
a cluster. Cluster members transfer their cluster head sensing 
data in their slot time as shown fig. 5. 

 

 
Fig. 5 A whole procedure in cluster sensor networks 

In transmission period, cluster heads aggregate the 
collected date and transmit a sink it. Cluster heads calculate 
DV value and determine the next cluster based on the rules of 
table 1. Routing message exchange for routing tables isn't 
needed. 
 

5 Performance 
The experiment for the energy efficiency of MSR method 

based is performed. Energy consumption model[16,17] is 
shown by (4). 
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ETx is transmission energy. If distance is smaller than 

threshold d0, free space model(d2 : energy loss) is used, if 
distance d is larger than threshold d0, multipath model(d4 : 
energy loss) is used. k is the number of bits, Eelec is electron 
energy, εfs(free space) and εmp(multi-path) are amplification 
energy to maintain acceptable SNR. d is transmission distance, 

d0 is calculated by mp

fs

ε
ε

. ERx is receiving energy. 
 

Table 2 Experimental elements 

Elements Explanation Value 
k The number of bits 512 

d The distance between cluster 
centers 20m 

d0 87m 

Eelec Electron energy 50 nJ/bit 

εfs 
Free space amplification 
energy 10 pj/bit/m2 

εmp Multipath amplification energy 0.013 pj/bit/m4 
 

 
Fig. 6 Experimental topology model 
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Table 3 Direct transmission and routing based on the topology 
matrix 

  C1 C2 C3 C4 C5 
Routing table 71680  71680  71680  71680  71680  
MSR routing 46080  117760  117760  46080  46080  
  C6 C7 C8 C9 C10 
Routing table 189440  189440  332800  261120  71680  

MSR routing 46080  117760  261120  117760  11776
0  

  C11 C12 C13 C14 C15 

Routing table 117760  261120  71680  404480  40448
0  

MSR routing 46080  189440  117760  332800  33280
0  

  C16 C17 C18 C19 C20 

Routing table 261120  547840  691200  112128
0  

43008
0  

MSR routing 46080  332800  404480  619520  40448
0  

  C21 C22 C23 C24 Sink 

Routing table 71680  189440  261120  332800  61440
0  

MSR routing 46080  117760  404480  619520  61440
0  
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(b) MSR routing 

Fig. 7 Energy consumption 

 
Table 3 and Fig. 7 show the amount of energy used 

for the routing based on routing tables, MSR routing in the 
topology of fig. 6. The energy efficiency of MSR routing is 
better than that of the method based on routing tables. The 
total energy consumption of MSR routing shows 78.8% 
compared with that of routing based on routing tables. This 
method is simple and can be easily applied in practical 
systems. 

 

6 Conclusions 
 This paper proposes a multi-hop source routing(MSR) 
method based on topology matrix. This method uses DV value 
without routing table for energy efficiency when transmitting 
a sink data. It shows the improved performance in the energy 
consumption which compared with that of the routing method 
base on routing tables and our proposed  method.  
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Abstract - This paper proposes livestock farm integrated 
control system based on wireless sensor network. The 
conventional livestock farm control monitoring system based 
on the WSN realizes a higher value-added livestock 
farmhouse, however, it has a disadvantage that is difficult to 
carry out the integrated control of multiple livestock 
farmhouses by a system that could use for a single livestock 
farmhouse. Therefore, the proposed system stores the 
environmental information received from the individual 
livestock farm management server of the integrated livestock 
farm control system based on the distributed processing 
platform in a DB, carries out the integrated management and 
comparative analysis for the collected environmental 
information, and provides information on the integrated 
environmental information and the abnormal symptom of the 
livestock farm through the text service and the GUI of devices 
that could communicate when there is an abnormal symptom 
in the livestock farm. It could carry out the integrated 
management of individual livestock farm by applying the 
proposed integrated livestock farm control system based on 
the distributed processing platform, and could quickly cope 
with a dangerous situation of the livestock farm by informing 
it in real time when there is an abnormal symptom.

Keywords: WSN, Livestock, Distributed Framework 

2 

 

 

1 Introduction 

The WSN(Wireless Sensor Networks) is a technology that 
deploys sensor nodes with computing and wireless 
communication capabilities to the application environment, 
forms a network autonomously, and then collects physical 
information acquiring from the sensor nodes by wireless to 
utilize it for the purpose of monitoring/controlling etc. The 
WSN technology has been applied through a variety of fields 
including defense, medicine, road transport, security, and 
realizes advancement of the living standard[1,2,3,4]. 

In particular, the agriculture field improves productivity and 
increases customer's reliability by utilizing the RFID/WSN 
technology to apply into production, shipment and 

2 Corresponding Author 

distribution stages of agricultural products, and carry out the 
advanced enhancement of agriculture[5,6]. 

For the recent domestic livestock industry, its scale of 
breeding and the number of entities is increased to grow 
greatly in quantitative terms, however, it experiences 
difficulties due to the feed price advance caused by rising the 
international grain price, and it is unavoidable to have a head-
to-head contest with the advanced livestock countries due to 
signing of the FTA. In particular, it suffered a vast damage by 
various livestock diseases such as the foot-and-mouth disease, 
AI etc., and it led to the increase of mortality rate to bring 
economic damages of livestock farmhouses[7,8]. 

In order to solve such problems of domestic livestock industry, 
studies have been actively carried out on the livestock farm 
environment monitoring and livestock disease forecasting 
system utilizing the WSN technology, and this system could 
increase productivity and produce high-quality livestock 
products by creating the optimum livestock breeding 
environment and reducing the mortality rate and the 
production cost[9,10]. 

However, the existing developed systems have been 
developed in terms of a single livestock farm to be difficult to 
carry out the integrated management of multiple livestock 
farmhouses, and there is a problem that the rapid initial 
reaction is difficult because the information on the disease 
could not been understood in advance when the livestock 
diseases occur[11]. 

Therefore, this paper proposes a livestock control system 
based on the distributed platform in order to solve these 
problems. The proposed system connects computers with 
peripheral devices distributed in multiple places via the 
communication networks, could construct the complicated 
information system rapidly through modularization of 
components, and provides user management, output 
management, environmental control based data management, 
notification event management and data output management. 
Thus, by carrying out the integrated management of multiple 
livestock farmhouses' monitoring system and sharing their 
information, the rapid reaction is possible when the livestock 
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diseases or the abnormal symptoms of the livestock farm 
occur, so that it could minimize damages. 

This paper is organized as follows. Chapter 2, 3 and 4 
describe the livestock control system's structure, service 
process and system implementation, respectively, finally, 
Chapter 5 finishes with a conclusion. 

 

2 Design of the proposed system 
2.1 System structure 

The livestock control system proposed in this paper is 
based on the distributed processing system, and its structure 
is as the figure 1. 

 

 

Figure 1. The Structure of the distributed processing system 

The overall system consists of environmental sensors 
collecting environment data in a livestock farm, sink nodes 
collecting them to transmit, and a control system providing 
control and various information with the collected data.The 
control system not only carries out the integrated management 
of data collected in real time but also analyzes the collected 
information to provide information on functions, which could 
keep the optimum environment through the environmental 
control devices in the livestock farm, and whether or not to be 
abnormal, and the component for supporting various 
application services to user's environment in the livestock 
control system is composed of 5 modules such as the user 
management, device control management, environment 
control reference data management, notification event 
management and data output. 

The figure 2 shows the components and interface structure of 
the livestock farm control system. The user management 
module provides information on users managing each 
livestock farm, the environment data management module is 
one to carry out the integrated management of each livestock 
farm's environmental information, the environmental 
information reference data management module provides 
reference values for creating the optimum environment in the 
livestock farm, the notification event management module is 

one to inform each user via a communication method such as 
SMS etc. when the important event such as livestock diseases 
occurs, and the data output management module is an 
interface one to deliver information necessary to users and 
represent it on the screen through the GUI. 

 

 
Figure 2. Components and interface structure of the livestock 
farm control system 

 
2.2 System process 

Data is collected through the environment sensors installed in 
the livestock farm, and then the collected data values are 
stored in the DB, the livestock farm's environment is 
controlled as the optimum environment through the 
environmental control devices. At this time, the operating 
procedure of each component is as follows. The user 
management module distinguishes the corresponding user 
with the stored data, the data output management module 
instructs to output data to the GUI screen of the 
corresponding user, the environment control reference data 
management module analyzes whether the collected data 
value is compared with the reference value to carry out the 
environment control through the control devices, the 
notification event management module informs users when it 
is different from the reference value or there is a problem in 
the livestock farm, and data is output on the user's GUI screen 
through the data output management module. The figure 3 
shows the process of the distrivuted processing system. 

 
3 Service process 

This distributed platform based livestock farm control 
system provides the livestock farm management service, 
which offers the environment control and monitoring service 
for individual livestock farm, and the event notification 
service that quickly informs all users when capturing an 
abnormal symptom based on the collected environmental 
information. 
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Figure 3. The Process of the distributed processing system 

 
3.1 Livestock farm management service 

The livestock farm management service collects 
temperature, illuminance and humidity etc. of each livestock 
farm through the environment sensors installed in the 
livestock farm, and the collected environmental information is 
compared and analyzed on the server managing each livestock 
farm to use for controlling as the optimum environment. 

The automatic control service in the figure 4 stores 
information collected from the livestock farm into the DB, the 
control system calls it to compare the reference values stored 
in the DB with the collected data, and then it carries out the 
environment control suitable to the reference values.  

 

 
Figure 4. Auto control service of livestock farm 

The manual control service in the figure 5 collects 
environmental data inside and outside the livestock farm 
through the environment sensors, the control system transmits 

to users in real time, and users could control the facility after 
seeing the received data. 

 

 
Figure 5. Manual control service of livestock farm 

 
3.2 Event notification service 

The event notification service is one to prevent the 
livestock diseases or the dangerous condition of the livestock 
farm in advance by informing users in real time when 
capturing an abnormal symptom in the livestock farm. The 
environmental information collected from individual livestock 
farm is transmitted to the control system, and the control 
system analyzes the collected environmental information to 
send an event to all users if capturing an abnormal symptom 
in the certain livestock farm. In addition to this, a user could 
inform all the users by requesting an event directly. The 
figure 6 shows the operating process of the event notification 
service. 

 
Figure 6. The process of event notification service 
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4 Implementation of the proposed system 
4.1 Individual livestock farm management 

system 

In order to implement the distributed platform based 
livestock farm control system proposed in this paper, the 
control system is constructed first for each individual 
livestock farm. The figure 7 is the block diagram of individual 
livestock farm management system. 

 

 

Figure 7. Block diagram of individual livestock farm management 
system 

 

In the individual livestock farm management system, 
environment sensors are installed in the livestock farm to 
collect the livestock farm environment information such as 
illuminance, temperature, humidity etc. affecting the breeding 
of livestock, and a GW is installed to send the environmental 
data collected from the sensors to the individual livestock 
farm management server. The installed environment sensors 
transmit the collected livestock farm environmental 
information at regular intervals, which is sent to the livestock 
farm management server through the GW. The transmitted 
livestock farm environment information is processed into the 
format that could be stored in the DB, its unit is converted to 
correspond with the measurement element, and the processed 
data is stored in the DB by using the update query through the 
sensor manager of the livestock farm management server. In 
addition, the IP based surveillance cameras are installed to 
collect image information of the livestock farm and the 
livestock, and they are used to investigate the cause when 
there is a theft or accident, or to check current conditions of 
the livestock farm. Images collected from the surveillance 
camera are transmitted to the livestock farm management 
server, and they are divided into the livestock farm ID and the 
camera number etc. to store in the DB. In order to control the 
livestock farm conditions such as illuminance, temperature, 
humidity and CO2 etc. affecting the breeding of livestock, the 
livestock farm control facility such as lighting, humidifier, fan 
heater, air conditioner, ventilator etc. are installed, and the 

relay modules are installed to control them by wireless. The 
figure 8 is the livestock farm model. 

 

 
Figure 8. A prototype of livestock farm 

 

The figure 9 is livestock farm management system's GUI 
applying the individual livestock farm management system. 

 

 
Figure 9. Livestock farm management system’s GUI 

 
4.2 The Integrated livestock farm control 

system 

The integrated livestock farm control system stores the 
livestock farm environment information collected from the 
individual livestock farm management system in the DB, and 
carries out the integrated management and comparative 
analysis of the collected environment data values to determine 
the abnormal symptom of the livestock farm. When an 
abnormal symptom occurs, the server could inform it to every 
user through the message transmission service and the GUI of 
devices that could communicate, and could inform the certain 
livestock farm's abnormal symptom to each user according to 
a user's request.  
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In order to construct the integrated livestock farm control 
system, the WAS used Tomcat-6.0.20, and the DB used the 
Mysql of version 5.0, the most stable one of currently released 
ones. The figure 10 is the GUI of the integrated livestock 
farm control system, which ① provides information on each 

user and the livestock farm information, ② represents the 
livestock farm environment information collected from the 
environment sensors installed in each livestock farm, and ③ 
indicates conditions such as the occurrence time, environment 
information etc. when an abnormal symptom occurs in the 
certain livestock farm. 

 

 
Figure 10. The GUI of the integrated livestock farm control 
system 

 

The services provided through the GUI are offered by 5 
modules mentioned earlier, the user management module 
distinguishes the corresponding user, the data management 
module carries out the integrated management of each 
livestock farm's environmental information, the environment 
value reference data management module compares the 
collected environmental information with the reference value 
to determine whether or not to be abnormal, and the event 
management module indicates it to users on the GUI through 
the data output management module when it is greatly 
different from the reference value or there is a problem in the 
livestock farm. The livestock farm control system works with 
these operations.  

The figure 11 is a graph that represents the environment data 
measured for each livestock farm as the proposed integrated 
livestock farm control system was operated.  

 

 
Figure 11. The graph of measured environment data 

 
It could be known that the livestock farm A and B continue to 
keep uniform temperature and humidity condition, and the 
livestock farm C keeps uniform temperature and humidity like 
A and B but the rapid temperature change occurs at 20:02 
through the graph above. 
 
5 Conclusions 

This study constructed the integrated livestock farm control 
system based on the distributed platform as a control system 
to carry out the integrated management of livestock farm 
environment in the ubiquitous agriculture environment.  

It listed building blocks required for implementing the 
proposed system, interaction between the building blocks, 
operating process of the designed system, implementation and 
results of the system, the software structure is based on the 
distributed framework, the services to support the livestock 
farm control service were defined, it made the complicated 
information system could be rapidly constructed by 
modularizing the system components, and it is composed of 
the user management, output management, environment 
control reference data management, notification event 
management and data output management modules.  

It is considered that the proposed system could give much 
assistance to high productivity and production of high-quality 
livestock by carrying out the integrated management of 
multiple livestock farmhouses' monitoring systems and 
sharing the information, in addition to this, it is expected to 
minimize damages by enabling to rapidly deal with when 
there is livestock disease or an abnormal symptom in the 
livestock farm. It is expected that domestic livestock industry 
would be competitive because this system could provide 
reduction of labor force, production of high quality livestock 
and improvement of productivity etc. to the labor-intensive 
livestock industry. 
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Abstract - A hierarchical polling-based access scheme for 

Wireless Body Sensor Network (WBSN) is proposed in this 

paper. The proposed access scheme is structured in hierarchy 

to collect data from sensor nodes inserted in human body. In 

first level of hierarchy the sensor nodes are divided into 

groups and sensor nodes of each group communicate with a 

sink node which collects data by using polling technique. In 

second level, the sink nodes communicate with master node 

which collects data by also using polling technique. The 

sensor nodes from first level are provided with only single 

buffer to store data and intending to save energy by using 

small capacity buffer. The sink nodes have larger buffers and 

the master node uses exhaustive polling technique. The 

performance of the proposed scheme is studied using 

mathematical models known in the literature. The numerical 

analyses show that the proposed scheme can be efficient for 

WBSN application. 

Keywords: wireless, body sensor network, MAC, polling, 

mathematical modeling. 

 

1 Introduction 

   Wireless Body Sensor Network (WBSN) is composed of 

tiny electronic devices called sensors which are attached to the 

human body for remote monitoring of vital signs of human 

being. A sensor with processing and communication 

capabilities is denoted sensor node. 

  Since the sensor nodes of a WBSN can be placed under 

the human skin of difficult accesses and due to the small size 

of the nodes and the limited energy storage capacity of battery, 

the sensor nodes must mainly save energy. 

One of the tasks performed by sensor node that most spends 

energy is the communication. The sensor nodes must 

communicate externally with some device (sink node) for the 

transmission of collected data. Since many sensor nodes can 

be placed at human body, if more than a sensor node begins to 

transmit packets simultaneously, collisions will occur, and 

packets must be retransmitted. The packet retransmission can 

be an energy consuming process. Thus, an efficient medium 

access control (MAC) mechanism for collision reduction or 

elimination is fundamental for good operation of a WBSN. 

Furthermore, the use of sink nodes as centralized nodes for 

data collection from sensor nodes is more convenient because 

it simplifies the communication protocol, and it is appropriate 

for the collision reduction. 

 A MAC scheme based on polling technique and using sink 

nodes in a hierarchical structure is proposed in this paper. 

 This paper is divided into five sections. In the second 

section, the related works to this paper are presented. The 

proposed hierarchical polling based MAC scheme and some 

operations of the sources for WBSN are described in section 

three. In the fourth section, the mathematical modeling and 

performance analyses of proposed MAC scheme are carried 

out. Finally, the main conclusions are presented in section 

five. 

 

2 Related Works 

Many MAC schemes proposed in the literature for the 

WBSN are based on the standard 802.15.4 with beacon -

enabled star configuration which provides very low energy 

consumption [1]. However, since the scheme is not designed 

for WBSN applications some drawbacks have been pointed 

out [2], and recently many schemes of MAC protocols 

specifically for WBSN have been proposed [2-16]. Some 

proposals are based on the variations of standard 802.5.4 [5], 

[8] and [11], and others are based on TDMA access technique 

[3], [4], [7], [10], [14], [15] and [16]. Each of the proposals 

explores some special features based on medical needs. For 

instance, in [3-4] to deal with the light and heavy loads in 

normal and urgent situations, a context aware MAC is 

proposed. To guarantee QoS of a WBSN, a MAC protocol 

based on random access technique is proposed in [12]. In the 

proposal presented in [10], the heart beating is used for the 

purpose of clock synchronization. In [6], the beacon used for 

wake-up sensor nodes is used for battery charging, increasing 

the network life time. 

Recently, the standard 802.15.6 has been proposed for the 

wireless body area network [17]. This standard has three 

modes of operation: beacon mode with beacon period 

superframe boundaries, non-beacon mode with superframe 

boundaries and non-beacon mode without superframe 

boundaries [17]. The beacon mode is designed for medical and 

non-medical applications and has been the object of main 

standardization. 

The non-beacon mode without superframe boundaries has 

been less explored. In [20] and [21] MAC schemes using this 

mode were proposed. Both proposals are based on polling 

access scheme that avoids the need for periodical 

synchronization. In [20] a flexible a scheme that exchanges the 

normal polling operation mode to the urgent polling operation 

mode in case of emergency needs is proposed.  In [21] the 
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polling scheme using realistic sensor node models for WBSN 

are investigated by simulation.    

 The main objective of this paper is to propose an efficient 

polling access scheme for WBSN with a hierarchical structure 

of sink nodes to cope with the fact that the human skin is not a 

good electrical conductor and a sensor node may not have a 

direct communication with a sink node. 

 

3 WBSN and Proposed Mac scheme 

 A WSN composed by biological sensors designed to 

monitor vital signs of the human body is usually called 

Wireless Body Sensor Network (WBSN). This network, 

composed of many sensor nodes with processing, 

communications and limited energy capabilities, has the 

function of monitoring various activities of the human body, 

facilitating the assistance of patients who require remote 

medical attention.  

 Many sensors can be inserted into different regions of 

human body as the head, the thorax, the upper members, the 

abdomen and lower members. 

Basically, there are two classes of MAC mechanisms: 

ordered and random access. In the former, a centralized node 

(or sink node) is used to organize the conflict for the access of 

the output link. In the latter, each node transmits packets 

randomly to the physical medium and collisions may occur. A 

centralized node is more convenient for the WBSN because 

collisions can be avoided, thus saving energy.  

It is known that human skin is not a good electric conductor 

so that some implanted sensor nodes may not have direct 

communication with sink node. For instance, the sensor nodes 

implanted at back of body may have some difficult to 

communicate to the sink node placed in a belt at front of 

human body. To cope with this problem we propose the use of 

two or more sink nodes placed in a belt at different locations, 

so that a group of sensor nodes at back can communicate with 

the sink node located at back and a group of sensor nodes in 

front can communicate with sink node placed at front. To 

collect the data from sink nodes it is provided another node 

denoted master node. To collect data, the sink nodes as well 

master node use the polling technique. This structure will be 

denoted hierarchical polling-based access scheme as shown in 

Fig. 1. 

 The communication protocol for hierarchical polling-based 

access scheme proposed in this paper can be simplified using 

the fact that the sensors are located in close proximity to the 

sink node. The sink node broadcasts a packet carrying the 

sensor node number to be investigated, i.e., it is sending an 

authorization to a sensor node to transmit the packets. This 

authorization packet has in its header enough bits for bit and 

frame synchronizations of a sensor node. If a sensor node has 

packets to transmit, it recognizes its sensor node number and 

starts to transmit. After the transmission, the sensor node waits 

for acknowledgment in case of the need for retransmission.  If 

a sensor node doesn’t have packets to transmit, it can keep the 

transceiver in an off state and only switches to an on state in 

the case of packet transmission. The sink node recognizes that 

a sensor node is in off state after the transmission of an 

authorization packet and waits for a while. If the data packet 

from the polled sensor node doesn’t arrive, the sink node 

infers that the node doesn’t have packets to transmit and goes 

to other sensor node in sequence to poll. Thus, in this 

proposed protocol, the sink node does almost all of the 

communication functions, leaving the sensor node only the 

packet transmission function. This same communication 

protocol can be used in second level, that is, when the master 

node polls sink nodes to get the data. For WBSN, just two 

hierarchical levels may be enough. 

 

  

Figure 1. Hierarchical polling-based structure. 

 A sensor node can save energy by keeping the transceiver in 

an off state when is not transmitting packets. Another way to 

save sensor node energy is to implement functions at the node 

in which the sensors send only relevant information to the 

event observer.  For instance, a sensor monitoring body 

temperature sends only measurements which are above a 

certain value. The other criterion could be to transmit just the 

packets that are outside of a certain range.  

 Some different types of functions as shown in Tab. 1 can be 

implemented. In a sensor node implemented with threshold 

function type, only packets carrying information above a 

threshold are sent. In the case of an out-range function type, 

the sensor nodes sends packets with information that is outside 

of a certain range. For example, in a sensor node responsible 

for the heart-beat monitoring, it is desirable that only the 

measurements representing risks for a patient’s life be sent. 

For instance, the normal heart beat for a particular patient is 

100 beats per minute and it can vary between 80 and 120 beats 

per minute, then should be sent only measurements less than 

80 or greater than 120 beats per minute. 

 In the above-mentioned criteria, it is possible that there may 

be a hiatus where the nodes do not transmit any packet 

because no measurement satisfies the specified criteria for the 

transmission. Thus, to avoid a long silence of the sources, the 

discarded packets are counted and when this counting reaches 

a certain value, the next packet is sent, regardless if the 

measurement satisfies the criteria established or not. These 

functions represent the controlled threshold and controlled 

out-range functions in Tab. 1. 
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Table1. Function Types. 

Function 

type 
Description 

Threshold  Send packets carrying information above a threshold. 

Controlled 

Threshold  

Send packets containing information above a 

threshold or next packet when discarded packets 

reached a predefined number.  

Out-range 

 

Send packets carrying information outside a certain 

range. 

Controlled 

Out-range  

Send packets satisfying Out-range criterion or next 

packet when discarded packets reached a predefined 

number.  

 

4 Performance Evaluation 

 To analyze the proposed WBSN based on the hierarchical 

polling access control, the following assumptions are adopted. 

Each sensor node is using some kind of function type 

described in Tab.1, so that to only relevant packets containing 

measurements above a certain value or outside a certain range 

are randomly sent by sensor nodes. Using this approach, the 

Poisson distribution of rate λ can be approximately adopted at 

output of each sensor node. A deterministic packet length 

distribution with average E{X} bits long is adopted and is the 

same for all nodes. The channel capacity from sensor nodes to 

the sink node (or vice versa) or sink nodes to the master node 

(or vice versa) is R bits/sec. The number of sensor nodes in 

each group will be considered M and the number of sink nodes 

is N. 

 The walk time, w, between two consecutive sensor nodes in 

the polling is constant and the same for all nodes.   The 

propagation time of a sensor node to the sink node is the same 

for all nodes and is included in walk time.  

For the performance analysis of hierarchical polling, it can 

be considered that each group of sensor nodes and a sink node 

together is independent of each other, so that each group can 

be analyzed independently. Only a case considering single 

buffer in the first level will be analyzed. In that case, just a 

packet will be transmitted when a sensor node is polled and 

the input of sink node can be considered as approximately 

Poisson distribution with rate (1 – PL)Mλ. Assuming a large 

buffer size at sink nodes, an exhaustive service case will be 

considered in the second level, as shown in Fig. 2. 

 

 

Figure 2. Second level performance model. 

 

4.1 Firt level performance - single-buffer case 

The use of a small buffer size in a WBSN is important 

because the energy can be saved. In this subsection the 

analysis of one size buffer for hierarchical WBSN is carried 

out. 

The expression of waiting time for the polling technique 

using single buffer case has been solved and the expression is 

given by [22] 
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E{Q} represents the mean number of packets served in a 

polling cycle. 

     The mean cycle Tc1 for first level is given by [22] 
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    The transfer time for first level is given by 
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The packet loss probability for the blocked packets when 

the buffer has already stored a packet is given by [22] 
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For illustration of the above equations, a numerical example 

will be given. Let the packet length be E{X} = 900 bits, the 

number of sensors be M = 20, the channel capacity from nodes 

to sink node or vice-versa be R = 20 kbps and the 

authorization packet length be 10% of data packet E{X}. The 

above data packet length used is the average packet length 

obtained from [2], [18] and [19]. The transmission time of 

authorization packet is 90 / 20000 = 4.5 msec. Assuming the 

bit synchronism time at a node is equal to 2 msec, the walk 

time can be calculated as w = 4.5 + 2 = 6.5 msec. 

Defining the first level input load as 

 

R
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,                                     (6) 

Eqs. 1, 2 and 4 can be calculated numerically for each value of 

S1. For instance, for S1 = 0.5, the value of λ is 0.556, and using 

these values in Eq. 2 and solving numerically the value of 
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E{Q} will be  2.411 packets and E{W1} = 133.25 msec. The 

transfer time is 178.25 msec and the mean cycle time and 

packet loss probability are 238.51 msec and 9.01%, 

respectively. 

The effective arrival rate λeff is given by 

 

.                                   (17) 

Thus λeff is 0.506 packets/sec and the number of packets 

waiting in the buffer is by Little rule E{Nq} = λeff E{W1) = 

0.0674245 pckts. 

To overcome high loss of packets and long transfer time, 

smaller values of input load can be used. Figs. 3 and 4 show 

the transfer time and loss probability for various values of 

input load and number of sensors nodes. 

 

 
 

Figure 3. Mean transfer time of first level in function of input 

load. 

 
 

Figure 4. Loss probability of first level in function of input 

load. 

As can be noticed, the packet loss is higher for M =10 than 

M =30 because the input rate λ is inversely proportional to M 

obeying Eq. 6. For total input rates about 0.1 and 0.2 the loss 

probabilities are less than 2% and 4%, respectively, regardless 

of the value of M, which could be a good operation of the 

WBSN whilst saving energy.  

The difference between input rate and effective input rate at 

each node becomes greater as the total input rate increases as 

shown in Fig. 5.  

 
 

Figure 5. Input rates λ and λeff of first level in function of 

input load. 

On the other hand, the mean polling cycle time is directly 

proportional to the number of nodes and increases as the nodes 

grow as can be seen in Fig. 6. The cycle time also increases as 

the total input load is increasing. 

 
 

Figure 6. Mean polling cycle time of first level in function of 

input load. 

 
 

Figure 7. Number of packetes served in a cycle versus input 

load. 
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    Figure 7 shows the number of packets served in a cycle. The 

mean number of packets served is small, ranging from 0.15 

packets for S=0.1 and M=10 to 5 packets for S=0.6 and M=30 

. 

4.2 Second level performance - exhaustive service case 

 By assuming an exhaustive polling service, i.e., when a 

sensor node is inspected all the packets are served including 

those arriving during the service time, the average cycle time 

is given by 

    
  

    
 ,                                        (7) 

 

where S2 is given by 
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The stability condition is given by 
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The stability condition means that the polling scheme can 

complete the cycles without any buffer at nodes having 

packets waiting for long (infinite) times. 

    The queuing time in a buffer in the second level is given by 

[22] 
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for deterministic packet length. 

The assumption of constant walk time between two nodes 

adopted in Eq. 10 can be explained by the fact that the 

distances from sensor nodes to the sink node in a WBSN are 

very small and the authorization packet can simultaneously 

reach almost all the sensor nodes. 

The packet transfer time for the second level is given by 
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}T{E 22  .                      (11) 

The propagation time is neglected in the above equation, 

assuming that the distance from a sink node to the master node 

is very short reaching only a few meters.  

For illustration of the above equations, a numerical example 

will be given. Let the packet length be E{X} = 900 bits, the 

channel capacity from sink nodes to the master node or vice-

versa be R = 20 kbps and the authorization packet length be 

10% of data packet E{X}, as used in single buffer case, and the 

number of sink nodes be N = 2. Assuming the bit synchronism 

time at a node is equal to 2 msec, the walk time can be 

calculated as w = 4.5 + 2 = 6.5 msec. Assuming total input 

load of 10%, the numbers of sensor nodes of M = 10 and M = 

20 and by using Eq. 5, it can find out that loss probabilities PL 

are 1,81% and 1.31%, respectively. Using these values in Eqs. 

8, 10 and 11, the transfer times in a buffer are 57.79 msec and 

57.83 msec, for M = 10 and M =20, respectively. For an input 

load of 50%, and M = 10 and M = 20, the transfer times are 

254.00 msec and 311.53 msec, respectively. For a load of 

50%, the mean polling cycle times using Eq. 7 are 115.23 

msec and 144.27 msec for M = 10 and M = 20, respectively. 

Figures 8 and 9 show the mean transfer time and mean 

polling cycle time for other values. 

      

 

Figure 8. Mean transfer time of second level in function of 

total input load S1. 

 

Figure 9. Mean polling cycle time in function of total input 

load. 

 

Figure 10. Total meam transfer time in function of total input 

load. 

Figure 10 shows the total transfer time adding first and 

second levels of hierarchical polling-based MAC scheme. The 
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curves of Fig. 10 indicate that the transfer times still keep very 

small, less than 0.5 seconds for almost all input load so that 

the polling technique may be convenient for the application in 

WBSN. 
 

5 Conclusions 

 A hierarchical polling-based access scheme for Wireless 

Body Sensor Network (WBSN) was proposed in this paper. 

The main technical advantage of the polling access mechanism 

is the non-necessity of frame synchronization as the TDMA 

technique requires, and it has centralized control of sensors 

convenient for WBSN. The proposed access scheme uses the 

sink nodes in a hierarchical structure so that only the sensor 

nodes having direct communication with a sink node are 

served. The proposed communication protocol is simple, 

giving to the sink node majority of controls and leaving with 

the sensor nodes only the function of packet transmission, thus 

saving energy.  

 The mathematical modeling of the proposed scheme was 

done using single buffer at each sensor node in the first level 

of hierarchy and an infinite buffer for sink nodes in second 

level.   

 The analysis showed that for the first level using single 

buffer the transfer times can be kept very small. However, 

packet loss for high load (above 0.4) is prohibitive and must 

be avoided.  The analysis for second level using exhaustive 

service is dependent of number of sink nodes and also the 

number of sensor nodes of first level. Considering only two 

sink nodes, which we consider appropriate for WBSN, for any 

value of M (10, 20 and 30) and input load S1 of up to 0.5 the 

transfer times are less than 350 ms for all cases. However, for 

values above 0.5 the operation is becoming unstable and the 

transfer times are very larger. The total transfer times 

considering the first and second levels for load up to 0.5 are 

less than 500 ms for all cases, showing that the hierarchical 

polling scheme can be convenient for WBSN applications. It 

must be pointed out that used link capacity is not high, mainly 

in the case of communication between sink nodes and master 

node which was only 20 kbps. In this segment a higher 

transmission capacity can be provided so that a better network 

performance can be expected. 
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Abstract - To transmit multimedia data on WMSNs(Wireless 
Multimedia Sensor Networks), it is required to use efficient 
protocols to reduce power consumption. This paper presents 
an efficient protocol to transfer multimedia data by 
overhearing messages of nodes and by transmitting next 
packets during the unused time interval. The proposed method 
is verified its performance by simulations and experiments. 
The results shows that the transmission rate of the proposed 
method 50% higher than that of End-to-end protocol. Also the 
transmission time is reduced up to 50%. The results of real 
measurement are very close to those of simulations. The 
proposed algorithm shows very good performance compared 
with the End-to-End transmission method. The transmission 
performance of the proposed method is double that of the End-
to-End transmission. The experiment results show that 
average of the success rate is 93.78 %.  

Keywords: WMSN, End-to-end, Hop-by-hop, Overhearing 

 

1 Introduction 
  WSNs(Wireless Sensor Networks) are networks 
consisted of hundreds to thousands sensor nodes. Each node 
has a microprocessor with small memory, a communication 
device and sensors with an energy efficient power source. The 
power source may be batteries or solar cells to run a life time 
of several months to several years. Typically sensor networks 
are used to monitor environment events such as temperature, 
humidity, pollution level and so on. The rapid development of 
sensors and inexpensive CMOS cameras are allowed for the 
emergence of so called wireless multimedia sensor networks. 
WMSN (Wireless Multimedia Sensor Network) is a network 
of wirelessly interconnected sensor nodes equipped with 
multimedia devices, such as cameras and microphones, and 
capable to retrieve video, audio, images, as well as sensor 
data[1, 2].  

2 Related Work 
 Many researches of WSNs are concentrated on MAC 
protocols to optimize operations of WSNs. Le, Guyennet and 
Felea have proposed an overhearing based MAC protocol for 
WSNs. By using overhearing, the MAC protocol reduces 
redundant transmissions and energy consumption[7]. This 
paper is not applied to multimedia transmission. Kanzaki and 
et el. have proposed an overhearing-based transmission to 

reduce traffics of WSNs. By using overhearing, each node 
autonomously determines the temporal redundancy of its 
reading by applying a lightweight interpolation based on the 
readings acquired by itself before determining the spatial 
redundancy [8]. This paper does not describe application area.  
Data of WSNs are transmitted form a source node to a 
destination node, which is called End-to-End transmission. 
When the destination node receives a packet, it replies back 
ACK control signals to the source node[9].  

3 Proposed Algorithm 
 A new algorithm using packet overhearing is proposed. 
First of all, packet overhearing and its problem are discussed 
and a reliable transmission method is developed by removing 
transmission errors. This reliable transmission method is to 
transmit packets without using control messages signals at the 
MAC layer to transmit multimedia data for a short 
transmission time.  

3.1 Overhearing collisions 
 In wireless sensor networks, the wireless signals of a 
transmitting node propagate all neighbors of the sender. 
Sometimes it may work as interference signals or make 
collisions. If the interval of the transmission is adjust, 
wireless signals work as overhear packets, which make 
unnecessary consumption of node energy. Packet overhearing 
is used in synchronous CSMA protocols such as SMAC and 
TMAC, in which all nodes in a neighborhood wake-up 
simultaneously to listen to in coming packets. As shown in 
Figure 1, Node S overhears packets of Node R1, when Node 
R1 transmits packets to Node R2. If Node R1 relays packets 
of Node S to Node R2, Node S uses packet overhearing as a 
reliable transmission signal instead using ACK signals. 
Unnecessary signals do not be used for reliable signal. 

 In order to implement the overhearing packets, all 
sensor nodes must process them as control signals to relay 
packets to a destination. It is required to change the packet 
handling algorithm of the MAC layer. When a node receives 
overhearing packets, the node must handle packets although 
they are not transmitted to the node. 
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Figure 1. Packet overhearing by transmission of Node R1 
 

 After a packet is transmitted, the next packet is 
retransmitted sometime later. The time interval of packet 
transmission is important to prevent packet collision. Figure 2 
and Figure 3 show examples of packet collision. Figure 2 
shows that collision occurs in the middle of two nodes and 
Figure 3 shows that ambiguous collision occurs on Node R1 
since Node R1 receives a new packet from the node S and 
receives overhearing packet from Node R2 at the same time. 
Therefore, appropriate time interval to transmit packets must 
be decided to avoid collision[9,10]. 

 
 

 
 

Figure 2. Packet collision by an overhearing packet 
 

 

 
 

Figure 3. Packet collision by ambiguous collision problem 
 

3.2 Time interval modeling 
 To avoid collision and to make efficient and reliable 
transmission, it is required to decide transmission time 
interval. At Figure 4, Node S transmits a packet to Node R1 
during time t1. When Node R1 receives the packet, it 
processes for time   and retransmit the received packet to its 
next node R2 for time t2 . And Node R2 transmits the packet 
to Node R3. To avoid collisions the total time interval is 
calculated as Equation (1). The transmission time is 
represented as  t1 = t2  = t3 = t  since all packets are the same 
size. 

 
																																						 	 2                       (1) 
																																						 3 2  

  					         

   To use packet overhearing, it is required to transmit next 
packet after Ti time later. It means that there is no collision or 
transmission fail after Ti  time later.   
If Equation(1) is generalized for n nodes, it is represent as 
Equation (2). 
 

            1                          (2) 
 

 

 
Figure 4. Transmission time interval 

 

3.3 Proposed Algorithm 
 Without using control protocols, packet overhearing is 
used for the multimedia data transmission. By adjusting time 
interval of the packet transmission, the proposed algorithm is 
developed. The algorithm is shown in Figure 5. The algorithm 
is divided into two parts. One is the transmission part and the 
other is receiving part. In Figure 5, each node will work a 
source node or a destination node depending upon received 
packets. To avoid collisions, it is required that the timer must 
work accurately.  
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1. Transmission 

if ( source node ) { 
 if (packet = image message ) make packets from image 

 or  video data; 
 do until ( packet = the end of frame) { 
  Start Timer; 
  Transmit packets; 
  Change the receiving mode; 
 } 
} 
else if ( relay node ) { 
 transmit received packets to the next node;  
 change to receiving mode; 
} 
 

2. Reception 
receive packets; 
if ( not source node ) { 
 if ( packet = image message) { 
 find the node position if the message ; 
  if( not destination node ) { 
   increment message-relay-node count ; 
   transmit the message to the next node; 
  }  
 if ( destination node ) { 
  transmit Ack; 
 } 
 else { 
  change transmission mode; 
 } 
}  
else if ( source node ) { 
 if ( packet overhearing ) { 
  stop timer; 
  calculate interval time ;  
  change transmission mode; 
 } 
 else { 
  retransmit packets; 
 } 
} 

Figure 5. Proposed algorithm 
 

4 Simulation and Experiment 
 The proposed method is simulated using NS2 and its 
results are compared with the End-to-End transmission 
method. Also the algorithm is programmed on sensor network 
motes and measured its performance.  

4.1.1 Simulation 
 To setup simulation environment, the topology is shown 
in Figure 6. Five nodes are placed equally and the total 
distance from the source node to the destination is 100m. This 
configuration is good to find any problems to transmit packets 
continuously. Also it is fair condition to compare simulation 
results and the real measurement results. Table 1 shows 
simulation parameters.  
 

 
 

Figure 6. Network topology for simulation 
 

Table 1. Simulation parameters 

 
  CBR traffic is set to each transmission method and 
transmission time is 5seconds. The results of simulations are 
shown on Table 2. Transmission delay means that the interval 
time to transmit the next packet after a packet is transmitted. 
The transmission delay time of the proposed algorithm is the 
half of the End-to-End transmission. The number of 
transmitted packet is double of the End-to-End transmission. 
The reason is that the control signal, which is ACK, makes 
slow down packet transmission. 

 
 

Table 2. Simulation results for 5seconds 

 
End-to-End 

Transmission 
Proposed
Algorithm 

No of Packets 
transmitted 52 104 

No of failed 
packets 14 7 

Average 
transmission 
time(msec)

28.08 24.2 

Transmission
delay(msec) 96.15 48 

 

 End-to-End 
Transmission Proposed algorithm

Routing 
protocols AODV 

MAC and PHY IEEE 802.15.4 

Packet size 127 

Transmission 
Time 5 sec 
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 To apply to the multimedia sensor networks, JPEG 
image compression data is used for simulations. Three kinds 
of image size, which is 2KB(128 x 96), 8KB(320 X 240) and 
16KB(640 x 480) , are used for simulations. The simulation 
results are shown in Table 3. 
 
 

Table 3. Transmission performance for video images 
 

 
End-to-End 

Transmission 
Proposed
Algorithm

2KB (19) 1.824 sec 0.78 sec

8KB (75) 7.2 sec 3.1 sec

16KB(149) 14.304 sec 6.2 sec 

 
 

 The overall performance of the proposed algorithm 
shows double of that of End-to-End transmission. The 
transmission time is shown in Figure 7. By using overhearing 
packets and proper transmission delay time, the proposed 
algorithm improves transmission perpormance compared with 
the End-to-End transmission method. 
 

 
(a) End-to-End transmission 

 

 
 (b) Proposed method 

 
Figure 7. Transmission Time 

4.1.2 Experiments 
 The proposed algorithm is programmed and 
implemented on a sensor node, which is USS-2400 from 
Huins Co. TinyOS is the operating system of the sensor node. 
The firmware is modified to run the proposed algorithm. The 
timer of the nodes is set to 1msec to measure transmission 
interval. Experiment topology is set to the same as Figure 6.  
100 packets are used to test the algorithm 
 From Equation (2),   =3msec and transmission delay = 
10msec are set to measure the transmission performance. As 
shown in Figure 8, average transmission delay time is 48msec, 
when 100 packets are transmitted from the source node to the 
destination node.  
 Figure 9 shows the success rate of the packets. To 
measure the success rate, 50 rounds of the 100 packets are 
transmitted and measured. Average of the success rate is 
93.78 %.   
 From simulation results and real measurements, the 
proposed algorithm shows very good performance compared 
with the End-to-End transmission. The transmission 
performance of the proposed method is double that of the 
End-to-End transmission method.  
 
 

 
Figure 8. Transmission Delay Time 

 
 

 
Figure 9. Packet Success Rate 
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5 Conclusion 
 To transmit multimedia data on WMSNs, it is required 
to use efficient protocols to reduce power consumption. This 
paper presents a new approach by using packet overhearing 
and adjusting packet transmission delay time. Simulations 
and real measurements are implemented to prove the 
performance of the proposed algorithm. 

 The results of real measurement are very close to those 
of simulations. The proposed algorithm shows very good 
performance compared to the End-to-End transmission. The 
transmission performance of the proposed method is double 
that of the End-to-End transmission. The experiment results 
show that average of the success rate is 93.78 %.  

 Please address any questions related to this paper to 
Byoungchul Agn by Email (b.ahn@yu.ac.kr). 
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Abstract

With the advancement of sensing technology and the in-
creasing computational power of processors, there is an
increased interest in using large, dynamically distributed
wireless sensor networks (WSN) in a variety of areas. In
recent years, WSN technology has proven to be beneficial
in health and environmental monitoring, military applica-
tions, and many other fields. Since WSN can both sense the
environment and apply algorithms to process the data, more
real-time and useful information can be gathered from the
physical world than using traditional sensing systems. This
paper will explore the challenges faced by WSNs and how
they can be addressed, from hardware and software aspects
to the security of the systems.

1 Introduction

As we move toward the future of technology, computers
will become increasingly prevalent in our daily lives. Ad-
vances in microprocessors and data processing will allow
for the use of small, ubiquitous computing devices that may
change the way we work with computers. A network of
smart wireless sensors has the potential to be of great bene-
fit across a large number of industries.

According to IEEE [11], a smart sensor node is a sensor
“that provides a function beyond those necessary for gener-
ating a correct representation of a sensed or controlled quan-
tity. This function typically simplifies the integration of the
transducer into applications in a networked environment.”
A smart wireless sensor network thus consists of a large
number of dynamically distributed smart sensor nodes. Due
to the appeal of a truly dynamic system, the nodes must
form an ad-hoc network robust to node failure and other
changes in network topology, adding to the complexity of
the underlying collective intelligence algorithms.

The main appeal of these networks, their ability to be

cast into a dynamic environment for sensing purposes and
require little to no human involvement, is the underlying
cause of many significant research challenges. Hardware is-
sues are especially challenging, as each sensor node needs
sufficient energy and durability to perform its tasks. The un-
derlying software and algorithms must be designed in such
a way as to use the hardware to its full potential. There
are also many security hurdles that must be overcome be-
fore smart wireless sensor networks can achieve widespread
use. While there are many challenges to achieving this tech-
nology, the progression of sensor networks is an important
goal. There are many potential uses of smart sensor net-
works, and there are likely many applications not yet imag-
ined.

This paper will explore various aspects of Smart Wire-
less Sensor Networks. The standard architecture of a typi-
cal sensor network will be presented in Section 2. Section 3
will explore various research challenges of these networks.
Section 4 will discuss various applications of sensor net-
works, and Section 5 concludes this paper.

2 System Architecture

Before going over research challenges and applications
of smart sensor networks, we first give an overview of the
architecture of both the individual sensing nodes and then
the network as a whole.

2.1 Sensor Node Architecture

A typical node in a smart sensor network will consist of
a few basic modules. These are the sensor module, the com-
putation and communication module, and the power mod-
ule [17]. The role of the sensor module is to gather different
kinds of environmental data. Depending on the application,
the nodes can be built with a variety of different sensors in-
cluding temperature, acoustic, motion, moisture, magnetic,
and humidity. Though it is possible that each individual
node can include many of these different sensors on its own,
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it is likely more cost effective to limit a node to perhaps one
or two of these sensors. If an application calls for a large
variety of sensors, then certain subsets of sensor nodes can
be equipped with different sensor types, and a central intel-
ligence will pool the disparate sensor data for processing.
The computation and communication module will analyze
sensed data and transmit information where needed. Each
node should contain a sufficiently powerful microprocessor
to permit the data and signal processing required for many
applications. Perhaps the most crucial aspect of the archi-
tecture is the node‘s power module. Typically, the power
source will consist of an alkaline battery, though this is not
the most energy efficient solution and may lead to a large in-
crease in node size. An overview of the challenges related
to power sources for sensor nodes is presented in Section 3.

Figure 1. Basic components of a sensor node

2.2 Network Architecture

A smart wireless sensor network will consist of hundreds
or thousands of these sensor nodes, dynamically distributed
into an environment. It is unlikely that the network‘s topol-
ogy can be predetermined, so the nodes will have to form an
ad hoc network. It is ideal that the network be completely
autonomous as to avoid any overhead and cost associated
with direct human interaction. The crucial part of the net-
work is the relaying of information to a central base sta-
tion, which can be significantly far away from the nodes of
the network. Having every node of the network transmit its
sensed data directly to the base station works in theory, but
due to the energy constraints of a single node, the combi-
nation of sensing data, processing it, and transmitting it to
a base station may prove to be impractical. One possible
solution is to have a central node distributed with the net-
work, which would receive data from other nodes and relay
the data to the base station. While this does solve a few en-
ergy related problems, having one central node to perform
such an important task is undesirable as it leads to a single
point of failure for the network. Thus networks will likely

form node clusters, where a cluster is “a set of sensor nodes
that surround the target phenomena and are capable of de-
tecting and processing the data required by the users” [4].
Each cluster selects a node to be the cluster head, which
will coordinate the actions of all the nodes within the clus-
ter. Each cluster head will relay information to a central
node, or directly to the base station if the central node has
failed. The concept of node clustering leads to many bene-
fits in the network architecture. They provide many points
of failure rather than just one, and by coordinating behavior,
they prevent redundancies among the sensor nodes within
the cluster, thus preserving energy [2]. Clearly, network ar-
chitecture is of critical importance to the success of a smart
wireless sensor network, as a poor network design will lead
to wasted energy and a short network lifetime.

Figure 2. A typical node cluster

3 Challenges in Smart Wireless Sensor Net-
works

There are many interesting researches aimed at address-
ing challenges related to sensor networks. In this section,
we will categorize such challenges into three different areas:
security, hardware, and software, and discuss the challenges
associated with each aspect .

3.1 Security

The nature of smart wireless sensor networks leads to
several critical security issues that need to be addressed.
Such issues include, but are not limited to, node compro-
mise, unauthorized data access, and denial of service at-
tacks.
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3.1.1 Node Compromise

Since wireless sensor networks may consist of hundreds or
thousands of smart nodes working together, each node is
a potential point of attack. However, due to the dynamic
dispersion of these nodes, it is impractical if not impossible
to monitor each one of these nodes to protect them from an
attacker [8].

A potential issue is the addition of a false node in the
network, which would transmit corrupt information and at-
tempt to falsify sensor data. This type of attack has been
studied in other types of ad-hoc networking systems, but
the countermeasures tend to be computationally expensive
and too impractical for sensor networks given their energy
constraints [18].

It is possible to make the individual sensing nodes re-
sistant to physical tampering, so that it would be difficult
for an attacker to alter a node‘s behavior if captured. How-
ever, this would likely be a cost ineffective solution for large
networks, and does not alleviate all of the issues of node
compromise. The end goal is a network that can both de-
tect anomalies and function in the presence of a subset of
corrupt or malicious nodes.

3.1.2 Unauthorized Data Access

Perhaps the most obvious security hurdle for a smart wire-
less sensor network is the prevention of access to network‘s
transmitted information. There is a large amount of data
generated by these networks, which can be easily viewed
remotely by an attacker if no security measures are taken.

A standard way to combat this is to encrypt the informa-
tion, but encryption algorithms may be expensive in a low
energy environment. It is also worth noting that if a net-
work wide encryption key was used for security purposes,
it is possible that the compromise of a single node could
allow for decryption of the entire network. Some potential
encryption schemes are described in [14], though due to the
complexity of data encryption and the limited availability of
power, new schemes may need to be developed.

3.1.3 Denial of Service

Rather than compromise individual nodes, a malicious out-
sider could launch an attack on the entire network, thus ren-
dering the network incapable of performing its task. These
attacks may come in many forms, such as transmitting ma-
licious signals into the network in order to interfere with
routing protocols, or sending large amounts of useless infor-
mation to sensors in order to waste their battery life. Some
countermeasures to denial of service attacks are presented
in [2] such as authentication to prevent unwanted signals
from being processed by the network. Yet each countermea-
sure may in fact open up a number of other vulnerabilities,

so much research needs to be done in order to construct a
truly secure smart wireless sensor network.

3.2 Hardware

Wireless sensor networks are an ambitious concept, and
there are many software issues that need to be taken care of
before these networks can be widely used. However, there
are just as many hardware challenges that will arise. These
issues center around the difficulty of taking a sensing unit,
a transceiver unit, a processing unit, and a power unit, con-
densing the entire system to the size of a cubic centimeter
[3], and have the device be as energy efficient and cost ef-
fective as possible. Here we examine two major research
challenges, preserving as much energy as possible and max-
imizing the node‘s processing ability.

3.2.1 Energy

Ideally, the nodes that make up a smart wireless sensor net-
work would remain in a dynamic environment for long peri-
ods of time until the sensing job is done and all the required
data has been collected and analyzed. However, it is in-
evitable that in the duration of the networks lifetime there
will be small subset of the nodes that deplete their source of
available energy. The underlying software of the network
should be robust enough to handle these small changes in
the networks topology, but the longer individual nodes can
survive the better the collective data will be overall.

The question is what should be the energy source for
each of the individual nodes of the network? Battery power
is certainly an option, but the end goal is to have each node
be as small as possible, and batteries would dominate the
size of the structure. A better option is to use fuel cells,
which are “rechargeable electrochemical energy-conversion
devices where electricity and heat are produced as long as
hydrogen is supplied to react with oxygen” [15]. Fuel cells
would allow for good energy storage and power delivery,
with the downside of a more complicated architecture. Per-
haps the most interesting solution is to create energy scav-
enging devices, which gather acoustic, thermal, or solar
energy for storage inside built-in capacitors. This design
would allow for the initial goal of tiny sensing nodes that
can survive on their own in a dynamic environment for ex-
tended periods of time with a minimized risk of node fail-
ure. Whether future networks will use these energy sav-
ing techniques or others, the task of powering sensing de-
vices for long periods of time while keeping the size of the
devices as small as possible remains a significant research
challenge.

Int'l Conf. Wireless Networks |  ICWN'13  | 117



3.2.2 Processing

Due to the complexity of the sensed data across the network,
each sensor node would ideally perform a certain amount of
data processing before transmitting the information to an-
other node or to the base station. Thus it is desirable that
each node have a modestly fast processor. Due to the previ-
ously stated constraints of a sensing node, this may not be
very easy to include in a cost effective manner, since each
node should only cost around $1 in order for the entire net-
work to be cost effective [3]. It is possible to rely on CMOS
technology for each node‘s processor, but it may prove diffi-
cult to simultaneously achieve energy efficiency. Designing
a processor that can work quickly inside of a tiny sensing
node while simultaneously minimizing total energy usage
remains an interesting and important research challenge.

3.3 Software

Coordinating thousands of sensor nodes in a dynamic en-
vironment with limited energy will prove to be a difficult
challenge, so a robust software system and a new class of
algorithms will be needed for the future of smart wireless
sensor networks.

One energy related issue that can potentially be allevi-
ated by software is the energy required for the transmis-
sion of data. Transmitting data to a base station and even
to neighboring nodes can drain large amounts of a sensor
node‘s energy supply, thus hindering its lifetime and the
lifetime of the network as a whole. A possible solution is to
take advantage of a node‘s processing ability and compress
the sensed data before transmitting it to the other parts of
the network. The idea is that the amount of energy needed
to compress the data before sending it is far less expensive
than the energy needed to transmit the full uncompressed
data. While this idea has potential, existing data compres-
sion algorithms may still be too expensive to run in a single
energy-constrained sensor node. Thus wireless sensor net-
works would benefit from a new, efficient data compression
algorithm. Some sample algorithms for this task are pre-
sented in [12].

To reduce human interaction and to support the concept
of an autonomous network, wireless sensor networks must
be self-organizing. That is, when cast into an environment,
the nodes must attempt to form clusters, assign heads to
each of the clusters, and distribute tasks among the individ-
ual nodes so as to limit the amount of redundant behavior.
For many applications, it may be beneficial for all or some
of the nodes to know their location, but location identifica-
tion techniques (such as GPS) tend to be computationally
expensive. It may be possible to have only a small subset
of node calculate their position, and design location algo-
rithms to deduce the positions of the rest of the network
nodes, thus limiting the energy used across the network.

A difficulty that can arise due to various instances of
node failure is a coverage hole. A coverage hole is any
region that is not sufficiently covered by a small number
of sensors. The environment that the nodes have been de-
ployed in ideally would be fully covered, but this clearly
will not happen in the majority of cases. Closely related
to a coverage hole is a routing hole, a region where either
no nodes exist or are unable to transmit information across
the network for various reasons. These challenges are in-
evitable in any network, and robust software solutions are
required. A broader overview of the coverage problem and
some potential solutions are presented in [1].

Perhaps the most difficult software challenges associated
with these networks is software engineering, efficiently pro-
gramming the nodes for a desired application. It is perhaps
beneficial to break up the software development into dif-
ferent components in order to simplify the process. Three
such components could be the sensor applications, the node
applications, and the network applications [7]. The sen-
sor application would have complete access to the operat-
ing system of each of the individual node and would be
most closely linked to the hardware. The node application
would be concerned with all high-level node tasks, such as
data processing, data transmission, and location algorithms.
The highest layer would be the network applications, which
would interface with the administrator of the network.

4 Applications

This section will present a few of the potential applica-
tions of wireless sensor networks. There are many appli-
cations that these networks could be used for, and perhaps
many that are not yet imagined, so here we examine a small
application subset.

Because the sensors are equipped with various environ-
mental sensing capabilities, wireless sensor networks are
well-suited to environmental monitoring. For example, sen-
sor nodes can be scattered across an environment and con-
stantly collect information relating to temperature and hu-
midity. In the future, the individual nodes may be small
enough to literally loft about an environment by the wind,
leading to even greater weather sensing opportunities. Vari-
ous environmental events can also be detected with this kind
of widespread continuous data gathering. The data acquired
by these networks could help predict oncoming storms and
earthquakes, and alert a base station of environmental fires
by carefully analyzing sensed temperature data.

Wireless sensor networks have many military related ap-
plications. One possible application is to use sensor nodes
as a replacement to mine fields. Sensor nodes scattered
across a battlefield could detect acoustic and seismic activ-
ity to detect the presence of a hostile unit [5]. If the nodes
determine that there is a threat, then they could relay in-
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formation to a nearby actuator to handle the situation. De-
termining that a present unit is indeed an enemy personnel
can be quite complex, and may rely on complex classifica-
tion algorithms, which can of course be performed by the
network. While this has been described as a wartime ap-
plication, these concepts can be applied in peacetime for
surveillance purposes.

The small size and processing capabilities of sensor
nodes make these networks ideal for health related applica-
tions. Patients in hospitals can wear a large number of sen-
sor nodes, which will be unobtrusive and carefully monitor
and analyze the patients‘ physiological signs. The work can
also be split up across many sensor nodes. For example, one
subset of the nodes may be responsible for detecting heart
rate, and another may only detect blood pressure. This will
allow for detailed monitoring of a patient, and because the
sensors can collectively analyze the data, they may be able
to deduce context information (e.g. they can determine if an
increase in heart rate is caused by exercise or a more serious
health problem).

5 Conclusion

In the future, Smart Wireless Sensor Networks will be-
come a standard informational tool throughout various in-
dustries due to their ability to gather and process data in
new ways. As the technology advances, these networks will
reduce in cost, and their use will be widespread across var-
ious applications. This paper has presented many of the
challenges that must be addressed before the true potential
of Wireless Sensor Networks can be fully realized. While
issues in security, hardware, and software pose a great bar-
rier to this technology, various research projects hope to ad-
dress these issues in order to make wireless sensor networks
a reality.

It is not entirely clear when these networks will become a
fully functional, ubiquitous technology, but the progress in
the direction of these networks is greatly important. The
complex collective intelligence of smart wireless sensor
networks will enable us to learn more about our world than
ever before, and allow us to gather data that may be im-
possible to obtain from a traditional sensing system. It will
take ingenuity and a large amount of dedicated research to
achieve this futuristic technology, but due to the data acqui-
sition potential of smart wireless sensor networks, it is well
worth the effort.
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Abstract - Quality of Service (QoS) is one of research 
hotspots in WSN, in which routing protocol plays a key role. 
On the basis of analyzing the existing QoS routing protocols, 
a clustered routing protocol based on traffic classification and 
cost expectation (CRPBCC) is proposed. In CRPBCC, packets 
are classified into ordinary packets and the important ones. 
Nodes form clusters and data fusion is carried out by cluster 
heads. Different data packets select the best route according 
to different cost expectations and queuing mechanisms. 
Besides, the congestion feedback mechanism is applied in 
CRPBCC protocol. Simulation results show that CRPBCC can 
effectively prolong the network lifetime, increase the packets 
delivery ratio and realize rapid and reliable transmission of 
important packets. 

Keywords: Wireless Sensor Networks; QoS Routing; Traffic 
Classification; Cost Expectation; Congestion Feedback 

1 Introduction 
  WSN is composed of a large number of sensor nodes 
with limited computation and communication capabilities that 
cooperate with each other to form a network. It is widely used 
in fields like environmental monitoring, battlefield 
surveillance, earthquake relief etc. The energy, processing 
capacity, cache of sensor nodes in WSN are very limited, 
while the working environment of WSN is often poor; the 
network topology is easy to change, and the stability of the 
network link is difficult to guarantee, therefore QoS 
guarantee is an important and difficult problem in WSN [1].  

 In recent years, many QoS routing algorithms for 
wireless sensor network have been put forward. These 
algorithms either focus on cases with a single QoS parameter 
or consider multiple QoS indices, the latter of which could 
better satisfy the requirements of a specific application in 
WSN (such as delay and packet loss rate). SAR (Sequential 
Assignment Routing) protocol [2] adopts a tree structure 
which takes the one-hop neighbors of gateway nodes as roots 
and absorbs new nodes to join continually, and in the 
extension process of the tree nodes whose service quality is 
poor and the remaining power is insufficient are avoided, 
which guarantees the data transmission reliability, but the 
overhead of establishing and maintaining the routing table is 

large. SPEED protocol [3] is a real-time routing protocol, and 
to a certain extent realizes the end-to-end transmission rate 
guarantee, network congestion control and load balance 
mechanism. But this protocol does not consider the priority 
mechanism, unable to meet the real-time requirements 
furthest. EAQR protocol [4] selects the node load, average 
energy potential, and communication delay as QoS evaluation 
attributes, to normalize the data, and then calculates the 
weighted sum of them. QMR (QoS based multi-path routing) 
protocol [5] takes metric values like node residual energy, 
available buffer and channel quality into comprehensive 
consideration to choose transmission path, meanwhile, it 
adopts the scheduling strategy of data classification, to meet 
the real-time and non real-time data QoS demands. But when 
the two protocols are considering QoS indexes 
comprehensively, the QoS indexes are in linear superposition, 
which does not reflect the relationship between these indexes. 

         In proposed QoS-aware CRPBCC protocol the relation 
among QoS indexes including the delay, packet loss rate, 
energy consumption and reliability is considered and the data 
packets are divided into different types adopting different 
routing strategies and queuing mechanisms. In addition, the 
congestion feedback mechanism is applied to form the control 
loop.  

2 Definitions and Descriptions 
 Packet delivery rate is defined as follows: 

r sPDR Ns / N=                  (1)  

 Here, sN is the number of data packets that nodes in 
wireless sensor network send, and rNs is the number of data 
packets received by the base station in wireless sensor 
network. In the clustering routing protocol, the data packets 
that cluster head sends to the nodes in the cluster have higher 
degree of integration. Therefore, the delivery rate of WSN in 
cluster structure is defined as r hsPDR Ns / N= , in which hsN  
represents the number of data packets cluster head sends. 

 The importance of data in WSN is different, for example, 
the temperature, humidity and other data in the routine 
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monitoring are of low requirements for real-time property and 
reliability; meanwhile, the requirements of audio, video and 
command control information for real-time property and 
reliability are higher. And hence the packets are divided into 
ordinary packets and significant ones, according to the 
importance. We should pay attention to energy saving when 
transferring ordinary packets, while significant packets shall 
be timely and reliably transmitted. 

 When data packets are relayed between the nodes, the 
data packets in transmission may be lost, if the channel delay 
between nodes is small, but the packet loss rate is high; if we 
choose retransmission to improve reliability, time delay will 
increase. On the other hand, packet delay for reliable 
transmission may be short, if the channel delay is large, but 
the packet loss rate is very low. Therefore, when selecting the 
node for the next hop, delay and packet loss rate should be 
considered comprehensively. Similarly, energy consumption 
of the channel between nodes and packet loss should also be 
considered comprehensively. 

 If the packet is an important one, acknowledgment and 
retransmission have to be conducted during the relay between 
nodes [6]. Suppose that the packet loss rate of the channel 
between nodes is PLR, and then the transmission times until 
packet transmission succeeds are expected to be 

eR 1 / (1 PLR)= − . And the estimation of delay approximates to 
the product of expected transmission times and single 
transmission delay when the transmission of packets between 
nodes succeeds. The concept of estimation of delay is 
presented below. 

Expectation of the delay dtE is defined as follows: 

  dt eE t _ delay * R t _ delay / (1 PLR)= = −       (2) 

Here, t _ delay is the transmission delay of data packets 
between nodes. The lower transmission delay, packet loss 
rate and estimation of delay are, the better the channel 
between nodes is. Therefore, estimation of delay could be the 
index for data packets to select next hop. Similarly, the 
estimation of energy consume approximates to the product of 
expected transmission times and the energy consumption of 
single transmission when the transmission of packets between 
nodes succeeds. 

Expectation of energy consume ecE dtE is defined as follows: 

ec eE e _ consum * R e _ consum / (1 PLR)= = −         (3) 

Here, e_consum is energy consumption of single 
transmission between nodes. The lower energy consumption 
of the channel between nodes, packets loss rate and 
estimation of energy consume are, the better the channel is. 

And hence estimation of energy consume could be the index 
for data packets to select the next hop. 

Fig.1 One example of routing angle  

The efficiency of data packet transmission has 
something to do with routing angle [7]. Taking Fig. 1 as an 
example, cluster heads B and C are the nearest ones for the 
next hop of cluster head A, which have the same distance to 
A, and it is assumed that they share the same delay, energy 
consumption and packet loss rate, but the direction from A to 
C is closer to that from A to Sink or Base station (BS), which 
obviously make C a better choice than B. The probability of 
routing angle between nodes is given below. 

 Routing angle: If node C is the neighbor node of node A 
and the intersection angle between the lines that connects A 
to Sink and A to C is ‘a’, and then ‘a’ is the routing angle of 
C relative to A. As in the Figure 1 above, the included angle 
‘a’ is the routing angle of C relative to A. From the 
perspective of the overall network, it would help reduce relay 
hops and communication conflict to choose the node with 
small angle to be the node for next hop. 

3 Design of CRPBCC Protocol 
       CRPBCC protocol adopts the cluster network structure, 
in which the cluster head fuses the data packets sent by the 
nodes in cluster, and then based on the property of the data 
packets it selects the relay cluster head according to 
estimation of delay, estimation of energy consume or routing 
angle respectively. Relay cluster head adopts different 
queuing strategies of FIFO and LIFO for ordinary packets and 
important ones respectively. If there is congestion in the 
neighbor cluster head, we should choose suboptimal neighbor 
cluster head for relay. The data packet was finally relayed to 
the Sink. The workflow of CRPBCC is shown in Fig.2. 

A

C D

B
Cluster head

a

Sink

Ordinary node
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Fig.2 The workflow of CRPBCC 

 
3.1 Clustering and Data Fusion 
 The clustering structure of WSN could achieve local 
autonomy, which reduces the amount of data transmission 
and interference between nodes, with management more 
convenient and the complexity of the protocol reduced. At the 
same time, since the data monitored by adjacent nodes has a 
strong correlation with redundancy in the data, through the 
data fusion in the cluster head, we can reduce the 
transmission of redundant data considerably, and improve the 
energy utilization efficiency. CRPBCC protocol adopts the 
same clustering method as LEACH protocol [8]. After the 
formation of clusters, the cluster nodes collect data, and 
divide it into ordinary packets and important ones according 
to the importance of data content. If the packet is an ordinary 
one, the cluster nodes wait for their own transmission slots to 
send packets to the cluster head; if the packet is an important 
one, then they can occupy the transmission time slot. Data 
packets in the cluster head shall get fused and then forwarded. 

3.2 Routing Selection 
 For ordinary packets, we should select the neighbor 
cluster head with small route angle and estimation of energy 
as a relay node in the neighbor cluster heads that send no 
congestion alarm information, in order to improve energy 
utilization rate. Therefore, we take ecM = cosa/ E as the 
selection criteria for the next hop, in which cosa is the cosine 

of the cluster head’s routing angle relative to its neighbor, 
and ecE is its neighbor cluster head’s estimation of energy 
consume relative to itself. When a neighbor cluster with the 
maximum M value sends out congestion alarm (see below), 
then the node with the second largest M value shall be 
selected, and so forth. 

 When a node is to transmit an important packet, the 
neighbor cluster head with small route angle and estimation 
of delay should be selected as a relay node, in order to reduce 
the average time consumption when the transmission is 
successful. Therefore, dtM cosa/ E= is selected as the criteria 
with the same meaning of cosa as above and dtE being its 
neighbor cluster head’s estimation of delay relative to itself, 
to choose the neighbor cluster head with the maximum M 
value to forward. 

3.3 Queuing Mechanism 
As usual, the node will put the received data packets in 

the buffer queue. If the received packet is an ordinary one, it 
will be stored at the position the queue tail pointer points, and 
the tail pointer moves forward. If the received packet is an 
important one, then a preemption mechanism shall be adopted 
-- the head pointer moves backward, the packets stored at the 
queue head.  

When the node’s sending module and the channel are idle, 
we always choose the packet that head pointer points to send. 
So even if a node is in congestion state, it can also forward 
important packets timely. The whole process is shown as in 
Figure 3, in which p122 represents an ordinary packet, and 
P127 represents an important one. 

 

…p62 p101p56p30 NULL NULL…

…p62 p101p56p30 p122 NULL

…p62 p101p56P127

head tail

…

… …

…

head tail

head tail

p122 NULL …
 

Fig.3 Queuing mechanism based on traffic classification 
 

Besides, when the data packet at the queue head is 
important itself and another important packet comes up, the 
head pointer shall move backward, ensuring that the new 
packet gets relayed earlier. When all the important packets’ 
relay is completed, the queue head pointer continues to move 
forward. When the new pointed data packets have been 
transmitted, the queue head pointer moves on until the pointer 
reaches the data packets that haven’t been transmitted, and 
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begins to deal with it. So it can be seen that the preemption 
mechanism will not impact on the queue. 

The cache of WSN’s nodes is limited, and when the 
cache is exhausted, the data packets that come early or 
ordinary ones shall be discarded prior to others. 

3.4 Congestion Feedback  
       When the channel gets into congestion, the packet 
sending rate of the nodes will decrease, with cache queue 
increased. In this case, the packet sending delay increases, or 
even packet loss occurs due to buffer overflow. Therefore, 
CRPBCC protocol adopts congestion feedback mechanism. 
When the transmission queue is very long or the cache is 
about to run out, alarm signal shall be sent to the upstream 
node. The upstream node will not choose the node as the next 
hop after receiving the alarm. But when the transmission 
channels around the node return to normal and the cache 
queue is reduced to a certain degree, a recovery signal is sent, 
and the upstream node can continue to choose it as a relay 
node. Congestion feedback mechanism has the function of 
balancing energy and flow and reducing time delay. The 
mechanism only needs to check the buffer occupancy within 
nodes, so the cost is quite small [9]. 
 
4 Simulation Experiment and Result 

Analysis 
4.1 The simulation environment 

  OMNet++ 4.0 is chosen as the simulation tool, and 
main simulation parameter configurations are shown in table 
1. According to the relationship between QoS expectations 
and the number of nodes [10], with the edge effect considered, 
the number of nodes is set to 160. Nodes in the region obey 
random uniform distribution. All working nodes send data 
packets in the cycle of 60 seconds, wherein the probability of 
important packets is 20%. Nodes’ transmission delay and 
packet loss rate are randomly generated with the transmission 
delay distributed randomly in interval of (1, 5) ms and  packet 
loss rate distributed randomly in interval of (5%, 30%). 
Through simulation the newly clustered network’s cycle is 
determined to be 60*18 seconds [11]. When the number of 
survival nodes is reduced to half the original number of nodes, 
the lifetime of the network is set to end. 

With a typical QoS routing protocol SAR selected as the 
comparison object in experiment, and several QoS indexes 
like the number of packets received, the delivery rate, time 
delay and network lifetime of ordinary packers and important 
ones are compared. Experiment simulations are conducted for 
20 times, to compare the average value. 

 

Table 1 Simulation parameters 

Parameter Value 

network area (500m*500m) 

location of Sink  (550m, 250m) 

energy consumption of 
wireless transceiver circuit 50nJ/bit 

energy consumption of 
wireless transceiver 100pJ/(bit*m2) 

size of data frame 256Byte 

size of broadcast frame 64Byte 

energy consumption of 
data fusion 5nJ/bit 

size of buffer 512K 

 
4.2 Simulation results and analysis 
 Simulation results show that, compared with the SAR 
protocol CRPBCC can prolong the network lifetime by an 
average of 15%, and the death rate becomes slower, with 
more balanced energy consumption. The change of number of 
survival nodes with time by using two routing protocols is 
shown in figure 4. CRPBCC balances the energy 
consumption by the method of periodic clustering. It belongs 
to the distributed protocol, with the method of local 
optimization for routing employed, and retransmission times 
are reduced when delivering important packets, to achieve 
better performance of energy saving. 

 

Fig.4 The change of number of survival nodes with time 

As shown in Figure 5 (horizontal ordinate values 1 and 2 
represents the number of ordinary packets and the important 
packets respectively), the number of ordinary packets and 
important ones increases by an average of 12.9% and 12.5% 
respectively, to receive more data with limited energy. 

As shown in Figure 6, the delivery rate of ordinary 
packets and important packets improves by an average of 
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2.7% and 1.2% respectively, to reflect the effect with the 
packet loss considered.  

As shown in Figure 7, the ordinary packets' transmission 
delay increases by an average of 14%, while that of important 
packets is reduced by an average of 9.5%. Ordinary packets' 
requirement for delay is relatively low, and the CRPBCC 
protocol mainly considers the energy saving and delivery rate, 
which means it will not necessarily choose the path with 
small delay for transmission; while for important packets, 
CRPBCC is capable of more rapid and reliable transmission. 

 

 
     Fig.5 Average number of received packets by Sink    

                                                                                      

        Fig.6 Comparison of average delivery rate 

       

           Fig.7 Comparison of average delay 

5 Conclusions 
 The QoS routing protocol of CRPBCC is forwarded 
here, which clusters nodes, classifies packets, routes 

according to the price expectations, queues in accordance 
with category, and employs the congestion control 
mechanism. Simulation results show that, the protocol can 
prolong the network lifetime, receive more data, improve the 
packet delivery ratio, and realize fast and reliable 
transmission of important data, to achieve better QoS 
comprehensive performance. CRPBCC protocol applies to 
the occasions with different QoS requirements. On the basis 
of the CRPBCC protocol, how to reduce transmission delay 
of ordinary packets and combine with other QoS security 
strategies is the focus of the next step. 
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Abstract— Data collection is one of the most important
applications in Wireless Sensor Networks (WSNs), where the
data are gathered from sensor nodes to the base station.
To reduce energy consumption, the sensor node may not
report every sensed data sample to the base station. Thus,
the network traffic of continuous data collection application
often varies unpredictably over different sampling intervals.
In this paper, we propose an energy-efficient scheme, Delay-
Efficient Traffic Adaptive (DETA), for collecting data from
sensor nodes with minimum delay according to the traffic
load. The DETA scheme minimizes data collection delay by
constructing a delay-efficient, collision-free schedule, and
by using an adaptive mechanism to enable every node to
self-adapt to the change of traffic. The simulation results
show that our proposed solution could significantly decrease
data collection delay and obtain reasonable values of energy
consumption compared with other schemes.

Keywords: scheduling; data collection; dynamic traffic, wireless
sensor networks.

1. Introduction
Data collection from sensor nodes in a network over a

tree based structure is a fundamental problem in WSNs. In
many applications of WSNs, such as military surveillance
[1], habitat monitoring [2], or structural maintenance [3],
data collection is a key function in which the base station
collects all data generated by sensor nodes in the network.
Because sensor nodes are often powered by batteries that
may not be recharged, reducing energy consumption has
attracted great attention in recent years. Moreover, in many
applications, it is crucial to guarantee the data collection
time as quickly as possible. For instance, when the sensor
nodes are used to detect gas, oil, or structural damage and so
on, sensing data must be gathered as soon as possible. As
a result, energy-efficiency and delay-efficiency are always
important targets in WSNs.

The TDMA scheduling method is used quite commonly in
WSNs. In a TDMA schedule, the collisions are eliminated by

*Corresponding Author
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scheduling only non-interfering transmissions to proceed in
the same transmission slot. There are many research [4]−[8]
which provide the TDMA schedules for data collection in
WSNs. In contrast to many realistic applications, most of
these methods are designed for the static network traffic
pattern where every sensor node has at least one data packet
to send to the base station in a sampling interval. However,
to reduce energy consumption, a sensor node may not report
its data to the base station in every sampling interval.
This causes the traffic network of data collection to vary
unpredictably over different sampling intervals.

To the best of our knowledge, Wenbo Zhao et al. [9]
are the first researchers to consider sensor data collection
with dynamic traffic patterns. In this approach, the authors
propose a TDMA scheduling algorithm which effectively
deals with the change of network traffic. However, this
scheme cannot guarantee good data collection delay because
the parent node waits to receive data from all its children
before sending its own data to its parent. In this paper, we
propose a Delay-Efficient Traffic Adaptive (DETA) scheme
to solve the data collection problem with dynamic traffic
pattern in WSNs. The main contributions of this paper are
summarized:
• Proposing an algorithm for scheduling sensor nodes to

report data with minimum delay.
• Providing an adaptive mechanism to allow the sensor

nodes to reduce their idle listening according to the
change of network traffic.

The simulation results show that our proposed scheme can
achieve up to 20% improvement in terms of data collection
delay and keep energy consumption at reasonable values,
compared with the existing scheme.

The remainder of this paper is organized as follows. In
Section 2, we briefly review the related work. Section 3
defines our system model and assumptions. The proposed
scheme is presented in Section 4. The performance evalua-
tion is shown in Section 5. Finally, we conclude the paper
in the last section.

2. Related Work and Motivation
Many research on sensor data collection in WSNs have

been investigated in recent years. Data collection in WSNs
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consists of two types: (1) Aggregate data collection is to
enable each internal node in the tree to aggregate all the data
received from its children before forwarding them toward
the base station. A node compresses the data from all its
children and its own data into one packet, and then sends
that data packet to its parent. Thus, only one transmission
slot is assigned to a sensor node to send all data in its sub-
tree [11]−[14]. (2) Non-aggregate data collection where the
base station collects all data from sensor nodes individually,
where a node has to send its data in multi-transmission
slots. An internal node in the data collection tree needs more
transmission slots than any of its children in the tree because
it has to relay all the data received from those children to
its parent [4]−[10].

In this paper, we consider the non-aggregate data collec-
tion problem in WSNs. Although there are many studies,
Wenbo Zhao et al. in [9] are the first researchers to con-
sider sensor data collection with dynamic traffic patterns.
The authors propose a TDMA schedule algorithm, called
TPO, to assign the collision-free transmission slots to all
nodes to report their data to the base station. In the TPO
schedule, a node can send all available data in its sub-tree
at all subsequent transmission slots from the first one. For
example, assuming that there are only two nodes which have
data packets to send in a sub-tree of five sensor nodes,
thus five transmission slots are required to be scheduled
for the node to send data. In the data transmission process,
two available data packets will be sent in the two earliest
transmission slots assigned to that node. Data collection
delay and energy consumed can be reduced by applying this
salient feature. However, the TPO scheme cannot achieve the
good performance of data collection delay. Since a parent
node only can send its data after it has received data from
all its children, unnecessary delays can occur in the data
collection process.

3. System Model and Assumptions
In our approach, we model the sensor network by a

unit-disk graph G = (V,E), where V is the set of nodes
including the sink S, and E is the set of links. An edge
(u, v) ∈ E if and only if node u is in the transmission
range of node v. Due to limited transmission range, a routing
infrastructure has to be constructed to transport data from
sensor nodes to the base station. A common practice is to
organize the sensor nodes into a tree structure rooted at the
base station [4]−[8]. In this paper, we also assume that the
routes from all sensor nodes to the base station have been
formed by a given data collection tree T .

Using the same assumptions as in [4]−[10], we suppose
that the data reported by each sensor in a sampling interval,
if any, fit into one packet and the data packets created by
different sensor nodes are not aggregated on the way to the
base station. We divide the time into slots, and a node only
can send or receive one data packet during one transmission

slot. Our goal is to find a TDMA schedule strategy which can
minimize data collection delay and energy consumption. As
mentioned before, the network traffic frequently varies over
different sampling intervals, thus the proposed schedule must
effectively deal with these changes.

We eliminate collisions by scheduling only non-interfering
transmissions to proceed in the same transmission slot. Note
that the proposed algorithm is a scheduling strategy, thus it is
independent of the interference models. To simplify the pre-
sentation, we only consider pair-wise conflict relationships
in which a transmission from a node to its parent conflicts
with the transmission of its siblings, parent and grandparent
over the tree T , same as in [9].

4. Proposed Scheme
4.1 The Overall Approach

Our proposed scheme consists of two phases: the schedul-
ing and the data transmission phase. In the scheduling phase,
we assign transmission slots to all sensor nodes under the
assumption that each of them has data to send. To achieve
a minimum delay, we use a parallel strategy which enables
each sensor node has the chance to send their own data
as early as possible. In the data transmission phase, after
the schedule information is obtained, each sensor node
applies an adaptive traffic mechanism to reduce idle listening
according to the real data distribution of current network
traffic. Using this mechanism, the base station can conclude
data collection earlier instead of listening until the end of
schedule.

4.2 Delay-Efficient Data Collection Scheduling
In this section, we introduce a TDMA collision-free

schedule algorithm, called a DETA schedule. We assume
that each sensor node has one data packet to send to the
base station and use an example shown in Fig. 1(a) to explain
the algorithm. We define three states for each sensor node:
Wait, Ready, and Scheduled. Initially, all the sensor nodes
are in the Wait state. A node is changed to Ready state if
it is a leaf node or a node whose all children have been
scheduled. The DETA schedule assigns transmission slots
to the nodes only if they are in Ready state. After being
assigned transmission slots, the state of that node changes
to Scheduled.

Algorithm 1 presents the pseudo code of the DETA
algorithm. There are some variables which will be frequently
used in this presentation: T is a given data collection
tree, ReadySet is the set which contains all sensor nodes
in Ready state. We consider that sensor node v: Ch(v)
contains all descendants of v, p(v) is a parent node of v,
CS(v) is a set of nodes that conflict with v when they
send data in the same transmission slot with v, ReqTS(v)
is the number of required transmission slots of node v
to send all data in the sub-tree rooted at node v, TS(v)
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Algorithm 1 DETA-SCHEDULE

1: ReadySet ← φ
2: while T 6= {s} do
3: for each node v ∈ T do
4: if v is a leaf node then
5: State(v) ← Ready
6: ReadySet ← ReadySet ∪{v}
7: else
8: State(v) ← Wait
9: end if

10: end for
11: SCHEDULE-ROUND (T,ReadySet)
12: if |TS(v)| = ReqTS(v) then
13: T ← T \{v}
14: end if
15: end while

contains all transmission slots assigned to node v. For any
set of nodes V , TS(V ) = ∪v∈V TS(v). DETA scheduling
algorithm starts from leaf nodes and works in rounds. At the
beginning of each round, all leaf nodes are in Ready state;
other nodes are in Wait state. We then apply an algorithm
called SCHEDULE-ROUND to assign transmission slots to
all sensor nodes in the ReadySet of T . Each schedule
round ends when the SCHEDULE-ROUND algorithm is
finished. If a sensor node is assigned the number of required
transmission slots, it will be removed from the tree T .

The SCHEDULE-ROUND algorithm is presented by the
pseudo code in Algorithm 2 where the goal is to schedule
all sensor nodes in the ReadySet. First, it picks a node in
the ReadySet, and assigns transmission slots for that node.
The transmission slots are obtained by the algorithm, called
SCHEDULE-NODE, which will be presented later. Then,
the node changes its state to Scheduled, and informs its
state and schedule information to its neighbors within two
hops in the tree. Next, it is removed from the ReadySet. On
receiving schedule information from its children, the parent
node will check whether all its children are in Scheduled
state. If so, its state changes to Ready and the node is
put into ReadySet. The algorithm continues to assign the
transmission slots to the Ready nodes until the ReadySet is
empty. It means that all children of the sink are in Scheduled
state. As mentioned before, the schedule round also ends at
this moment, the algorithm removes the nodes which have
assigned the number of required transmission slots from the
tree and starts the new round. In the same way, the next
round repeates all the procedures with new tree structure.

All the transmission slots are obtained by the
SCHEDULE-NODE algorithm, where its pseudo code
is presented in Algorithm 3. There are three types of
transmissions slots that can be assigned to the node. The
first type is assigned to allow the leaf nodes to send their
own data and the internal tree nodes to forward previously

Algorithm 2 SCHEDULE-ROUND(T ,ReadySet)

1: for each node v in T do
2: count(v)← 0
3: end for
4: while ReadySet 6= φ do
5: for each node v ∈ ReadySet do
6: SCHEDULE-NODE(v)
7: State(v) ← Scheduled
8: ReadySet ← ReadySet \{v}
9: if |TS(v)| = ReqTS(v) then

10: T ← T \{v}
11: end if
12: Inform all nodes in CS(v) about its state and its

schedule information
13: end for
14: for i = 1 : |Ch(p(v))| do
15: if State(Chi(p(v))) = Scheduled then
16: count(p(v))← count(p(v)) + 1
17: end if
18: end for
19: if count(p(v)) = |Ch(p(v))| then
20: State(p(v)) ← Ready
21: ReadySet = ReadySet ∪ {p(v)}
22: end if
23: end while

received data. There is at most one transmission slot
assigned to a sensor node over a schedule round. The type
two transmission slot enables the internal nodes to send
their own data earlier; thus only one data packet of type two
is assigned to one node in a whole algorithm. According
to receive the data packets from some descendants early,
the node is also responsible to forward those packets as
soon as possible. The third type of transmission slot is used
to do this duty. We define T1(v) as the type one set of
transmission slots, t2(v) is the type two transmission slot,
and T3(v) is the set of transmission slots of type three of
node v. Tr(v) is the set of transmission slots when a node
v receives early data packets from its children. Initially,
T1(v), T3(v), and Tr(v) are empty, t2(v) is equal to zero.
The three types of transmission slots can be obtained by
the following rules:

Rule #1: “Each schedule round is responsible to assign
transmission slots to the sensor nodes to collect data from
the leaf nodes.” A parent node receives data from all its
children, and then forwards them one by one. Therefore,
if the child has no data to send, it means that there is
no remaining data in its sub-tree. In Fig. 1(a), since node
B,L, I,O,N and V are the leaf nodes, they are assigned
transmission slots 1, 1, 2, 1, and 1, respectively, to send their
data. Then, the parent of these sensor node must be assigned
transmission slots to forward data received from them, such
as node U , it is assigned transmission slots 2 to forward data

128 Int'l Conf. Wireless Networks |  ICWN'13  |



Algorithm 3 SCHEDULE-NODE(v)

1: // Assigning type one of transmission slot
2: t1(v)← min{r|r > 0, r > t1(x),∀x ∈ Ch(v),

r /∈ TS(CS(v))}
3: T1(v)← T1(v) ∪ {t1(v)}
4: TS(v)← TS(v) ∪ {t1(v)}
5: // Assigning type two of transmission slot
6: if (t2(v) = 0) and (|TS(v)| < ReqTS(v)) then
7: Z ← [1, t1(v)− 1]
8: if Z 6= φ then
9: t2(v)← min{r|r ∈ Z, r /∈ TS(CS(v))}

10: TS(v)← TS(v) ∪ {t2(v)}
11: end if
12: end if
13: // Assigning type three of transmission slot
14: Z = Z\{t2(v)}
15: Tr(v)← ∪x∈Ch(v){t2(x), T3(x)}
16: while Tr(v) 6= φ and (|TS(v)| < ReqTS(v)) do
17: t1r(v)← min{t|t ∈ Tr(v)}
18: if ∃z, z = min{r|r ∈ Z, r > t1r(v),

t1r(v) ∈ Tr(v), r /∈ TS(CS(v))} then
19: T3(v)← T3(v) ∪ {z}
20: TS(v)← TS(v) ∪ {z}
21: end if
22: Tr(v)← Tr(v)\{t1r(v)}
23: end while

from node V to node H . In general, the transmission slot
assigned to a parent node is always greater than all of its
children. Therefore, the type one transmission slot assigned
to a node v, T1(v), is presented in lines 2 of Algorithm 3.

Rule #2: “Each internal node in a current data collection
tree can report its own data early such that no collision
happens.” After assigning the type one transmission slot to
forward data from the leaf node, the node continues to be
assigned one time slot to send its own data. In Fig. 1(a),
after being assigned time slot 4 as the first type, node R is
assigned time slot 1 to send its own data. Similarly, after
being assigned time slots 7, 4, 4, nodes A,D,G then are
assigned time slots 1, 1, 3, respectively, to send their own
data. In general, type two transmission slot of node v, t2(v),
can be obtained as in lines 6−11 of Algorithm 3.

Rule #3: “Upon receiving the children’ own data early,
a parent node is responsible to forward those data as early
as possible.” If we consider each child node x of v, node x
could send its own data early at t2(x), node v therefore has
to be assigned a transmission slot to forward that data imme-
diately. Secondly, if node x also has to forward data to some
others nodes which can send their own data early, the data
should be continuously forwarded by v as soon as possible.
Therefore, we put all the early receiving transmission slots
of v into list Tr(v), thus Tr(v) = ∪x∈Ch(v){t2(x), T3(x)},
and sort the values in this set in ascending order. We then
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   B 1             I          2 P          2,6

   C       3,6,11              J      3,6,10 Q     5,8,11,14,17,20,23
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   G     3,6,9,12,15,18,21,24    N         1

(b)

Node ID      Sending TS               Node ID  Sending TS   Node ID    Sending TS

 

  A 7,10,13,16,19, 22,25,28,30       H      3,6,9       O                  1

  B 1    I        2       P                 2,6

  C          3,4,6    J     3,6,10       Q       5,8,11,14,17,20,23,26

  D       4,8,11,13 K       2,5       R            4,7,10,13

  E 5,9,14,15,17,18,20,21    L        1       U                 2,5

  F          2,6    M     3,7,10       V                   1

  G    6,9,12,15,18,21,24,27,29    N        1

(c)

Fig. 1: An example execution of scheduling algorithms: (a)
Network topology, (b) DETA, and (c) TPO [9]

assign the transmission slots to forward all early data packets
received by those transmission slots. As in lines 14−23,
type three transmission slots of a node v are obtained. For
example, node G in Fig. 1(a) can send its own data at
t2(G) = 3. Therefore, node A is a parent of G responsible
to forward that data early, and time slot 4 is assigned to
forward that data, T3(A) = {4}.

4.3 The Adaptive Network Traffic Mechanism
In this section, we describe an adaptive mechanism that

enables sensor nodes to detect the completion of data trans-
mission in their sub-tree. Note that in the same round of the
DETA schedule, the first type time slot which is assigned
to the parent is always greater than of all its children,
which is represented in (1). Moreover, from (2)−(3), the
first type of transmission slot that is assigned to a node
is greater than the two remaining types in each schedule
round. Therefore, if the parent node v does not receive
any data from node x at any t1(x) ∈ T1(x), and t1(x)
is greater than the maximum value in T3(x), node v can
go into sleep mode in all subsequent receiving transmission
slots in T1(x). The base station, instead of listening until the
end of schedule, concludes data collection once it infers that

Int'l Conf. Wireless Networks |  ICWN'13  | 129



all its children have finished transmission, thereby reducing
collecting delay.

For example, suppose that only nodes A,B,C,D,E,G,Q
and R generate packets to send. The actual transmissions
occur as in Fig. 1(b) and Fig. 1(c) for the DETA and
the TPO scheme, respectively. It is clear that our approach
can significantly reduce the number of transmission slots
for data collection according to the change of traffic. The
DETA scheme spends only 10 transmission slots to collect
all available data instead of the 16 transmission slots spent
by TPO. As a result, base station S concludes that the data
collection process has completed at the end of time slot 14
when no data comes from E. However, if we apply the TPO
scheme, base station S can only conclude data collection
until the end of time slot 19 when there is no data coming
from node A.

5. Performance Evaluation
5.1 Simulation Environment

We implement TPO [9] to compare its performance with
the DETA in terms of delay and energy consumption using
MATLAB. We randomly distribute 100 nodes in a region
of 100m x 100m. Each sensor node in the network has the
same transmission range of 15m. A Breadth-First Search
tree rooted at the base station has been constructed. In
addition, to implement the change of network traffic in each
sampling interval, we first generate 100 sets of nodes whose
size varies from 1 to 100. Each set contains a random
number representing the IDs of nodes that do not have data
to send to the base station at that sampling interval. Each
simulation runs through 200 sampling intervals. The energy
costs for a sensor node to perform a transmission, and listen
for transmission in a time slot are set 1 and 0.75 energy
units respectively, the same as in [15]. Each node calculates
the energy consumed for transmitting, receiving, and idle
listening over 200 sampling intervals. Then, we add those
amounts to get the total energy consumed for data collection.

5.2 Simulation Results
5.2.1 The Impact of Traffic Patterns

In this experiment, for each set of parameter settings, the
reported results are the average of 200 runs on random net-
work topologies. Fig. 2 and Fig. 5 show the data collection
delay and energy consumption of the TPO and the DETA
when network traffic varies from 100% nodes to no node
that has data to send in a sampling interval. The collection
delay of the DETA is always smaller than the TPO scheme.
The DETA achieves up to 20% improvement in terms of
data collection delay when 60% −70% nodes in the network
have data to send. A disadvantage of the DETA is that we
spend a little more energy for idle listening when some nodes
do not have their own data to send at earlier transmission
slots. However, we do not lose the energy in all the earlier

transmission slots because the earlier transmission slot of
the parent node also can be used to forward data from its
children, e.g., if a child node is assigned time slot 1 to send
its own data, then a parent node will be assigned time slot
2 to send its own data; thus, if a parent node does not have
data to send, the time slot of the parent node will be used
to forward data from its children. In Fig. 5, we can see that
the effect of that disadvantage is not too big, we only spend
at most 2.8% more energy.

5.2.2 The Impact of Network Density

To investigate the impact of network size, we increase the
number of nodes to vary from 100 to 600 in the same 100m
x 100m region, each sensor also has a 15m transmission
range. We evaluate the proposed algorithm with both: full
and dynamic traffic patterns. In full traffic networks, each
sensor node has one data to send to the base station in a
sampling interval. Fig.3 illustrates the improvement of our
scheme compared with the TPO scheme in terms of data
collection delay. Our proposed algorithm can reduce data
collection delay significantly. The improvement varies from
6.4% to 17.2%. In particular, a salient feature of the DETA
is that it consumes the same energy consumption with the
TPO in the case of full traffic. This is because they use the
same amount of total transmission slots to collect all data, as
in Fig. 6. Secondly, we assume that only 50 % nodes in the
network have data to report to the base station. The impact
of increasing the number of nodes in the fixed sensing area
are presented in Fig. 4 and Fig. 7. Note that our scheme
can achieve 6.7% to 18.5% improvement compared with the
TPO scheme in terms of data collection delay as in Fig. 4.
As seen in Fig. 7, the effect of the disadvantage of the DETA
algorithm regarding energy consumption is very small; the
DETA scheme only spends at most 2.7% more energy.

6. Conclusion
In this paper, we have presented a TDMA scheduling

algorithm to schedule all nodes in the network to send their
data to the base station with minimum delay. In addition, we
designed an adaptive mechanism to enable sensor node to
go to sleep early according to the current data distribution in
a sampling interval, thereby reducing data collection delay
and energy consumption. The simulation results show that
our proposed scheme achieves better performance than the
existing schemes in terms of data collection delay.
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Fig. 2: Data collection delay: varying
traffic patterns
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Fig. 3: Data collection delay: varying
number of nodes when all nodes have
data to send

0 1 0 0 2 0 0 3 0 0 4 0 0 5 0 0 6 0 0 7 0 0
0

1 0 0

2 0 0

3 0 0

4 0 0

5 0 0

6 0 0

 

�

Nu
mb

er 
of 

Tra
ns

mi
ssi

on
 Sl

ots

��������������

��
	������������
�����������������

Fig. 4: Data collection delay: varying
number of nodes when 50% of nodes
have data to send
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Fig. 5: Energy consumption: varying
traffic patterns
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Fig. 6: Energy consumption: varying
number of nodes when all nodes have
data to send
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number of nodes when 50% of nodes
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Abstract— In this paper, distributed positioning and track-
ing schemes for cluster-based wireless sensor networks
(WSNs) are presented. We focus on the cases with over-
lapping cluster regions, which are particularly useful in
applications involving inter-cluster communications, time
synchronization, and target tracking. In overlapping cluster-
ing, the duplicated correlated data between adjacent clusters
may, however, impair the performance in information fusion.
To tackle the problem, a geometric formation with regularly
distributed overlapping clusters is used for situation anal-
ysis. Each cluster is composed of one cluster head (CH)
and a number of normal sensors. Different operating modes
are defined for the CH and normal sensors. To resolve
the problem of correlated data, Cholesky decomposition is
adopted to decorrelate the measurement noises. In addition,
extended information filtering (EIF) is modified for dis-
tributed target estimation. The simulations and results show
that the proposed distributed schemes with the designated
mode settings attain good efficiency and accuracy in target
tracking.

Keywords: Sensor networks, clustering, distributed positioning,
target tracking, information filter.

1. Introduction
Wireless sensor networks (WSNs) have attracted sig-

nificant attention in both academia and industry in the
past decade [1], [2], [3]. With the rapid development of
manufacturing and wireless communication technologies,
sensors with moderate power consumption have been widely
used. Among the WSN applications, target positioning and
tracking are considered important issues.

The data processing in the WSNs can be divided into
two categories: centralized and distributed architectures. In
the centralized architecture, there exists a data processing
center. All measured data at sensors are passed to the
center for centralized computing. On the other hand, no
data processing center is used in the distributed architecture.
Measured data at each sensor are processed by the sensor
itself. The processed data, derived information and estimated
results can then be exchanged and shared among sensors via
inter-sensor communications.

In a large-scale WSN, long-distance transmission usually
leads to severe power consumption among sensors. Data
collision and channel competition can also be major con-
cerns. Sensor clustering provides an effective approach for
better data aggregation and power conservation. In a cluster-
based WSN, some sensors can be elected as cluster heads
(CHs). The WSN is then divided into several clusters, each
equipped with one CH. Inside each cluster, normal sensors
send the measured data back to their corresponding CH. The
CH is responsible for processing the received data, sharing
the information with adjacent CHs, and fusing the exchanged
information.

In the cluster-based WSN, each CH is responsible for
a spatial region. The formation of cluster regions can be
either disjoint or overlapping. In the formation with disjoint
cluster regions, there is no overlap between adjacent cluster
regions [4], [5]. The disjoint regions can be utilized to
avoid redundancy in processing of duplicated data. On the
other hand, in the formation with overlapped cluster regions,
sensors located in the overlapped areas may be used in
assisting the inter-cluster communications. A sensor located
in an overlapping cluster region will generally transmit data
to all of the corresponding CHs.

In this paper, the cases with overlapping cluster regions
will be considered. A regularly distributed cluster-based
WSN with multiple sensor clusters is studied. To improve
the region monitoring and target tracking in WSN, operating
modes at the CHs and sensors are designed. Since the sensors
located in the overlapping area may transmit data to multiple
CHs, the problem of redundant data processing need to be
resolved in the distributed structure. To tackle the problem,
approach with Cholesky decomposition is applied. By trans-
forming the measurement processes at the CHs, the data
correlation between adjacent clusters may be eliminated. The
extended information filter (EIF) is adapted for performing
data decorrelation. By using an EIF to fuse the shared
information from other adjacent CHs, the CH of each sensor
cluster is capable of performing distributed target positioning
and tracking.

The remainder of the paper is organized as follows. In
Section 2, methods related to the cluster-based wireless
sensor networking for target positioning are discussed. In
Section 3, a regularly distributed WSN and the operating
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modes at the CHs and sensors are presented. The processing
of redundant data and the modified EIF approach to imple-
menting distributed positioning are explained in Section 4.
Simulation cases and their results are provided in Section 5.
Finally, conclusions and remarks are given in Section 6.

2. Cluster-based WSN for Target Posi-
tioning

For the applications of target tracking in the cluster-based
WSNs, cluster formation and inter-cluster communications
are essential to the overall performance. We intend to tackle
the problems of data processing and inter-cluster communi-
cations in mobile positioning and target tracking in cluster-
based scenarios.

We assume that the network consists of two different
categories of sensors. The first category consists of highly
capable sensors, which will be designated as cluster heads.
Cluster heads are responsible for data processing and inter-
cluster communications. The second category is a collection
of normal sensors, which will be utilized for providing
measured data to their corresponding cluster heads.

To conduct wireless location in a cluster of sensors with
a highly capable cluster head, the time difference of arrival
(TDOA) positioning method is used. In the TDOA location
method, a sensor needs to be selected as a reference sensor.
Since the CHs are highly capable in computing, it becomes
intuitive that a CH is designated as the reference sensor
in the TDOA positioning method. Measurements obtained
at normal sensors are then transmitted to the CH to form
the TDOA location metrics. In order to implement the
distributed architecture, each CH is equipped with an EIF.
The EIF at each CH performs target tracking. The derived
information and estimated results are then shared with the
adjacent CHs to enhance the accuracy of positioning.

2.1 Cluster-based WSN Architecture

In a cluster-based WSN, the processing burden of the
CH is considered larger than that of normal sensors. The
selection of the CHs is essential, and the strategies can be
categorized as static CHs and dynamic CHs [6], [7], [8].
In our work, the static-CH strategy is adopted, and the CHs
are assumed pre-designated. The CHs have higher computing
capability, and are equipped with sufficient power.

Each CH is generally responsible for a spatial area called
cluster region. In the approaches with overlapping cluster
regions, sensors located in an overlapping region are used
for facilitating inter-cluster communications and seamless
coverage of situation changes [9], [10]. Since sensors located
in the overlapping region may transmit data to multiple CHs,
the duplicated data may cause redundant data processing
problems. However, the processing of redundant data in
cluster-based WSNs has seen few studies in the literature.

2.2 Extended Information Filtering (EIF)
Information filtering is an associated filter structure of

the Kalman filtering (KF), which is useful in solving target
tracking problems [11], [12], [13], [14]. Since the measure-
ment equation of the TDOA positioning method is nonlinear,
extended information filtering is adopted in the work. In
addition to its capability in target tracking, the EIF also has
low computational complexity, making it a good candidate
in constructing a distributed architecture.

In target tracking, the state equation of a non-maneuvering
target can be expressed as

X(k) = Φ(k − 1)X(k − 1) + Γ(k − 1)W(k − 1), (1)

where the terms are listed as follows.

Φ(k): state transition matrix
X(k): state vector
Γ(k): process noise transition matrix
W(k):process noiseW(k) ∼ N(0,Q).

For the TDOA positioning at each CH, the measurement
equation is non-linear and can be expressed as

Zi(k) = hi(X(k)) +Vi(k), i = 1, 2, · · · , (2)

where i is the index for the CH,hi(·) the nonlinear mea-
surement function,Zi(k) the measurement data, andVi(k)
the measurement noise with normal distributionVi(k) ∼
N(0,Ri(k)).

The iterative procedure of the EIF can be expressed by
the steps listed below.
Prediction of information state vector:

ŷ(k | k − 1) = L(k | k − 1)ŷ(k − 1 | k − 1). (3)

Prediction of information matrix:

Y(k | k − 1) = [Φ(k − 1)Y−1(k − 1 | k − 1)ΦT (k − 1)
+Γ(k − 1)Q(k − 1)ΓT (k − 1)]−1.

(4)
Information transition matrix:

L(k | k−1) = Y(k | k−1)Φ(k−1)Y−1(k−1 | k−1). (5)

Correction of information state vector:

ŷ(k | k) = ŷ(k | k − 1) + i(k). (6)

Correction of information matrix:

Y(k | k) = Y(k | k − 1) + I(k). (7)

wherei(k) is the information state contribution, andI(k) is
the associated information matrix. When the measurement
noiseVj(k) between different sensors are uncorrelated,i(k)
andI(k) can be written as

i(k) =

m∑

j=1

ij(k), (8)

Int'l Conf. Wireless Networks |  ICWN'13  | 133



I(k) =

m∑

j=1

Ij(k). (9)

The information state vector and the information matrix at
each CH are expressed as follows.

ij(k) , HT
j
(k)R−1

j
(k)[Zj(k)− hj(X̂(k | k − 1))

+Hj(k)X̂(k | k − 1)],
(10)

Ij(k) , HT

j (k)R
−1

j
(k)Hj(k). (11)

From (8) and (9), it can be seen that if the measurement
noise between the sensors are uncorrelated, the correction
stage of the EIF, (i.e., (6) and (7)) can be rewritten as
Correction of information state vector:

ŷ(k | k) = ŷ(k | k − 1) +

m∑

j=1

ij(k). (12)

Correction of information matrix:

Y(k | k) = Y(k | k − 1) +

m∑

j=1

Ij(k). (13)

Each CH calculates the information state vector and in-
formation matrix related to its cluster, and exchanges the
results with other adjacent CHs. After receiving all the
exchanged information, each CH can fuse the information
and its predicted results by simple addition operation.

3. Regularly Distributed WSN and Op-
eration Modes
3.1 Regularly Distributed WSN

A distributed WSN with hexagonal formation of sensors
is used in analysis of target tracking performance. With-
out loss of generality, each hexagon represents a cluster
of sensors. The analysis on a regularly distributed WSN
will be easier than that on randomly distributed WSNs. In
practical applications, if the sensor locations can be arranged
in advance, the hexagonal deployment of sensors may be
an efficient arrangement. For a given number of sensors,
the WSN with hexagonal distribution will have the largest
coverage of areas.

Fig. 1 depicts the composition of four clusters. The
WSN is composed of two different types of sensors: high-
capability sensors and normal sensors. The high-capability
sensors are assigned as cluster heads (CHs), responsible
for data processing and inter-cluster communication. The
number of normal sensors is generally much larger than that
of CHs. Normal sensors are designated to provide measured
data to the CHs. In the hexagonal formation, each cluster
consists of six sensors and one CH. It can be seen in Fig. 1
that each normal sensor belongs to three different clusters.
The redundant data processing problem arisen from this
arrangement will be discussed in Section 4.

Sensor

CH

Cluster 

region

Fig. 1: Cluster composition

In the hexagonal distributed WSNs, the following terms
are defined.

• Sensing regionis the region in which CHs and sensors
are designated to receive signals from a target. The
sensing ranges of CHs and sensors are assumed the
same. For short-range transmission, the radius of the
sensing region is chosen to be 10 meters.

• Communication regionis determined by the transmit-
ting range of the sensors. All sensors communicate with
their corresponding CHs, while each CH communicates
with its adjacent CHs. The radius of communication
region of sensors and CHs are set to 10 and 15 meters,
respectively.

• Cluster regionis related to the size of a cluster. Since
the communication range of a sensor is set to 10 meters,
the CHs can receive the signal from the sensors within
the distance. The cluster region becomes a disk with
radius of 10 meters.

• Cluster operation regionis chosen as the same as the
sensing region of the CH, which is a disk with 10-
meter radius. Each CH is equipped with an EIF for
target estimation.

3.2 Mode Settings for Sensor Operations
In the subsection, operating modes for both CHs and

sensors are defined. Through the mode switching procedure,
the WSN is expected to function more efficiently.

For the CHs in the network, three operating modes are
defined.

1) Sleeping mode

• Condition: (a) Initial setting, or (b) CH does not
receive any information or measurement.

– Action: Periodical scanning to check whether a
target enters the sensing region.

2) Prepared mode (divided into two stages)
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• Prepared-1: The CH receives the information from
its adjacent CHs.
– Action: Continuous scanning. The CH utilizes

the received information to estimate the target
position.

• Prepared-2: CH receives the information from
adjacent CHs and the measurements from sensors
in its own cluster.
– Action: Continuous scanning. The CH utilizes

the received information to estimate the target
position. Also, the CH sends message to notify
the sensors in its cluster to enter Active mode.

3) Active mode
• Condition: A target is detected by the CH.

– Action: Continuous scanning. The CH tracks
the target by using the EIF, and broadcasts the
information to all adjacent CHs.

For the normal sensors in the network, two operating
modes are defined.

1) Sleeping mode
• Condition: (1) Initial setting, or (2) The sensor

receives a request from the CH (Prepared-2→
Prepared-1).
– Action: No action.

2) Active mode
• Condition: The sensor receives a request from the

CH (Prepared-1→ Prepared-2).
– Action: Continuous scanning. If a target is

detected, the sensor sends the location measure-
ments to the CHs.

In Fig. 2, an example showing seven clusters is used for
illustration of the mode switching in a cluster. The arrow in
Fig. 2 represents the trajectory of the mobile target, which
moves from the right upper corner toward the left lower
corner. The six cross symbols on the straight line represent
six different target locations, implying different scenarios of
mode operations.

From the view point of the central cluster, of which CH1
is the cluster head, the status and mode switching related to
the sensors and CHs are described below.
(1) The target is far away from the operation region of the

cluster. All the CHs and sensors are in Sleeping mode
to conserve energy. CHs scan periodically, and sensors
do nothing.

(2) The target moves into the operation region of an adja-
cent cluster (with CH2). CH1 receives the information
from CH2 (the information is computed by the EIF
at CH2). CH1 enters Prepared-1 mode, and uses the
received information to predict the position of the
target.

(3) The target moves into the sensing regions of some
sensors in the cluster, but not into the the cluster

Target

Operation region

Target trajectory

CH

Sensor 

Fig. 2: Example: mobile target travels through a cluster-
based WSN

operation region. CH1 receives measurements from the
sensors, and enters Prepared-2 mode. CH1 still uses
the received information to predict the position of the
target, and also sends informing messages to all the
sensors in the cluster. Sensors will enter the Active
mode after receiving the message. In this scenario,
sensors and CHs perform continuous scanning.

(4) The target moves into the operation region of the clus-
ter. With the continuous scanning setting of Prepared-
2 mode, CH1 can detect the target immediately when
it enters the cluster operation region. CH1 enters the
Active mode and uses previously predicted state and the
current measurements to track the target (by using the
EIF). After obtaining the information of the target (i(k)
andI(k) in the EIF), CH1 broadcasts the information to
all adjacent CHs. If both of the CHs are in Active mode
(e.g., CH1 and CH2 in Fig. 2), they will exchange the
information. The positioning accuracy will therefore be
enhanced.

(5) The target moves out of the operation region of the
cluster. CH1 enters Prepared-2 mode. When the target
moves out of the sensing regions of all the sensors
in the cluster, CH1 enters Prepared-1 mode and sends
messages to inform the sensors in the cluster to enter
sleeping mode. Priority can be set at the the sensors:
Active mode takes precedence over Sleeping mode. A
part of sensors in the CH1 cluster receive active request
from CH5 or CH6, and still work in Active mode.

(6) The target is far away from the operation region of
the cluster. CH1 does not receive any information or
measurement, thus enters Sleeping mode. The sensors
sharing with the CH5 cluster are still in Active mode,
while others return to Sleeping mode.

Different from the sensors, the CHs is designated with
an extra operation–Prepared mode. In the Prepared mode,
a CH is informed by other adjacent CHs of the possibly
approaching target and its current location. For data pro-
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Fig. 3: Decorrelation between Two Clusters

cessing in the EIF, an initial value should be given in the
beginning. If CH knows the position of the target in advance,
the possibly large initial positioning error can be avoided.
Accordingly, the Prepared mode can enhance the stability
and the positioning accuracy of the system.

4. Processing of Redundant Data
In the cluster-based distributed WSN, a sensor may be-

longs to different clusters when overlapping regions are used.
Different CHs may receive the same measurement from a
sensor for target estimation, which leads to redundant data
processing when information is integrated at the CHs. Due
to the correlated measurement noises between adjacent CHs,
the biased estimation results need to be corrected in the
overlapping-cluster distributed approaches.

4.1 Decorrelation between Two Clusters
Suppose that the target is located in an operation region

which belongs to two adjacent clusters. The sensors located
in the overlapping region will transmit the TOA measure-
ments to the corresponding CHs, which incurs correlation
of the measurement noises between the two CHs.

The procedure of decorrelation between two clusters is
illustrated in Fig. 3. The target state equation and the
measurement equation at each CH are the same as (1) and
(2). After collecting all the measurement in the cluster and
calculating the TDOA measurement, a CH will broadcast
the obtained TDOA measurement. Meanwhile, the CH will

possibly also receive measurements from the adjacent CHs.
The joint measurement equation can then be written as

Z(k) = h(X(k)) +V(k), (14)

where

Z(k) =
[
ZT
1 (k) ZT

2 (k)
]T

,

h(X(k)) =
[
hT
1 (X(k)) hT

2 (X(k))
]T

,

V(k) =
[
VT

1 (k) VT
2 (k)

]T
,

(15)

and the measurement noise is of the distributionV(k) ∼
N(0,R(k)).

In real applications, the measurements which need to be
decorrelated can be determined based on the chronological
order of operation. As shown in Fig. 3, when the target
moves towards a newly joining cluster, the newly joining
CH is set as CH1, and the original CH as CH2. After the
process of decorrelation, the information broadcasted from
CH2 is corrected.

4.2 EIF for the CH in a Hexagonal Cluster
After the decorrelation process of the measurement noises,

the extended information filtering (EIF) can be used in
performing distributed target positioning. The dimension of
the measurement noise covariance matrix at a CH is related
to the number of TDOA measurements in the cluster. For
example, if there are two TDOA measurements calculated at
the CH, the dimension of the measurement noise covariance
matrix will be 2 × 2. The number of TDOA measurements
is equivalent to the active sensors in the cluster. In the
hexagonal distributed WSN, the number is generally smaller
than three in most cases. The least preferred situation, which
involves all of the six normal sensors, would occur when a
target travels through the close vicinity of the CH. In case
that lower computing complexity is required, additional cri-
teria can be applied in the algorithm to reduce the dimension
of the matrices.

5. Simulation Results
Based on the hexagonal distributed WSN and the desig-

nated operating modes for CHs and sensors, some simulation
results are provided in this section. The simulation scenario
is shown in Fig. 4. The triangles represent the CHs, and
the small circles represent the normal sensors. The dotted
circle indicates the cluster operation region, and the straight
line is the trajectory of the mobile target. The simulation
parameters are set as follows:
– Distance between sensors: 800 cm
– Sensing region: 1000 cm
– Measurement noise:v(k) ∼ N(0, σ2

v), σv = 15 cm
– Initial position of the target:(900, 1160)
– Velocity of the target:(−80,−60), 1 m/sec
– Process noise:W(k) ∼ N(0, σ2

wI), σw = 0.1 cm
– Initial value of EIF of CH1:(400, 693)
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Fig. 5: Comparison of positioning errors between WSNs
with and without Prepared mode

– Initial value of EIF of CH2:(−800, 0)
– Sample rate: 100 samples/sec

5.1 The Effects of the Prepared Mode
In Section 3, operating modes at the CHs and sensors are

defined. As indicated in Section 3.2, the Prepared mode can
enable a CH to acquire in advance the status and position of
an approaching target. In this simulation case, the effects of
the Prepared mode will be investigated and compared with
the system without the Prepared mode.

The root mean square error (RMSE), obtained by using
the Monte Carlo method, is calculated by

ê(k) =

√√√√ 1

n

n∑

i=1

(êi(k))2, (16)

where êi(k) is the error at thek−th step in thei−th
simulation. The Monte Carlo simulation times isn = 100.

The estimation results of the active CHs are illustrated in
Fig. 5. For a system without the Prepared mode, pre-selected
initial values are used at the CHs. The capital lettersA and
B in Fig. 5 imply the number of operating clusters. Letter
A means that the target is located in the operation region of
a cluster, while letterB indicates that the target is located
in an operation region covered by two clusters. The curves
show the RMSE at CH1 for the first17 seconds, followed
by the RMSE at CH2 from the 17th second and on. The
joint measurement noise covariance matrix turns out to be a
diagonal matrix after the process, indicating the elimination
of the correlation between any two adjacent clusters. Though
the dotted curve in the firstA interval is almost the same as
the solid curve. In theB interval and the secondA interval,
the process with Prepared mode outperforms that without
the designated mode.

It is noticed that there are two raises for the system
without Prepared mode at the 11th second and 17th second,
respectively. The first RMSE raise (at the CH1) is affected by
the erroneous initial information sent from CH2. The second
RMSE raise (at the CH2) indicates the estimation status,
which has not yet achieved convergence since no beforehand
target information is available in the case. It can be seen that
due to the availability of approaching target information for
CH2 in advance during the Prepared mode, the network with
the Prepared mode operation provides better stability and
better positioning accuracy than the one without Prepared
mode.

5.2 Measurement Noise Decomposition
The measurement decorrelation is also investigated by

using the scenario illustrated in Fig. 6. The solid circle
represents the sensors located in the overlapping area of the
operation regions, the remaining symbols are the same as
described in Section 5.1. The number of clusters involving
the operation region during the course of moving target
changes in the following sequence:1 → 2 → 1 → 2 →
3 → 2 → 1. The simulation parameters are set as follows:
– Normal measurement noise:v(k) ∼ N(0, 152)
– Biased measurement noise:v′(k) ∼ N(0, 452)
– Initial position of the target:(890, 1300)
– Velocity of the target:(−70,−70), about 1 m/s
– Initial value for the EIF:(500, 1200)
The settings of distance between sensors, sensing region,
process noise, sample rate, simulation times of Monte Carlo
method are the same as those in Section 5.1.

We assume that the measurements at all sensors are
biased. The simulation contains the scenarios where the
target is in the operation region of single cluster, two
clusters, and three clusters, indicated by lettersA, B andC,
respectively. The redundant data processing problem occurs
in the intervalsB and C. Simulation results are shown in
Fig. 7. It is seen that the process of decorrelation successfully
reduces the RMSE caused by biased measurement problem.
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In sensor networks, since a mobile target usually move
through different types of regions, the process of decorre-
lation can effectively improve the position accuracy.

6. Conclusions
By using an overlapping hexagonal formation for perfor-

mance analysis in cluster-based wireless sensor networks,
we present a distributed positioning and tracking scheme
to estimate the state of a mobile target. We assume that
the network consists of two kinds of sensors. The first type
represents the high-capability sensors, which are assigned
as cluster heads. The cluster heads are responsible for data
processing and inter-cluster communications. The second
type is the collection of normal sensors, which are utilized
for providing the measured data to their corresponding
cluster heads. The cluster heads are designated to process
measured data, to fuse the shared information from other
CHs, and to perform distributed target positioning. We have

designated the operating modes at the CHs and sensors for
real-time information processing. The details of the mode
settings and the operations are discussed.

In dealing with the redundant data processing problem,
which may exist in the overlapping regions of WSNs,
Cholesky decomposition has been used for decorrelating
the measurement noises. The simulation results of a target
moving through the region with overlapping clusters show
that the overlapped cluster-based WSN with the designated
modes provides more efficient and stable performance. The
results for three-cluster cases also show that estimation with
decorrelation process exhibits better tracking performance.
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Abstract - This paper proposed WSN-based estrus monitoring 
system for stalled sows, which detects estrus of a sows in real 
time using wireless sensor network and notifies optimum time 
of insemination to PC and smart device of a user. The need 
for detect the estrus cycle has been increased in pig industry 
as it has the direct effect on productivity and earnings. If 
failed to detect in timely manner, it may cause a huge loss. 
The proposed system is one that detects estrus by measuring 
sow's activity in real time with an accelerometer sensor to 
transmits it to the server, which analyzes the information 
received and then informs whether or not to be in heat to PC 
and smart devices of users. This system is expected to improve 
rate of return for livestock farms by detecting the exact 
optimum time of insemination of a sows and minimizing the 
number of non-production days. 

Keywords: Wireless Sensor Networks, Ubiquitous, Sow, 
Estrus, Agriculture 

 

1 Introduction 
  The WSN is a technology that deploys sensor nodes 
with computing and wireless communication capabilities in a 
diversity of application environments, forms networks 
autonomously, and then utilizes information collected from 
the sensor nodes for the purpose of wireless monitoring and 
controlling etc[1,2,3]. This WSN technology is a core one to 
realize a ubiquitous society, and is applied to every field of 
our life, that is, a variety of industries including distribution, 
logistics, construction, transportation, defense and medicine 
etc. to implement advancement of productivity, safety and 
human living standard[4,5]. Recently, the WSN technology is 
also applied to the agriculture field to improve the working 
environment and to increase its productivity[6]. 

 Domestic hog industry is recently having hardships 
caused by increased production costs, varied animal diseases, 
unsophisticated management technology, etc. The technology 
detecting estrus of sows among these pig-breeding 
management technologies is one to decide the right time to 
fertilize, which is directly connected to the earnings of 
livestock farms, if the right time to fertilize is missed, it 
results in an economic loss because the number of non-

production days for the sows becomes longer to reduce the 
productivity[7]. At present, the sensing of estrus is inefficient 
because it is mainly carried out manually. 

 This paper proposes a system to sense estrus of sows 
and decide the right time to fertilize them in the livestock 
farms experiencing such damages. Based on the fact that the 
activity of the sow is more increased in heat than in non-heat, 
an accelerometer sensor is attached in the form of collar on 
the neck of the sow in the stall, and measures activity to 
detect its estrus. The existing systems generally use schemes 
to directly insert a sensor into the body of sows or to exploit a 
CCTV, however, the former has a disadvantage that produces 
damages such as injuries on the body of sows and stresses 
when inserting the sensor, and the latter has a disadvantage 
that is too expensive[8]. It is expected that could solve 
disadvantages of the existing system and minimize the 
number of non-production days to increase earnings of the 
livestock farms by understanding the right time to fertilize 
sows to maximize the fertility rate through the proposed 
system. In addition, it is expected that would have an effect 
on improving the working condition and reducing the labor 
force of the livestock farms because they do not need to visit 
the pig house frequently for checking estrus. 

 This paper is organized as follows. The related studies 
of Chap. 2 explain the estrus of sows and the stall that is a 
breeding space, and the system design of Chap. 3 describes 
the structure of the proposed system and the procedure to 
process services. Chap. 4 implements the final system and 
measures its performance after verifying the system through 
experiments, and Chap. 5 finishes with a conclusion. 

2 Related research  
2.1 Estrus of pigs and detection  
 In general, a weaning sow begins estrus around 4 to 7 
days after weaning. As estrus period lasts 3 to 6 days for pigs, 
which is relatively longer comparing to other animals, it is 
not very easy to detect the exact optimum time of 
insemination[9]. Particularly for artificial insemination, much 
smaller number of sperms and smaller amount of seminal 
fluid are inserted comparing to natural breeding and the 
motility or surviving rate of sperms and surviving time in the 
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reproductive organ of a sow are relatively low, so it is 
necessary to monitor estrus carefully for insemination at 
optimum time. However, due to difficulty with continued 
monitoring, a manager generally checks estrus of a sow two 
times a day through observation with a naked eye. This 
method requires much labor as well as high level of skills and 
rich experience, and has limitations in finding exactly when 
estrus began with only two checks a day and judging 
optimum time of insemination exactly because estrus begins 
mostly at dawn[10].  

 When artificial insemination takes place at optimum 
time even when detecting estrus, conception rate is low, 
which causes economic loss. Because of this problem, 
artificial insemination is conducted 2 to 3 times, but costs and 
labor involving this procedure are another factor of adding 
burden to livestock farms[11,12] 

 The system proposed in this paper decided the time 
between 26~34 hours after starting estrus reported at present 
as the right time to fertilize in order to solve such a problem.  

2.2 Accelerometer sensor  
 Accelerometer sensor is for measuring the dynamic 
force such as the Acceleration, vibration and shock of object 
by processing output signal and it has a wide area of usage 
since it can detect motion status in details[13]. 

 For the purpose of verifying the system proposed in this 
paper, Accelerometer Sensor of HBE-Zigbexll by 
HANBACK Electronics Ltd. was used. 

 

Figure 1. Accelerometer sensor  

3 System design 
 System of estrus detection of stalled sows employs a 
method of measuring activities using accelerometer sensor. 
For a sow reaching estrus time, activity of walking around 
with unique sound increases. However, the sows in the stall 
have a characteristic that the sitting/standing up movements 
are increased and the lying ones are decreased compared to 
the non-estrus due to the limitation on movements[14]. It is a 
system that attaches an accelerometer sensor on the neck of 
sows in the form of collar based on this characteristic, 
measures the activity, sends this value to the server to decide 

whether or not to be in heat, and then informs to PC and 
smart devices of users in real time. In addition, after detecting 
the estrus, it decides the right time to fertilize, and informs it, 
so it could fertilize at the exact time. 

3.1 System structure  
 The proposed estrus detection system consists of 
physical layer, middle layer and application layer, as shown 
in Figure 2.  

 The physical layer consists of accelerometer sensor and 
sensor node for collecting sow activity.  

 The sensor manager stores the information collected 
through the accelerometer sensor in the livestock 
management server database through storable format 
processing, measurable unit conversion and update inquiry of 
processed data. 

 The management server plays the role of storing in each 
table the data collected through the accelerometer sensor, as 
well as the sow activity data collected through the standard 
values for status notification. And management server 
database store sow activity data and sow identification 
information. 

 The management server is located between the user and 
database, and periodically notifies the user the data stored in 
the database. It automatically controls the corresponding 
estrus notification upon comparing the estrus standard values 
stores in the table and the status notification table, or 
comparatively analyzes the existing sow estrus information 
stored in the database and the measured sow estrus 
information to notify the producer in real-time of any values 
that exceed or fall short of the standard values through web 
and SMS notification services. 

 The application layer consists of application services 
that support various platforms such as laptop, web, PAD and 
smart phone and provides to users livestock estrus detection 
information service, sow optimum time of insemination 
service. 
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Figure 2. System structure 

3.2 System configuration  
 The entire architecture of system of estrus detection of 
stalled sows based WSN is shown in figure 3.  

 This system consists of sensor of detecting estrus, server 
of storing and analyzing data transmitted from sensor and 
finally PC and smart device available to a user anywhere. 
Sensor used for monitoring judges whether or not a sow 
began estrus is accelerometer sensor. The sensor monitors 
activities of a sow, and stores and manages collected 
information in database. Server analyzes collected 
information, and notifies conditions of a sow to a user in real 
time after judging whether or not estrus began when the 
amount of activity exceeds the normal value. 

 

Figure 3. Proposed WSN based Estrus Detection System 
Configuration  

 

3.3 System service  
 The proposed system provides information about estrus 
of a sow, and its operation is shown in figure 4.  

 Information measured through accelerometer sensor is 
transmitted to sensor manager, which stores processed data in 
database after processing transmitted data into format and 
converting units.  

 Management server requests sensor data of database on 
a regular basis, and compares transmitted data with data 
standard range of information; and when detecting estrus 
beyond the range, it analyzes information which took place to 
an individual sow and notifies it to a user. 

 

Figure 4. Service Process of Proposed WSN based Estrus 
Detection System  

4 Implementation and result 
 The prototype model was tested by the method that 
persons wear accelerometer sensors fabricated in the form of 
collar to detect their movements. The reference scope was 
limited to measure activities by comparing with it, however, 
there were problems that the sensor in the form of collar 
dangled and there were noises. In order to solve these 
problems, it made the sensor in the form of collar could be 
adjust its size when applying it actually to the sow, values of 
the accelerometer sensor were passed through a LPF(Low 
Pass Filter) to remove noises and the required signals are 
obtained, so that the existing problems could be solved and 
the estrus of sows could be detected. 

4.1 Prototype 

 

Figure 5. Accelerometer Result Values Graph of Test 

 Figure 5 is a graph showing acceleration result values of 
a test for the verification of system. As this system detects 
movement through accelerometer sensor attached to the neck 
of a sow, height variation value was used. This paper set a 
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standard range of data and detected estrus by comparing the 
amount of measured activity with the standard range. 
Through this experiment, this paper verified estrus detection 
system using accelerometer sensor.  

 The initial prototype of the WSN-based system to detect 
estrus of sows bred in the stall was fabricated with an 
accelerometer sensor in the form of collar, and its GUI was 
designed as figure 6. Comparing the graph of acceleration 
result values with the reference scope determined by counting 
movements during one minute, the estrus was detected.  

 
Figure 6. Estrus Detection System Prototype GUI 

4.2 The Actual effect 
 Figure 7 is an image that applied actually to a sow bred 
in the stall. In order to solve the problem arisen in the 
prototype, when applying it actually to the sow, it made the 
size of the sensor in the form of collar could be adjusted, and 
the accelerometer sensor was intactly used.  

 

Figure 7. Applied actually to a sow 

 Figure 8 is the GUI providing to users, where ① is the 
result of measuring activities by the accelerometer sensor, 
which is the result representing the hourly variation of 
activities. ② represents the sow's individual classification ID, 
its activity, the reference scope value of activities and 
whether or not to be in heat. ③ is the menu to set the 
reference scope of activities. ④ is the menu to inform the 
right time to fertilize by calculating time after detecting the 
estrus. 

 For the prototype, movements were measured during 
one minute, but the activities were measured for each time 
according to the sow's activity when implementing actually.  

 From the implementation result as above, it could verify 
the proposed WSN based estrus detection system, and it 
would like to advance it by developing continuously. 

 

Figure 8. Estrus Detection System GUI 

5 Conclusions 
 To maximize income, Livestock farms should increase 
reproduction rate by minimizing the number of non-
production days for a sow. The system proposed in this paper 
has a purpose that detects estrus by measuring the sow's 
activity in real time with an accelerometer sensor, inform 
immediately the fact that the estrus is arisen and the 
calculated right time to fertilize to users, so that they could 
quickly deal with it. The existing method, which persons 
directly check estrus with their own eyes, is labor-intensive, 
and has a disadvantage that it has a lower chance of becoming 
pregnant even if detecting the estrus to make implantation 
and has much errors. The proposed system could solve 
problems of the existing method, improve the rate of 
detecting estrus of sows, and reduce labor force and 
production cost by deciding the right time to fertilize to 
increase the chance of artificial fertilization. In addition, it 
could get out of temporal confinement for detecting estrus to 
improve the quality of user's life and the working condition. 
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Abstract -  With the growing number of vehicles and users, 
monitoring road and traffic within cities is becoming a huge 
research challenge. With the urban scale enlargement 
coupled with the exponential growth in the number of 
vehicles, South Africa (SA) is not an exception. 
Consequently, congestion and pollution (i.e. noise and air) 
have become the order of the day. Road congestion and 
traffic-related pollution are well-known for huge negative 
socio-economic impact on several economics worldwide. For 
over a decade now, the number of cars on SA roads has 
increased tremendously and the road transport profile is 
characterized by its sizeable and total dependence on cars 
particularly in the highly developed urban areas alongside 
cycling, and other public transport. This has brought about 
increasing congestion in public roads which poses a serious 
problem not only for SA, but many countries of the world and 
has to be contained. Several solution methods have been 
proposed requiring dedicated hardware such as GPS devices 
and accelerometers in vehicles or camera on roadside and 
near traffic signals. Most other works in literature 
concentrated on lane system and orderly traffic, which is 
common in developing world and in some cases, the traffic is 
highly chaotic and unpredictable. The situation in SA cities 
like Johannesburg and Pretoria are not different. All there 
methods are costly and human require much effort. 
Therefore, in this paper, we propose a novel model that is 
cost effective, requires less human intervention, but uses 
wireless sensor networks application to monitor traffic in 
major SA cities. 
 

Keywords: Wireless Sensor Networks, GPS, Traffic, 
Congestion, Nodes  
 

1 Introduction 
  Traffic vehicle monitoring in South Africa (SA) is 
becoming more and more vital due to urban scale 
enlargement coupled with the exponential growth in the 
number of vehicles. With this development, congestion and 
pollution (i.e. noise and air) have been the order of the day. 
Road congestion and traffic-related pollution are well-known 
for huge negative socio-economic impact on several 
economics worldwide. Over the last 10 years the number of 

cars on SA roads has increased tremendously by almost 30% 
and road authorities are struggling to contain the effects of 
the growing congestion that resulted [1]. The road transport 
profile is characterized by its sizeable and total dependence 
on cars particularly in the highly developed urban areas 
alongside cycling, and other public transport. Increasing 
congestion level in public road networks is a growing 
problem not only applicable to SA but also in many countries 
of the world and has to be contained. The growth of urban 
areas in SA has been affected by the increased of traffic flow 
in most of the roads. As road networks usage increases, 
traffic congestion increases also characterized mainly by 
slower speeds, longer trip times, and increased vehicular 
queuing occurs. In order to keep the situation under control, 
there are several monitoring systems that exist. Traffic 
monitoring of vehicles is a complex issue because it requires 
real-time monitoring, however, the data processed by the 
monitoring system are huge causing high throughput 
computation. With the advances in the technology of micro-
electromechanical system (MEMS), developments in wireless 
communications and wireless sensor networks (WSNs) have 
also emerged [2]. 
 
Given the expected growths in urban areas traffic, the scale 
and complication of the traffic infrastructure will continue to 
rise gradually in time and in distributed geographical areas in 
SA. To guarantee vehicles monitoring efficiency, safety, and 
security in the presence of such growth, and avoiding 
pollution, it is critical to develop a system that can adapt to 
enlargements while guaranteeing reliable in urban roads in 
SA. With the development of WSNs many cities around the 
world have developed variety of technologies and systems 
better manage and control their roads network. For instance, 
currently the majority of urban roads in SA is controlled by i-
Traffic system which is an integrated system of CCTV 
cameras linked by fiber optic cable to a central control Centre 
[1]. At the control center, human operators are in charge for 
continuously monitoring and analyzing a huge amount of 
data from video cameras system on the roads. The human 
decision makers must indicate the correct approach by 
analyzing the CCTV information, and then inform the 
ground officer and/or remotely configure traffic control 
equipment using the communication infrastructure. 
Unfortunately, this system for traffic monitoring has several 
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problems in it due to human decisions involvements. 
Therefore, in this paper, our objective is to overcome some of 
the limitations that exist in the current traffic monitoring 
system. To this end, we are proposing a novel system for 
vehicle traffic monitoring that will use WSNs technology to 
monitor traffic congestions between two major cities roads in 
SA. 
 
The paper is organized as follows; section 1 is the 
introduction, section 2 gives the background information of 
study, section 3 gives the research proposed approach, 
section 4 describe the system components, while sections 5 
and 6 gives the architecture of the system and the paper 
conclusion respectively.  

2 Background Information 
In a typical application, a WSN is scattered in a region where 
it is meant to collect data through its sensor nodes. WSN are 
being used in industrial process monitoring and control [3,4], 
machine health monitoring [5], environment and habitat 
monitoring, healthcare applications, home automation and 
traffic control [6,7]. However, one of the major challenges 
that vehicle control and traffic management applications are 
facing knowing the position, the lane and speed of the 
vehicles on the road network in real-time basis [4]. WSN 
received significant attention in the last decade and 
successful research put them in the forefront to answer this 
challenge [4]. WSNs technology can help in the 
infrastructure development of our novel system for vehicle 
traffic monitoring. They are multi-hop which autonomously 
form a network which include a large number of nodes 
integrating information collection, data processing and 
wireless communications in order to perceive, collect and 
process information from objects in the region and allow 
observers to know when, where and what the incident will 
occur. A typical WSN node is composed of power, data 
acquisition unit DAU, data processing unit DPU, data 
sending and receiving unit DRSC [8]. Each hardware unit 
has a specific task in the system as shown in Fig.1. 

 
Fig. 1: General structure of a node [8] 

 

2.1 Wireless sensor network application 
The development of WSNs was inspired by military 

applications such as battlefield surveillance and target 
tracking. Some usual applications of WSNs are monitoring, 
medical care, Intelligent Transportation and Traffic 
Management, Parking Monitoring, and Automatic Traffic 
Control. These are discussed as follows: 

1)  Medic Care: William Walker et al, has mentioned 
about health care monitoring [9]. In their discussion sensors 
measure the vital signal of patient such as blood pressure, 
oxygen rate, heart pulses and according to desecration of 
their threshold value it sends the message to nurse or doctor. 

2)  Agriculture Monitoring:  A system was proposed about 
agriculture monitoring by N. Medrano [10], where by sensor 
senses the wide cultivar area in real time and gives the exact 
answers to variations in the cultivar condition, which 
improves the product quality. 

3)  Structural Monitoring: In civil engineering and 
construction, Vivek Katiyar has mentioned that civil structure 
like bridges, building, and water reservation can be monitor 
with the help of wireless sensor network. It was said that 
WSN is more helpful for checking condition of some serious 
structure at regular interval of time [11]. 

4)  Intelligent Transportation: WSNs is extensively being 
used in nowadays in the area of transportation, where mostly 
use of automatic traffic control systems, efficient multi 
storage parking location building identification and many 
other system. BI Yan-Zhong et al in their argument [12] has 
stated that wireless sensor network is very suitable in multi 
storage parking building where sensor nodes are deployed at 
each parking space. Whichever parking space is free, 
appropriate sensor sends the message to control centre which 
will guide the vehicle to that direction.  

Finally, Malik Tubaishat also has discussed a system for 
reducing the traffic by real time monitoring of vehicles using 
wireless sensor network [13]. In the discussion the 
concentration of the traffic is been measured, all the sensor 
nodes on different signals co-ordinate with each other and 
dynamically changes the duration of green signals. That 
makes help in reducing traffic in peak hours. Chen Wenjie et 
al in [14] have also talk about real time dynamic traffic 
control system using wireless sensor networks. It is obvious 
that the unique feature of WSNs can assist in building diverse 
application for efficient vehicle traffic monitoring. 

 
2.2 Logical structure of wireless sensor 

network  
Since the features show that the applications of wireless 
sensor networks for traffic monitoring have no space 
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constraints, more flexible distribution, mobile convenience 
and quick reaction [8] but its architecture is different from 
diverse application. Regardless of the architecture of wireless 
sensor network its several parts are logically the same as 
shown in Figure 2. [15]. 
 
The physical hardware layer includes network infrastructure, 
sensors and other hardware related to wireless sensor 
networks. It is responsible for modulating, sending and 
receive data. Data link layer provides communication 
between physical layer and network layer and establish a data 
link between adjacent nodes, send the frame organized by a 
certain format to provide reliable information transmission 
mechanism for the network layer. The network layer deal 
with routing, data transfer and other issues between sensor 
nodes and between sensor and observer, including from the 
physical connection to the exclusive agreements of WSNs 
applied to each layer. Application layer include the specific 
application to meet the user's need, such as traffic flow 
forecasting. 
 

 
 
Fig  2. Logical structure of wireless sensor network [8] 
 

3 Proposed Model Approach 
 Traffic vehicle monitoring in SA is becoming more and 
more vital due to urban scale enlargement coupled with the 
exponential growth in the number of vehicles. The 
continuous increase in the congestion level on public roads, 
especially at rush hours, is a critical problem not only in SA 
but in many countries and is becoming a major concern for 
transportation specialist and decision makers [15]. Currently, 
the majority of urban roads in SA are control by i-Traffic 
system which is an integrated system of CCTV cameras 
linked by fiber optic cable to a central control Centre. At the 
control center, human operators are in charge for 
continuously monitoring and analyzing a huge amount of 
data from video cameras system on the roads. This system for 

traffic monitoring has several problems arising from it and its 
required dedicated communication infrastructures that are 
expensive. With the development of WSNs many cities 
around the world have developed variety of technologies and 
systems to better manage and control their roads network. In 
this paper we review different literature on WSN for vehicles 
traffic monitoring system, evaluate the existing vehicle traffic 
monitoring system in SA and in other countries and finally 
use the knowledge obtained to develop a novel model for 
vehicles traffic monitoring using WSN that is cost-effective 
to overcome the challenges of the current system. The 
hardware components of the proposed system and their 
functionality together with the proposed architecture for the 
system are discussed in details in the following section. 
 
4 Proposed System Components 
The hardware components of the proposed system are 
described on the basis of their roles and responsibility 
regarding to the system and their internal data and 
communication models in the whole system. 
 
4.1 GPS 
 Global Positioning System (GPS) is use to establish a 
position at any point on the globe and determine the location 
of any object (vehicle, building, person, areas, roads etc.); 
further more record the position at regular intervals in order 
to create a track file or log of activities. GPS coverage in SA 
is wide and most urban roads are mapped to the GPS system. 
In this project we use GPS system in order to compute 
possible shortest route close to the congestion areas to help 
the traffic officer in TMC regenerate message to the vehicle 
users on the roads. 
4.2 Sensors 
 A sensor is a tiny device with wireless communication 
capabilities that responds to a physical stimulus (such as het, 
sound, magnetic, pressure etc.)[1]. Sensors are mostly used 
to change a physical parameter such as blood pressure, room 
temperature, motion, wind speed or vibration into a signal 
that can be measured electrically and convert the physical 
parameter  to an electrical equivalent it is easily inputted into 
a computer or a microprocessor for manipulating, analysing 
and displaying [8]. In this research proposal we make uses of 
sensors, placed at many points throughout the road network 
(intersection or places where congestion is extremely occur) 
to sense congestion by counting and measuring the speed of 
passing vehicles. The sensors are place on the road side in 
group (Zone1 up to zone4) in a way that if a vehicle cannot 
be sense by one zone it will be able sense by the other zone. 

4.3 RFID scanners 
Radio frequency identification (RFID) system works for 
identification of items or objects wirelessly. Sometimes it 
only identifies item category or type but it is capable of 
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identify items or objects uniquely. Schwieren1 and Vossen 
[21] said RFID also enable data storage for remote items or 
objects trough remotely access items information. In general 
most of RFID system consists following components: RFID 
tags, this is use as a unique identifier.  RFID Antennas, these 
are first point of contact for the tags reading. RFID Scanner / 
readers, this is usually consists of a radio frequency module, 
a control unit and coupling element to interrogate the tags via 
radio frequency communication. RFID middleware, this is a 
kind of software that stands between the scanner / reader 
network and the application software to assist processing data 
generated by the reader network. Middleware has the ability 
of detecting the movement of RFID tags as they pass the read 
range of one to another [4, 5, and 6]. In our proposed system 
novel system for traffic monitoring, the scanner/reader should 
be design like the e-toll placed at distance of 1km from each 
used junction and the tag should be placed on the top of 
vehicle for easy wireless scanning of the tags. 
 
4.4 Mobile services 
This is access by the traffic officer in duty; to generate 
randomly message to the drivers using the roads. Basically 
our proposed system has an infrastructure that consists of 
wireless sensor network, RFID system, GPS and mobile 
services.  Basically the Sensor nodes deployed alongside of 
the roads where possible congestion occurs will sense an 
obstacle along the roads. Assuming that there is congestion 
or a problem on the road, sensor nodes will then send the 
sensed data to Traffic Monitoring Centre. The traffic 
monitoring centre will then generate a message using mobile 
service for appropriate routing determine by the GPS system 
so that the drivers can take appropriate routing action to 
avoid congestion or problem on the roads. This message will 
be send to all the vehicles scanned in 1km distance where the 
RFID system was installed, and then drivers who receive this 
message will take suitable action to escape congestion on the 
specific roads. 
 
4.5 Traffic monitoring center 

This is the main traffic office where all the roads are 
monitored and decisions are made for the state of the roads. 
The traffic monitoring centre is operated by a traffic officer 
who is in charge of continuously monitoring and analysing 
data from the entire system. The traffic monitoring centre 
(TMC) will decide the correct approach by analysing the 
congestion information from the WSN system every second 
and decided if action is to be taken or not. But in the case of 
congestion the traffic officer at the TMC will immediately 
generate a message (result of the GPS communication) and 
send it to the appropriate entity identify by RFID system on 
the road using their unique number plate. Then vehicle 
drivers on the ground will be inform of alternative roads to 
take using information received from the TMC. 
 

5 System Architecture 
Wireless sensor networks is an information monitoring and 
transmitting network that can be applied to any type of traffic 
flow monitoring and forecasting system [18]. In this project, 
we have propose a novel model for vehicle traffic monitoring 
based on WSN that can be appropriate to any types of urban 
city setting in South Africa by means of investigating the 
current status of vehicle traffic monitoring networks in the 
entire world in general and South Africa in particular; and 
combining wireless sensor network technology, RFID system 
and GPS technology to communing to the road users. 
 
The proposed architecture shown in figure1 consists of 
wireless sensor network, GPS, RFID scanner, and mobile 
services. The sensor node installed on the road’s junction will 
sense for congestion. Sensors will send information using 
(congestion images) gateway to the traffic monitoring center 
(TMC) if observed within route. The control center will 
simultaneously communicate with GPS and RFID scanner.  
Communication with the GPS is for possible shortest route 
computation, while the RFID scanner immediately scans the 
RFID tag deployed on every moving vehicle from a distance 
of 1km. The output of such scan is unique number (vehicle 
number plate in our case) which is use by the traffic 
monitoring center to communicate with specific vehicle’s 
driver in that specific congestion area. Immediately the 
scanned unique number is received, the traffic control center 
will generate a message (result of the GPS communication) 
and send it to the appropriate entity on the road to use the 
closed roads with no congestion. 
 

 
 Fig. 3: The proposed system architecture 
 
6 Conclusions 
In this paper, we have presented the design of a novel system 
for traffic monitoring using wireless sensor network. The 
main purpose of the system is to monitor vehicle traffic 
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between two cities in South Africa. The system architecture 
of our novel system consists of wireless sensor network, GPS, 
RFID scanner, and mobile services. The sensor node installed 
on the road’s junction will sense for congestion. This system 
is cost effective and can be use in any type of city. 
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Abstract—In this paper, we develop a TDMA sleep scheduling
technique for Wireless Sensor Networks using a queuing theoretic
approach. We consider the scenario where TDMA listening by
wireless sensor cluster head wastes energy when the nodes send
data in low rates. To save energy consumption we propose a
technique of a traffic aware TDMA sensing window which allows
the cluster head antenna to go to sleep mode after listening for
a portion of the TDMA time slot if there are no data traffic
arrivals. We model the traffic patterns from each node using
a discrete time Markov chain and the next arrival probability
is calculated based on the patterns of past traffic arrivals. This
allows us to accurately predict co-related data traffic behaviors
in wireless sensor networks. Hence we define the TDMA sense
window size proportional to the predicted probability of traffic
arrivals.

Keywords: Wireless Sensor Networks, TDMA Sense.

I. INTRODUCTION

Wireless sensor nodes are autonomous self organized com-
munication nodes used to sense different environmental con-
ditions. There is a central base station which monitors and
controls these nodes. This central base station gathers sensing
data through the nodes. It is not energy efficient for every
node to directly communicate with with this central station.
Therefore the nodes are organized in to different clusters and
the cluster head is responsible for collecting data from every
node in the range and then forward the collected data to the
monitoring station. This clustering technique is being adopted
by all major algorithms used in wireless sensor networks.

Intra cluster communication can be done using TDMA
technique to have an ideal, collision free communication
between the cluster head and the nodes. Each node is given
a chance to transmit data to the cluster head during a TDMA
cycle. The cluster head antenna has to listen through out each
TDMA slot to gather data from each node. This listening is
energy consuming and if the nodes sends data in a low rate
because sensor nodes may not have data to transmit to the
cluster head all of the time. When no data is sent from a
sensor node to the cluster head during the TDMA time slot,
the cluster head will be wasting energy listening and waiting
for sensor data.

As a solution to this, the cluster head can dynamically
calculate the average data arrival rate from each node and
reschedule the TDMA frame size accordingly but this tech-
nique adds overhead of resynchronizing all nodes to a new

TDMA schedule frequently. The cluster head can listen to
a portion of the TDMA time slot and see if the node is
attempting to send any data if not it can turn off the antenna to
the rest of the TDMA time slot to save energy consumption.
This method is called TDMA sense and it can save energy
consumption by a considerable amount. However finding this
TDMA sense window size is challenging. If the sensing
window is too small, there is a high chance that a node actually
attempts to transmit data during the latter part of the TDMA
slot but due to the unavailability of cluster head’s attention,
the node has to delay it’s data until it’s next TDMA slot.
If the sensing window size is too large while the node has
no new data to send, the cluster head will be unnecessarily
wasting energy by turning on the antenna. One obvious way
to determine the size of this TDMA sense window is to let the
cluster head to monitor data arrivals from each node and decide
the TDMA sense window sizes proportional to the average
data arrival probability of each node. But it is highly likely
that the data generated by wireless sensor nodes are correlated
and the odds of sending a data packet during a TDMA slot is
depending on the past data traffic patterns.

In this paper we present an efficient and novel technique for
the cluster head to determine the data arrival probability by
analyzing past traffic patterns. We propose a technique based
on N - order Markov chain to dynamically train the cluster
head to keep track of the data traffic patterns generated by
each node hence calculate the data arrival probability. Based
on the dynamically predicted data arrival probabilities , the
cluster head adjudges the TDMA sense window size.

The rest of the paper is organized as follows. Section II
describes the related work done in literature and contributions
of this paper. In section III we present our system model and
describe how we model the traffic behaviors in the network
using an N -Order discrete time Markov chain (DTMC) and
then in section III we demonstrate simulation results obtained
by the proposed system model. Finally, section IV concludes
the paper.

II. RELATED WORK

A major constraint in wireless sensors nodes is battery life.
Depending on the place they are deployed it will be very
hard to replace the batteries. Therefore energy consumption in
wireless sensor nodes has been intensively studied in literature.
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Operation Time Power Consumption
Initialize radio 350 µs 18 mW
Turn on radio 1.5 ms 3 mW
Switch to TX/TX state 250 µs 45 mW
Receive 1 byte 416 µs 45 mW
Transmit 1 byte 416 µs 60 mW
Active - 32 mW
Sleep - 90 µW

TABLE I: Power Consumption of Mica2 sensor

Most algorithms proposed for wireless sensor networks try to
minimize the energy consumption in wireless nodes. Energy
models for different wireless nodes have been studies in [1]
[2] [3] which shows the power consumption rates for different
sensor nodes while the antenna is in different modes. Table I
is some interesting data for Mica2 sensor node. It shows how
the power consumption is dramatically reduced in the antenna
sleep mode. Once the antenna is turned off, it consumes
additional energy for turning on the radio and initialization
of the antenna. The time and energy overhead of transitioning
between active and sleep states may consume energy so these
state transitions should be carefully done.

Time Division Multiple Access (TDMA) is a good way
of reducing the energy consumption in sensor nodes. which
allows sensors to turn off antenna until the allocated time slot.
TDMA scheduling for intra-cluster communication in wireless
sensor networks was introduced in [4]. The cluster head always
has to turn on the antenna to listen data from each nodes in its
rage, so it is not very beneficial for the cluster head regarding
the energy consumption. The authors in [5] proposed to change
the TDMA frame size according to the data arrival rate of the
nodes. But this technique requires the cluster head to update
the schedule with the nodes which cause additional over heads
and energy consumption.

A TDMA sense technique was proposed in [6]. During
the sensing window, if there is no transmission by the end
of the sensing window, the cluster head switches off its
radio during the traffic window in this slot in order to save
energy. Otherwise, the cluster head receives packets from the
cluster member during the traffic window. This technique is an
interesting concept to save energy but if the listening window
size is not carefully selected it may not be very effective and
also it can cause unnecessary delays for data packets.

In this paper we propose a dynamic method to train the
cluster head to calculate the data arrival probability based on
past traffic patterns. Hence dynamically change the TDMA
sense window size proportional to the predicted data arrival
probability. We use N -Order Markov chain to keep track of
the past traffic arrived from each node and then dynamically
update the patterns as new data arrives from node. Usually
Markov chain dependent on only one past event [7] but in
this case we use a higher order Markov model which models
the system depending on the past N events. This allows us
to efficiently find a relationship among different data traffic
patterns. In the simulation section we show that our prediction
scheme performs well compared to fixed windows size scheme

which defines the TDMA sense window sizes proportional to
the average data arrival probability from each node.

III. SYSTEM MODEL

We consider a cluster head which communicate with the
nodes in its range using TDMA time scheduling. TDMA time
frame is chosen such that each node can transmit one data
packet. The cluster head listens to data coming from each node
and find traffic patterns. To do this the cluster head calculate
the probability of having an arrival after each traffic pattern.
A data packet arrival during a TDMA cycle is denoted by
a binary word. Binary 1 represents a data arrival and binary
0 represents no arrival. The cluster head keeps track of data
arrivals from past N TDMA cycles from each node. i.e. the
cluster head has a N -bit binary word to represent the past
traffic pattern for each node. While doing this the cluster
head calculates the probability of having an arrival in the
next time slot after each traffic pattern using the real data.
We use an N-order DTMC to keep track of these calculated
probabilities. Here each state is denoted by an N bit binary
word representing the traffic pattern. Fig. 1 shows the graphical
representation of an N-Order Markov chain for N = 3. It
shows how the system goes from one state (traffic pattern of
past N TDMA slots of the node) to another according to the
data arrivals during the next time unit. A data arrival in the
next time slot is denoted by 1 and 0 is to denote no data arrival.
There are 2N number of states in the Markov chain, from each
state Sk ∈ S it can go to one of two states depending whether
there is a data packet arrival or not during the next TDMA
cycle. Here S is the total state space of the Markov chain.

Fig. 1: N-Order Markov Chain (N=3)

A. Training the N-Order Markov Chain
These state transition probabilities can be found by training

the system for real data for a reasonable amount of time and
these probabilities derive a transition matrix for this N -Order
DTMC.

For the purpose of training the cluster head stores an M bit
word B = b1b2 · · · bM for each sensor node defining whether
there was a data transmission by the sensor node to the cluster
head or not. The cluster head uses past M(>> N) TDMA
cycles to update the Markov chain.
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P =



S0 S1 S2 S3 S4 S5 S6 S7

S0 P(0|S0) P(1|S0)

S1 P(0|S1) P(1|S2)

S2 P(0|S2) P(1|S2)

S3 P(0|S3) P(1|S3)

S4 P(0|S4) P(1|S4)

S5 P(0|S5) P(1|S5)

S6 P(0|S6) P(1|S6)

S7 P(0|S7) P(1|S7)


(1)

Algorithm 1 Cluster Head Training Algorithm to calculate
Markov chain probabilities

1: Set CountSk
= 0, Count(1|Sk) = 0, ∀Sk ∈ S

2: for i = 1 to M −N + 1 do
3: Find state Sk ∈ S defined by (bibi+1 · · · bi+N−1)
4: CountSk

= CountSk
+ 1

5: if B(i+N) = 1 then
6: Count(1|Sk) = Count(1|Sk) + 1
7: end if
8: end for
9: for ∀Sk ∈ S do

10: P(1|Sk) =
Count(1|Sk)

CountSk

11: end for

B. TDMA Sense Listening Window

When the cluster head listens to data coming from its
children nodes, it turns the antenna to listening mode during
a portion of the TDMA time slot and see if there is a packet
arrival. If there is no packet arrival it turns antenna to idle
mode to save energy as shown in Figure 2. This TDMA sense
listening window length τ is increased according to the the
probability p = P(1|Sk) of packet arrival during the next time
slot given that the system is in state Sk

With the knowledge of traffic prediction we can define this
TDMA sense listening window τ proportional to the data
arrival probability as follows,

τ =

{
pT if pT < ts + tw
T otherwise (2)

Here ts and tw are the time taken to switch antenna from
listening state to idle and idle to listening respectively.

If the sleeping time is smaller than the two state transition
times then the antenna avoid going in the sleep state.

Fig. 2: TDMA sense time slot structure

If there is a packet arrival during this TDMA sense window
at time τa < τ , then the cluster does not switch the antenna to
sleep mode, otherwise the radio is listening during the whole
sensing window τ and turns it to idle mode.

Now we can calculate the probability of a packet delayed
by one TDMA cycle because it arrived during cluster head
sleep period during the allocated time slot for that node.

Pdelay =
(T − τ − ts − tw)

T
p (3)

We can find the total energy consumption during each
TDMA time slot as follows,

E = Etrans + Epkt + τ ′Wl + (T − τ ′ − ttrans)Widle (4)

where,

Etrans =

{
Wsts +Wwtw if pT < ts + tw AND no data
0 otherwise

(5)

ttrans =

{
ts + tw if pT < ts + tw AND no data arrival
0 otherwise

(6)

τ ′ =

 τ if pT < ts + tw AND no data arrival
τa data arrival at τa(≤ τ)
T otherwise

(7)

ts - The transition between listening to idle state
tw - The transition between idle to listening state
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Ws - Average power consumption during the transition from
listening to sleep state
Ww - Average power consumption during the transition

from idle to listening state
Epkt - The average energy consumption during a data packet

transmission
Widle - The power consumption when the receiver is in the

idle state
Wl - The power consumption when the receiver is in

listening state

IV. NUMERICAL RESULTS

Based on our proposed system model we simulate the
performance of the cluster head by its energy consumption
and the probability of a packet being delayed when it arrives
during antenna sleep period as shown in Fig. 3. and 4. We
use the real data from Mica2 sensor node given in Table I for
as the parameters and a 10-Order Markov chain to train the
cluster head. The sensor nodes are simulated to generate data
from a correlated source with average burst size of 10 packets.
We assumed that each sensor node sends a data packet with
average size of 100 bytes. The graphs clearly show how the
proposed model reduces the energy consumption compared to
fixed TDMA sense window scheme. Both scheme shows the
same energy consumption at very low and very high arrival
rates because in these cases the TDMA sense window is either
too small or too large. When the data arrival rate is very
high the prediction scheme does not perform very well as
it may need a longer code word to train the system more
accurately. We can see that this prediction scheme is very
suitable for wireless sensor nodes generating correlated data
patterns with medium or low rate traffic. It reduces the total
energy consumption by the cluster head upto 17% and packet
delay probability upto 81% for medium data arrival rates.

Fig. 3: Cluster head energy consumption per TDMA time slot

Fig. 4: Probability of packet delay

V. CONCLUSION

We presented a novel technique for TDMA sense window
prediction which can dynamically change the listening window
size based on traffic pattern predictions. We proposed a method
to train the cluster head to keep track of past data arrival
patterns from sensor nodes. From the simulations we showed
how our proposed scheme performed better in terms of energy
consumption and packet delay probability compared to fixed
sensing window scheme which is normally calculated based
on average arrival rate from sensor nodes.
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Abstract—Wireless networks are designed to operate 

independently without any cooperation. With the many 

existing inconveniences of 3G networks, operators are 

persuaded to switch to heterogeneous access networks. This 

reduces the costs that operators should pay in order to move 

to 4G and thus make use of the existing networks 

infrastructures, to come up with heterogeneous environment 

where multiple wireless technologies coexist. This paper 

shows how networks users will be able to select their networks 

through a user-friendly interface where criteria such as the 

offered throughput and cost are listed. Networks operators 

should make continuous modifications to the networks listed 

criteria such as the offered throughput and cost in order to 

maintain all the available networks working properly. We 

simulate the intervention using a dynamic cost that the 

operators can perform on the networks; whereby, the 

performance parameters, and the operators’ profits are taken 

into consideration along with the users’ satisfaction. 

Keywords: Multi-criteria decision method (MCDM), 

Heterogeneous Mobile Networks, Satisfaction-based decision 

method, Dynamic cost. 

1.       Introduction 

 Wireless networks are designed to operate independently. 

With the explosion of traffic, telecom operators are confronted 

with the problem of mobile infrastructure saturation. The use 

of new technologies (Wireless MAN-Advanced which is a 

development of WiMAX, and LTE-Advanced) enables the 

operators to integrate different radio technologies already 

deployed; such as pooling of resources of WiFi, mobile 

WiMAX, the LTE and HSPA+. Besides, taking into 

consideration the 3G disadvantages whereby the deployment 

has proven to be costly, and the higher costs to be paid in 

order to migrate to 4G networks or to increase the density of 

the existing 3G networks, operators are increasingly 

convinced by deploying Heterogeneous Wireless Access 

Networks (HWAN). In the heterogeneous networks, multiple 

wireless technologies coexist, and the radio resource 

management is coordinated. In such networks, mobile users 

can connect to different radio access technologies. To 

optimize the system performance, network operators aim to 

balance loads, as much as possible, in its various radio access 

networks. In heterogeneous wireless networks, the main 

challenge is to keep connections among the different networks 

such as WiFi, WiMax, and WLAN. The 4th generation of 

wireless (NGWN/4 G) networks is expected to present 

heterogeneity in terms of wireless technologies and services. 

The mainly advantage of the mobile networks 3G (UMTS and 

1xEV-/ DV) is their global coverage. However, the 

weaknesses of 3G lie in their bandwidth capacity and 

operating costs. The WLAN technology such as IEEE 802.11 

offers higher bandwidth with low operating costs, although it 

covers a relatively short range. In addition, technological 

advances in the evolution of mobile devices made possible the 

support of different Radio Access Technologies. This raised 

much interest for integration and interoperability of 3G 

wireless networks and wireless local networks to take 

advantage of their respective potentials. In this paper, we start 

by defining the heterogeneous mobile networks and their 

benefits before presenting the existing methods used to access 

network. Then, we present our MCDM with the dynamic cost 

for load balancing in heterogeneous mobile networks. 

In this paper, network selection will be made by the user 

based on the provided criteria: the throughput and the cost.  

However to optimize the overall performance, networks 

operators should intervene. They play on guarantees of QoS 

(the offered throughput), and economic incentives (the cost) to 

guide the user’s final network selection in order to achieve the 

best performance in the system. To alleviate networks, the 

operators offer a lower throughput or a higher cost. However, 

to attract new arrivals, they provide higher throughput, or 

lower cost. It is sought to study the result of the intervention 

and the optimal strategies of intervention of the operators. In 

this paper, the intervention will be limited by the use of 

dynamic cost in the system based on a binary logic with two 

thresholds. Different methods that improve the quality of 

services and try to provide solution to the above problems 

have been suggested [1, 2, 12 and 13]. In [1] we can see how 

the handover technique is used to redirect the mobile user’s 

service network from current network to a new network or 

one Base Station (BS) to another one or from one Access 

Point (AP) to another one using the same or different 
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technologies in order to reduce the processing delay in the 

overlapping area. Handover network type [11] has horizontal 

and vertical handover. The homogenous wireless network 

performs horizontal handover, if there are two BSs using the 

same access technology. This type of mechanism use signal 

strength measurements for surrounding BSs to trigger and to 

perform the handover decision. The authors in [4] have done a 

comparison among SAW, Technique for Order Preference by 

Similarity to Ideal Solution (TOPSIS), Grey Relational 

Analysis (GRA) and Multiplicative Exponent Weighting 

(MEW) for vertical handoff decision. The vertical handoff 

decision algorithm for heterogeneous wireless network has 

been discussed in [3]. The author formulated the problem as 

Markov decision process. And the vertical handoff decision is 

formulated as fuzzy multiple attribute decision making 

(MADM) in [5]. A vertical handoff decision scheme DVHD 

uses the MADM method to avoid the processing delay in [6], 

when the goal in [7] of the authors was to reduce the overload 

and the processing delay in the mobile terminal. A novel 

vertical handoff decision scheme to avoid the processing 

delay and power consumption has been proposed in this 

paper. A novel distributed vertical handoff decision scheme 

using the SAW method with a distributed manner to avoid the 

drawbacks has been suggested in [8] when the authors in [9] 

define using the emerging IEEE 802.21 standard a Media 

Independent Handover (MIH) functions as transport service in 

order to offer a vertical handoff decision with a minimum of 

processing delay. A four-step integrated strategy for MADM-

based network selection has been proposed in [10]. In this 

paper, the strategies are classified into five main categories: 

function-based, user-centric, multiple attribute decision, fuzzy 

Logic and Neural Networks based, and context-aware 

strategies. The paper is organized as follows. Section2 

discusses the network selection process, while section 3 

presents the selection of network architecture. Section 4 is 

dedicated to the new Multi criteria decision method MCDM, 

and 5 for the key performance indicator KPI. Section 6 

presents the operator strategies, and section 7 is dedicated to 

simulation description. Section 8 discusses the results, and 

section 9 presents our conclusion and the future work. 

2. Network selection process   

Before opening a new session or making a handover, the 

mobile must evaluate different alternatives and select the best 

network and the best class of service. For this multi-criteria 

decision, we consider the QoS requirements, radio conditions, 

the cost and the user’s preferences. The different decisions 

attributes are as following: the minimum guaranteed 

throughput (dmin), the maximum throughput (dmax) and cost 

(C). Figure 1 shows the hierarchical representation of the 

criteria. During the first stage, the general criteria must take 

into consideration the user’s preferences. The user may prefer 

paying more for a better quality of service or he prefers to 

save money and get low quality. The user therefore assigns 

weights to QoS incentives and the cost according to his 

preference. However the secondary criteria depend on the type 

of application, for example the minimum throughput is critical 

for a Constant Bit Rate (CBR) application when this did not 

make sense for a best effort application. As following three 

distinct types of applications: 

1. Inelastic applications with constant throughput. Therefore, 

the maximum throughput will not be considered and has 

no importance so its weight will be null. dmin and C will 

be taken into consideration. 

2. Streaming applications: used for real time services with 

variable throughput (ex: Video service using Mpeg4). 

Three parameters will be considered for those 

applications: dmax, dmin and C.  

3. Elastic applications: used for data transfer services such 

as the transfer of files, email, and web traffic services. For 

these applications just dmax and C will be considered, 

when dmin will be ignored because these applications do 

not require guarantees in QoS. 

To evaluate the different alternatives of a session and 

select the best choice, a Multi-Criteria Decision Method 

(MCDM) will be adopted. Indeed, it defines an utility function 

that depends on the standard weights of various criteria. 

Several utility functions have been proposed, the Simple 

Additive Weighting (SAW) and the Multiplicative Exponent 

Weighting (MEW), but these methods do not consider the 

current needs of the session. For example, when a user using 

CBR application is willing to pay, the best alternative will be 

severed without taking into account the throughput required 

for the session, and thus an overqualified alternative will be 

severed, while there is another less expensive alternative 

meeting the requirements of the session. 

3.      Selection of network architecture 

We suggest a hybrid approach taking into account the 

preferences of both, operator and user. Indeed, the policies of 

the operator are implicitly integrated in the system 

information. This information will be sent to all mobile 

terminals. The mobile terminal will decode the information, 

assess different options and then choose the best network. The 

operator offers three classes of services (Premium, Regular, 

and Economic). Financial and QoS considerations will 

determine the selection of the best alternative. An alternative 

is defined by a combination of available access technology 

(WiMax, WiFi, 3G, etc.) and classes of services such as 

Premium, Regular, and Economic. When a new session will 

be opened or where a hand over is made, the mobile terminal 

will receive information from the system which includes the 

monetary cost and the QoS incentives, decodes the incentives 

of the operator, evaluates the different alternatives and then 

chooses the best network with the service class.  

The monetary cost: we suggest a cost according to the QoS. 

As there are different classes of services (Premium, Regular, 

and Economic) in different networks, the network operators 

provide different throughputs for each. Indeed, a Premium 
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session will be more priority, will get a better quality of 

service and will be more expensive than the regular and the 

economic. Mobile’s users will be charged according to their 

priority (class of service). The prices will change dynamically 

in real time according to the conditions of the networks, the 

radio resources are used efficiently, and the performance of 

the system will be improved. As it’s more complex to 

implement a dynamic price, we consider a static price with the 

different classes of service which will be fixed and does not 

change with the network load conditions. The flat pricing 

strategies are not used because they will cause a waste of 

resources and will force light users to subsidize heavy users 

and prevent the deployment of internet service quality. In 

addition, the use of flat price will result in the congestion of a 

computer network and will degrade the performance of the 

system .Accordingly, as we will provide a guaranteed QoS, we 

propose a model based on the used volume, and then the 

sessions will be billed according to the amount of traffic that 

they transmit. The price of traffic per unit will depend on the 

radio resource access and the class service. In conclusion, the 

monetary cost is for each unit of traffic and in our case is 

defined per Kbyte. 

QoS incentives: different QoS parameters should be 

considered based on the application’s requests. They specify 

the minimum number (nmin) and the maximum (nmax) units of 

radio resource localized for a session. These sub-parameters 

depend on radio resources and the service class. The total 

traffic for a specific RAT is hidden. Different nmin and nmax are 

generated for the different classes of services reflecting the 

strategies of the operator. These sub-parameters don’t 

necessarily reflect the conditions of the network but rather the 

operator’s wishes to serve the different sessions of different 

classes. Based on the signal noise ratio(SNR) report, the 

mobile terminals will adopt the modulation type and the 

forward error correction (FEC) for the encoding. This is why 

the number of bits per radio resource unit(RRU) and the 

minimum and maximum throughputs depend on radio’s 

conditions. Indeed, during the evaluation of different 

alternatives, the mobile terminal combines its radio conditions 

(which differed from rat to another) with the reported QoS 

Sub-parameters then determines the minimum and maximum 

expected throughput. E.g. for OFDM-based technologies the 

minimum throughput expected will be: 

 

 
    

              
  

   

 

With nmin: the minimum guaranteed of OFDM reserved 

symbol, Nu: the number of carrier used for data transmission, 

K: the number of bits per symbol module that vary with the 

modulation, Rc: FEC report, and SI: scheduling interval.  

To make it more simple and homogeneous the QoS incentives 

for different radio technologies, we will express the Qos sub-

parameters in terms of minimum guaranteed throughput dmin 

and the maximum throughput dmax (instead of nmin and nmax). 

To evaluate the different alternatives, the mobile terminal will 

determine the expected throughput that represent the result of 

multiplication of minimum throughput (resp. maximum) of the 

class of service in the alternative with the gain of modulation 

gM and gC coding gain. 

         
     =          

                * gM* gC  

4.      New Multi-Criteria Decision Method 

The new method presented in this paper is a Multi-Criteria 

Decision Method (MCDM). It defines the alternative as a 

combination between a network and one of the classes of 

service Premium, Regular or Economic. The alternatives will 

be evaluated according to their monetary cost, minimum 

throughput that they guarantee and the maximum throughput 

they offer based on the user’s satisfaction. We define then a 

function of satisfaction for each type of session (inelastic, 

streaming and elastic) and user profile. The HWAN (or 

NGWAN) allow the efficient use of available radio resources. 

They can serve more customers and this will generate more 

profit. Mobile users can connect simultaneously or not to the 

different access technologies that meet their needs in terms of 

QoS or cost.  

As cited before, our method is a hybrid method shared 

between network and users. We define an environment that 

integrates the operator’s objectives and the user’s preferences 

based on the user’s satisfactions. Our method selects the best 

alternative based on the expected user satisfaction. The utility 

function is defined as the weighted sum of partial satisfaction 

functions. The function of partial satisfaction (sc, p) depends on 

the decision criterion (c) and the profile of the user (p). There 

are two types of users: those who are willing to pay for best 

performance and those who prefer to save. As mentioned 

before, there are three different types of applications, so we 

will have six users’ profiles. 

The function of satisfaction expected S (ai) for the alternative 

ai is given by: 

S (ai) = wdmin, p *sdmin, p + wdmax, p*sdmax, p + wcost, p*scost, p           

Where (wdmin, p, wdmax, p, wcost, p) represent the static weight 

vector of profile p, and (sdmin, p, sdmax, p, scost, p) represent the 

functions of partial satisfaction of profile p. 

The function of satisfaction of throughputs depends on the 

QoS needs of the session. Inelastic applications are 

characterized by a fixed throughput, Rf. The QoS requirements 

for these applications are strict and inflexible and therefore the 

function of satisfaction of the minimum throughput ensures is 

defined by the following formula (see figure 1).  
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            (  )    
             (  )     
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Figure 1:  Form of the function of satisfaction for an inelastic 

session 

Where dmin (ai) represents the minimum rate guaranteed by the 

alternative ai. In this case the function of maximum 

satisfaction will not be considered.  

Streaming sessions require a minimum rate but also a 

maximum throughput as it is real-time applications. Their 

function of satisfaction is in the form of sigmoid and is 

defined the following formula (see figure 2). 
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(5) and (6) present  the function of satisfaction for the 

streaming sessions. 

Where α, β are positive constants that determine the shape of 

the sigmoid, dmax(ai) and dmin(ai) are the maximum and 

minimum throughput guaranteed by the alternative ai and 

average throughput Rav. 

For elastic sessions, the function of satisfaction is a concave 

function defined by the formula given in figure 2.  
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Figure 2: Form of the function of satisfaction of the elastic 

sessions 

Where Rc is the throughput of comfort. 

The satisfaction’s function of the monetary cost depends on 

the user’s tolerance, it is modeled by the following formula 

(see figure 3).  
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Figure 3: Form of the function of satisfaction of the monetary 

cost 

Where cost (ai) is the monetary cost of the alternative ai and 

   a positive constant that depends on the profile p. More the 

user is tolerated in terms of cost, more    is greater. 

5. Key Performance Indicators (KPIs) 
Different KPIs are defined to assess the user satisfaction 

and operators gain. To assess the user’s satisfaction, we take 

into consideration the applications’ types. So, for the 

streaming and inelastic applications, we consider the 

throughput, the delay and the drop probability. And for the 

elastic applications, we consider the throughput and 

performance test d/ dc where d is the effective throughput 

received per the user and dc represents the throughput of 

comfort. It then sets the user’s satisfaction by: 

 

S = wQoS*SQoS + wcost*Scost   

 

Where wQoS and wcost represent the respective weights assigned 

to the QoS criteria and monetary cost, and SQoS and Scost the 

respective user’s satisfaction. The functions of satisfaction are 

identical to those defined for the calculation of the best 

alternative and satisfaction will be measured at the actual rate 

received by the user. To assess the operator’s gain we 

calculate the average revenue per user for consumption per 

Kbyte.  

6. Operator strategies 

The operator strategies are implicitly embedded in the 

system’s information. This will influence the decision process. 

The operator will inform the user of the minimum and 

maximum throughput of each network access with the 

corresponding monetary cost and the user is who choose the 

most suitable access technologies among different ones. We 

can say that the operator will affect and guide the user when 

making the final decision. In our work, the QoS incentives 

will be fixed when the cost will vary dynamically to optimize 

short and long term goals. In both cases the monetary cost and 

the different incentives for QoS will reflect the operator 

strategies and contribute in the final user’s decision. The 

operator will hide the total capacity of the system and will 

only provide to the users information about the incentives of 

QoS and presents the different guaranteed throughputs offered 

with the cost. On the other hand, when the operator is ready to 

reserve, in a RAT j, a band for the session of the service class 

i, excellent throughput will be suggested, and then the class i 

will attract new coming sessions to the radio access 

technology RAT j. So to avoid new sessions, the operator can 

offer excellent throughput or low cost which will push the 

user to pass to one RAT. In conclusion, the dynamic 

incentives of QoS variation or cost variation will allow the 

operator to more or less attract new users to a class in a 

specific RAT and then the operator will contribute in the final 

user’s decision. 

 
(9) 

(8) 

(7) 

(6) 

(5) 
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7.      Simulation 

Before presenting the results obtained per our method, it’s 

necessary to describe the simulation environment, the discrete 

events system, and the Dynamic Cost.   

7.1 Simulation Environment  

In our simulation, we first consider three similar Radio Access 

Technologies (R1, R2, and R3), which mean they all have 

same service classes, same Cost and QoS incentives for all 

classes: Premium, Regular and Economy. The goal is to give 

transparent offer to the user who is not interested in the 

technology but in the offer in terms of Cost and QoS 

incentives. Therefore, it is possible that there is no load 

balancing: 

- In the worst case, R1 can be filled first, then R2 and 

R3.Therefore the operator’s intervention is necessary for load 

balancing in the network.  

- For battery consumption or security reasons, users may 

prefer specific network. 

7.2 Discrete Events System 

A discrete event system is a system described by discrete state 

variables, i.e. changes occur on the occurrence of a set of 

states. We have different types of possible events during the 

lifetime of the system, thus we must describe the operating 

logic between events (determine state changes for each event 

and the events that result). In our system, we define three main 

events: session arrival (A), session departure (D) and the end 

of a frame (FT) see figure 4. 

 

Figure 4: Discrete Events System 

If the event is an arrival we must expect the departure, mark 

the session as active and expect the new arrival. If it's a 

departure, we must free the resources and mark the session as 

terminated, and if it is an end of frame, there must be an 

allocation of resources. Matlab has been used to make the 

simulation, and the intervention of the operator under different 

strategies has been programmed. As following the different 

approach simulated: The operator can intervene either by 

adjusting the cost or the QoS incentives. The intervention by 

adjusting the cost using a binary logic will be examined.  

7.3 Dynamic Cost: Binary logic 

For each network, we defined two thresholds S1 and S2 with  

S1= 0.5*TotalCapacity and S2= 0.8*TotalCapacity where Total 

Capacity is the full capacity of a network. When dminTotal 

represents the network charge (i.e the total amount of reserved 

resources for dmin) exceeds the first threshold in a network, the 

costs that were initially a,b,c for Premium, Regular and 

Economic offers respectively become a+x, b+x and c+x. Also, 

when dminTotal exceeds the second threshold the costs 

become a+y, b+y and c+y. So when the first network’s costs 

increase for the first time, the second network will be selected 

automatically by new sessions. Then when the second 

network’s costs increase, the third network will be selected 

automatically by new sessions until it increases its own costs. 

We have exactly the same approach for the second threshold. 

No operator’s intervention for low charge (dminTotal<S1) nor 

for high charge (dminTotal>S2). 

 

        Cinit             if dminTotal<S1 

Cost=      Cinit +x   if S1<dminTotal<S2           

                Cinit +y   if dminTotal>S 

8.      Results 

In this section, we present the results of our simulation in 

which we compare two systems: with and without 

intervention (green and blue line respectively) of the operator. 

Nmax is the total number of sessions in the system. 

 

Figure 5: Inelastic session drop probability 

 

Figure 6: Inelastic session delay 

We notice that the intervention using the dynamic cost will 

offer better performances for both inelastic and partially 

elastic sessions. These performances are shown by the delay 

(Figure 6 and 8) and by the drop probability (Figure 5 and 7). 

The fact that different networks are filled in a continuous way 

with intervention of the operator will give sessions a better 

load balancing of charges between different networks. 

Therefore, sessions will have a higher throughput and thus a 

lower delay and drop probability.  
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Figure 7: Partially elastic session drop probability 

 

Figure 8: Partially elastic session delay 

 

Figure 9: Performance parameter for elastic session 

Same results are shown for the performance parameter of 

elastic sessions with best performance with intervention of the 

operator using dynamic cost (Figure 9). 

 

Figure 10: Session satisfaction 

Figure 10 shows that the session satisfaction is higher with 

intervention using the dynamic cost. 

 

Figure 11: Operator gain 

Figure 11 shows that the operator’s gain is higher with the 

operator intervention because the operator will increase the 

costs as a strategy to achieve a better load balancing in the 

system. 

9.    Conclusion and Future Work 

This paper presents a new Multi-Criteria Decision Method 

(MCDM) with dynamic cost for balancing loads in 

heterogeneous mobile networks. Matlab has been used to 

make the simulation of our method and the different existing 

scenarios. The intervention of the operator under different 

strategies has been programmed. We notice a big number of 

improvements in the whole system due to the operator’s 

intervention. This intervention guides the users’ final decision 

of the RAT. Thus, the users will be divided between all 

operators’ RAT which give the operator a better channel 

utilization. The operators will have a higher gain using the 

dynamic cost intervention strategy in the system. On the other 

hand, this division between RAT reduces the number of users 

in each RAT, so users will find a better performance in 

different RAT due to available throughput used by operators 

to improve the system performance such as throughput, delay, 

drop probability, performance parameter and the sessions 

satisfaction. As a future work, a comparison between different 

intervention strategies will be done to get the best 

performances. We will study this intervention using a fuzzy 

logic for the cost and the intervention by adjusting QoS 

incentives using binary and fuzzy logic will be done. On the 

other hand, these methods could be implemented with SON 

(Self Organization Networks), which is a new technology 

presented in the LTE standard for auto-configuration, auto-

optimization and auto-exploitation of cellular networks 

equipment for mobile telephony.  
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Abstract—The iTrust search and retrieval network serves as
a trustworthy medium for the distribution of information, that
addresses the problems of censorship and filtering of information.
To combat subversive behavior of nodes that might undermine
the trustworthiness of iTrust, a reputation system is needed.
The iTrust reputation system presented in this paper detects
and blacklists malicious nodes. It minimizes the expectation
of cooperation between nodes through local reputations based
solely on direct observations of the nodes. Simulation results
demonstrate that local neighborhoods provide better malicious
node detection and blacklisting than does the entire network,
which is particularly appropriate for mobile ad-hoc networks.

Keywords—search and retrieval; mobile ad-hoc network; peer-
to-peer network; reputation management; iTrust

I. I NTRODUCTION
Mobile ad-hoc networks (MANETs) are intrinsically de-

pendent on cooperation and collaboration among nodes.
MANETs do not rely on a static network infrastructure, but
they do rely on several assumptions [18]. Due to the lack of
infrastructure and other limiting factors, such as transmission
range, the nodes in a MANET develop symbiotic relationships.
Such relationships assume that all of the nodes are equally
trustworthy and have the same objectives. Such assumptions
about the nodes are not appropriate for the iTrust search
and retrieval network [1], [14], [15], which aims to ensure
freedom from censorship and filtering of information, even in
the presence of malicious nodes.

A MANET requires cooperation among the nodes in the
network to function properly. Without the fulfillment of this
requirement, packets would not be forwarded, routes would not
be established, and the network would not function properly.
Despite the importance of cooperation among the nodes in
a MANET, it is not guaranteed. Consequently, a reputation
system is needed. However, the addition of a reputation system,
in which reports of misbehavior are collected and redistributed,
treads dangerously close to encroaching on the fundamental
principle of iTrust, which is to provide a distributed, uncen-
sorable, reliable, trustworthy system with no central authority.

The iTrust reputation system for MANETs, presented in
this paper, is based on local reputations and neighborhoods,
and uses direct observations of the nodes to detect malicious
neighbors, with as few interactions between the nodes as
possible. It avoids reliance on information from other nodes,
while maintaining a method of detecting the misbehavior of
malicious nodes. The iTrust reputation system is designed
specifically for iTrust operating over MANETs.

In designing the reputation system for iTrust MANETs,
we investigated the merits of utilizing a local neighborhood

for each node. Simulation results provide increased insight
into the rationale behind using local neighborhoods for iTrust.
They reveal a distinct relationship between neighborhood size
and the number of transmissions required to detect malicious
nodes. Essentially, with smaller numbers of transmissions,
local neighborhoods consistently yield a higher proportion
of malicious nodes detected and blacklisted, compared to
the entire network with more transmissions. This finding is
particularly important for MANETs, as it is necessary to
eliminate malicious nodes as quickly as possible with as few
interactions and transmissions as possible, in order to reduce
the costs associated with a reputation system.

The rest of this paper is organized as follows. Section 2
presents an overview of the iTrust search and retrieval network.
Section 3 describes the iTrust local reputation system, and the
details of its three modules. Section 4 provides an evaluation
of the iTrust reputation system, and insight into the use of
neighborhoods. Section 5 discusses other reputation systems,
and their relationship to the iTrust reputation system. Section 6
concludes the paper and presents future work.

II. T HE ITRUST SEARCH AND RETRIEVAL NETWORK
The iTrust search and retrieval network [1], [14], [15]

addresses potential problems with centralized search and re-
trieval systems that are subject to censorship, filtering, and
suppression of information. Moreover, the iTrust network is
intended to be robust against malicious nodes. To achieve these
objectives, the iTrust system adopts a probabilistic, distributed,
and decentralized approach.

The nodes that participate in an iTrust network are re-
ferred to as theparticipating nodes (Figure 1). Some of the
participating nodes, thesource nodes, produce information,
and make that information available to other participating
nodes (Figure 2). The source nodes also produce metadata that
describes their information, and distribute the metadata, along
with the address of the information, to randomly chosen nodes
in the iTrust network. Other participating nodes, therequest-
ing nodes, request and retrieve information. The requesting
nodes generate requests (queries) that contain keywords, and
distribute their requests to randomly chosen nodes in the iTrust
network (Figure 3). Nodes that receive a request compare the
keywords in the request with the metadata they hold. If a
node finds a match, which we call anencounter, the matching
node returns the address of the associated information to the
requesting node (Figure 4). The requesting node then uses the
address to retrieve the information from the source node. A
match between the keywords in a request received by a node
and the metadata held by a node can be an exact match or a
partial match, or can correspond to synonyms.
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Fig. 1. An iTrust network with participating nodes. Fig. 2. A source node distributes metadata, describing its information, to
randomly chosen nodes in the network.

Fig. 3. A requesting node distributes its request to randomlychosen nodes
in the network. One of the nodes has both the metadata and the request and,
thus, an encounter occurs.

Fig. 4. A node matches the metadata and the request and reportsthe match to
the requesting node. The requesting node then retrieves the information from
the source node.

The iTrust search and retrieval system is based on the
hypergeometric distribution [8], which is given in terms of
the following variables:

n: The number of participating nodes
x: The proportion of then participating nodes that are

operational, i.e., 1 − x is the proportion of non-
operational or malicious nodes

m: The number of participating nodes to which the meta-
data are distributed

r: The number of participating nodes to which the re-
quests are distributed

k: The number of participating nodes that report matches
to a requesting node.

In iTrust, the probabilityP (k ≥ 1) that a request yields
one or more matches is given by:

P (k ≥ 1) = 1−
n−mx

n

n− 1−mx

n− 1
. . .

n− r + 1−mx

n− r + 1
(1)

for n ≥ mx+ r. If mx+ r > n, thenP (k ≥ 1) = 1. In [14],
we showed that, ifm = r = 2⌈

√
n⌉, then the probability that a

request yields one or more matches isP (k ≥ 1) ≥ 1− e−4 ∼
0.9817. We use this result and Equation (1) in our evaluation
of the iTrust reputation system given in Section IV.

III. T HE ITRUST LOCAL REPUTATION SYSTEM
The iTrust local reputation system for MANETs monitors

packet forwarding, and watches for non-operational nodes and
nodes that do not respond to requests (queries). A local rep-
utation system reduces overheads and the dependence among
nodes. It also reduces the amount of storage required, because
only information about one-hop neighboring nodes needs to

be recorded. In contrast, a global reputation system would
result in higher overheads, and also a higher expectation of
cooperation among nodes [1].

The iTrust reputation system is based on alocal neigh-
borhood of each node, consisting of the nodes within one
hop of the node, and a neighborhood watch mechanism that
monitors the interactions of the neighboring nodes. The iTrust
reputation system maintainsreputation ratings of the nodes.
A node uses only direct observations to update the reputation
ratings of its neighboring nodes. Consequently, the reputation
ratings of different nodes might not be consistent. This design
choice limits the expectation of cooperation among nodes, thus
reducing the opportunities for malicious behavior.

The two primary types of malicious behavior that the iTrust
reputation system addresses are:

• A node does not send responses to requests when it
has a match.

• A node sends requests and responds to requests, but
does not forward messages.

Thus, the iTrust reputation system primarily serves to ensure
that nodes send messages as expected; it does not address other
threats such as Sybil attacks.

In the extreme case in which a node becomes isolated due
to the lack of any well-behaved neighbors, the node needs
to move to another location where well-behaved nodes are
present.

The two main principles under which the iTrust reputation
system operates are:

• Intermittent behavior is not punished as much or as
rapidly as consistently bad behavior, because intermit-
tent bad behavior is more difficult to detect.
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• Efforts are directed towards observing the behavior of
nodes within one hop. Malicious behavior that occurs
beyond that range is the responsibility of other nodes.

Each node in the MANET maintains alocal reputation
table that consists of a list of nodes within its local neighbor-
hood. Whenever an interaction with another node occurs, the
node increases or decreases the reputation rating of that other
node. This mechanism addresses malicious behavior.

The iTrust reputation system consists of three modules
that interact with each other. These three modules are the
Neighborhood Module, the Reputation Rating Module, and the
Monitoring Module, which are illustrated in Figure 5 and are
described below.

Fig. 5. The three modules of the iTrust reputation system and their
interactions.

A. Neighborhood Module
The Neighborhood Module at a node maintains the local

neighborhood of the node and the reputation table for the
neighborhood. All of the nodes within one hop of the node,
together with their reputation ratings, are represented in the
reputation table. Each time a new node is within one hop of the
node, the Neighborhood Module adds an entry for the node to
the reputation table. A new node starts with a neutral reputation
rating of zero. The reputation rating of a node depends on
positive and negative interactions with neighboring nodes, as
determined by the Reputation Rating Module.

B. Reputation Rating Module
The Reputation Rating Module at a node performs the

calculations required to update the node’s reputation table. It
relies heavily on the Monitoring Module to supply feedback,
so that it can decide whether to increase or decrease a node’s
reputation rating. The Reputation Rating Module is responsible
for blacklisting and graylisting nodes.

Blacklisting involves recording malicious nodes in the
reputation table. Whenever the reputation rating of a node
falls below a certain threshold, the node is blacklisted. A
blacklisted node is effectively permanently removed from the
neighborhood and from the reputation table maintained by the
Neighborhood Module. As a precautionary measure, there is
the option of graylisting a node.

Graylisting is a second-chance mechanism that provides
a modicum of leniency in an otherwise unforgiving system.
Essentially, a node on the graylist is given a second chance
before it is blacklisted. A node on the graylist functions as a

normal node with the ability to send and receive messages and,
to a certain extent, redeems itself through “good” behavior. If
a node is graylisted twice, it is put on the blacklist.

C. Monitoring Module
The Monitoring Module at a node provides first-hand

observations of the behaviors of the nodes within the node’s
neighborhood. The Monitoring Module provides feedback to
the Reputation Rating Module about the good and bad behav-
iors of neighboring nodes.

For an iTrust MANET, nodes are expected to distribute
messages to nodes in the network. Whenever a node interacts
with another node by sending a request or a response, it listens
to the node’s transmissions to check that it is sending messages
appropriately. If a node appears to be unresponsive or forwards
messages improperly, the Monitoring Module provides feed-
back to the Reputation Rating Module regarding the negative
behavior of the node. The Reputation Rating Module then
decreases the reputation rating of the node accordingly.

When a node joins the network, it is given the neutral repu-
tation rating of 0. The reputation rating of a node never exceeds
0, which is done to prevent a malicious node from building
a positive reputation rating over time and then committing a
series of malicious acts.

If a node exhibits malicious behavior, the Reputation
Rating Module decreases the reputation rating of the offending
node by -2. If a node exhibits good behavior, the Reputation
Rating Module increases the reputation rating of the node
by +1. Decreasing a maliciously behaving node’s reputation
by -2 allows the system to reward good behavior by +1,
thus preventing a node from entering cycles of bad and good
behavior to dupe a neutral reputation. We selected -2 and +1,
but other values of the reputation rating may be used, as long
as the ratio of punishments to rewards is 2:1. The difference
in the values of ratings attributed to bad and good behavior
allows the system to implement the second-chance mechanism
described below.

Depending on the level of strictness desired, the user can
place a threshold of -2 or -4 on blacklisting a node. With
the threshold of -2, a node’s first offense results in its being
blacklisted. With the threshold of -4, a node is allowed two
offenses before it is blacklisted; in this case, a node’s first
offense results in its being graylisted. These thresholds provide
for immediate blacklisting and a second-chance mechanism
using graylisting before the node is blacklisted.

With blacklisting for one offense (-2 threshold), a mali-
ciously behaving node is allowed no leniency. If the node be-
haves maliciously, the reputation system at a node immediately
adds the node to the blacklist and permanently bans the node
from the node’s local neighborhood. In this case, the node’s
reputation rating is 0 or -2. If the reputation rating is 0, the
node sends metadata, requests and responses as usual. If the
node’s reputation rating falls to -2, the node is blacklisted and
is effectively permanently removed from the network.

With blacklisting for two offenses (-4 threshold), the
reputation system does not blacklist the node immediately;
rather, it decreases the reputation rating of the offending node,
and places the node on the graylist. If the node behaves
maliciously a second time, the system then places the node on
the blacklist, and permanently bans the node from the node’s
local neighborhood. In this case, the node’s reputation rating
is 0, -1, -2, -3 or -4. If the node’s reputation rating is 0 or -1,
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the node sends metadata, requests and responses as usual. If
the node’s reputation rating falls to -2, the node is graylisted
(or blacklisted if it was previously graylisted). If the node’s
reputation rating falls to -3 or -4, the node is blacklisted.

In our evaluation of the iTrust reputation system, we
investigate the performance of the system with blacklisting for
one offense and blacklisting for two offenses.

IV. EVALUATION
To evaluate the iTrust reputation system, we performed a

simulation. In the simulation, we assume that good behavior
can be distinguished from malicious behavior. The experimen-
tal setup comprises a network of 1000 nodes, where each
node has a neighborhood of 150 nodes. We investigate the
advantages and disadvantages of a 150 node neighborhood vs.
a 1000 node network, in maintaining the reputations of the
nodes and in detecting and blacklisting malicious nodes.

As a baseline, first we investigate the behavior of iTrust
in finding a match, for the 150 node neighborhood and the
1000 node network. We letm be the number of nodes to
which the metadata are distributed, andr be the number of
nodes to which the requests are distributed, in the 150 node
neighborhood. Similarly, we letM be the number of nodes to
which the metadata are distributed, andR be the number of
nodes to which the requests are distributed, in the 1000 node
network. We investigate the match probabilityP (k ≥ 1) for
several values ofm andr in the 150 node neighborhood and
several values ofM andR in the 1000 node network.

A. Results without Malicious Nodes
In the first experiment, we set the numberM of nodes

to which a node in the 1000 node network distributes the
metadata toM = 64 nodes. Thus, on average, onlym = 9 ∼
(64/1000)× 150 nodes in the 150 node neighborhood receive
the metadata. We set the numberR of nodes to which a node
in the 1000 node network distributes its requests toR = 64
nodes. Likewise, we set the number of nodes to which a node
in the 150 node neighborhood distributes its requests tor = 64
nodes in the 150 node neighborhood. As shown in Figure 6,
the match probabilityP (k ≥ 1) is slightly higher for the 150
node neighborhood than for the 1000 node network.

We then performed two more experiments in which we
change the value ofr in the 150 node neighborhood. In both
experiments, we retainm = 9 in the neighborhood, because
m = 9 represents the proportion of nodes in the 150 node
neighborhood that receive the metadata distributed by a node
in the 1000 node network.

Thus, in the second experiment, we setr = 9 for the 150
node neighborhood, where the value ofm is still m = 9.
As shown in Figure 7, the match probabilities for the 150
node neighborhood are significantly worse than the match
probabilities for the 1000 node network withM = 64, R = 64.
We conclude that, to utilize a smaller local neighborhood, it
is necessary to increase the numberr of nodes in the local
neighborhood to which a request is distributed.

Consequently, in the third experiment, we select a value
of r for the 150 node neighborhood between 9 and 64. In
particular, we chooser = 24 ∼ 2

√
n, where n = 150,

the number of nodes in the local neighborhood. The value
of m is still m = 9. In Figure 8, it can be seen that the
1000 node network slightly outperforms the smaller 150 node
neighborhood, butr = 24 is an improvement overr = 9
for the 150 node neighborhood. However, there still might be

reason to choose the smaller local neighborhood for detecting
and blacklisting malicious nodes, which we investigate below.

Fig. 6. Probability of one or more matches for the 150 node neighborhood
with m = 9, r = 64 vs. probability of one or more matches for the 1000
node network withM = 64, R = 64.

Fig. 7. Probability of one or more matches for the 150 node local
neighborhood withm = 9, r = 9 vs. probability of one or more matches for
the 1000 node network withM = 64, R = 64.

Fig. 8. Probability of one or more matches for the 150 node neighborhood
with m = 9, r = 24 vs. probability of one or more matches for the 1000
node network withM = 64, R = 64.

B. Results with Malicious Nodes
We now consider malicious nodes within the iTrust net-

work, by having the simulator randomly flag nodes as ma-
licious. For these experiments, we use a proportion of 0.2
malicious nodes, or 200 malicious nodes in the 1000 node
network. Thus, the 150 node neighborhood contains, on aver-
age,30 = (200/1000)× 150 malicious nodes.

If a requesting node’s message is mishandled by a ma-
licious node, the requesting node detects the malicious node,
and either blacklists the offending node immediately, or allows
it to have a second chance by placing it on the graylist. We
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investigate both possibilities, and run the simulation for 10,
100, 1000, and 10000 requests.

The results are presented in the following tables and graphs.
For example, when Requests equals 10, there are 10 sets of
metadata, each of which is distributed tom nodes in the local
neighborhood and toM nodes in the entire network, and there
are 10 requests, each of which is distributed tor nodes in the
local neighborhood and toR nodes in the entire network. The
Proportion Blacklisted is calculated as Blacklisted/30 for the
150 node neighborhood and as Blacklisted/200 for the 1000
node network.

In the first experiment, we investigate the use of black-
listing for two offenses in the 150 node neighborhood with
m = 9, r = 64, and in the 1000 node network withM = 64,
R = 64. As shown in Table I, the proportion of malicious
nodes blacklisted varies with the number of requests and the
number of nodes. With 10000 requests, both the 150 node
neighborhood and the 1000 node network are successful in
blacklisting a similar proportion of malicious nodes, 0.90 and
0.91, respectively. However, when the number of requests
is 1000, we see significant differences in the proportion of
malicious nodes blacklisted. The 150 node neighborhood is
still successful in blacklisting 0.87 of the malicious nodes,
but the 1000 node network is able to detect merely 0.13 of
the malicious nodes. For 100 requests, the difference is even
greater. The 150 node neighborhood recognizes 0.70 of the
malicious nodes, but the 1000 node network detects none. In
terms of the number of requests it takes for malicious nodes to
be blacklisted for two offenses, a smaller local neighborhood
performs better than a larger network, as is evident in Figure 9.

Nodes Distribution Requests Blacklisted Remaining Proportion
Blacklisted

150 m = 9 10 3 27 0.10
r = 64 100 21 9 0.70

1000 26 4 0.87
10000 27 3 0.90

1000 M = 64 10 0 200 0.00
R = 64 100 0 200 0.00

1000 25 175 0.13
10000 182 18 0.91

TABLE I. T HE 150NODE NEIGHBORHOOD WITHm = 9, r = 64 VS,
THE 1000NODE NETWORK WITHM = 64, R = 64, WITH BLACKLISTING

FOR TWO OFFENSES.

Fig. 9. Proportion of malicious nodes blacklisted for two offenses for various
numbers of requests for the 150 node neighborhood withm = 9, r = 64 vs.
the 1000 node network withM = 64, R = 64.

In the next experiment, we investigate the use of blacklist-
ing for one offense. The values of the parameters are the same
as those in the previous experiment. In Table II, we see that
with blacklisting for one offense, the 150 node neighborhood

still outperforms the 1000 node network for 10000 requests.
At 1000 requests, a drop in the proportion blacklisted occurs,
similar to the previous case with blacklisting for two offenses.
While less severe, the difference between the 150 node neigh-
borhood and the 1000 node network is still significant, with
0.93 vs. 0.34 of the malicious nodes blacklisted. Overall, we
see an increase in the proportion of malicious nodes blacklisted
when compared with blacklisting for two offenses. However,
the proportion blacklisted might be inflated by the detection
of false positives. Blacklisting for one offense is more severe,
and does not take other factors into account, such as temporary
loss of connectivity. Doing so leads to more non-malicious
nodes being blacklisted, making blacklisting for two offenses
a more reasonable choice, despite the marginal improvement
in the proportion blacklisted, compared to blacklisting for
one offense. As Figure 10 shows, the difference between the
150 node neighborhood and the 1000 node network is still
significant, even with blacklisting for one offense.

Nodes Distribution Requests Blacklisted Remaining Proportion
Blacklisted

150 m = 9 10 6 24 0.20
r = 64 100 24 6 0.80

1000 28 2 0.93
10000 26 4 0.87

1000 M = 64 10 3 197 0.02
R = 64 100 10 190 0.05

1000 68 132 0.34
10000 183 17 0.92

TABLE II. T HE 150NODE NEIGHBORHOOD WITHm = 9, r = 64 VS.
THE 1000NODE NETWORK WITHM = 64, R = 64, WITH BLACKLISTING

FOR ONE OFFENSE.

Fig. 10. Proportion of malicious nodes blacklisted for one offense for various
numbers of requests for the 150 node neighborhood withm = 9, r = 64 vs.
the 1000 node network withM = 64, R = 64.

The final experiment that we performed investigates the
150 node neighborhood withr = 24 ∼ 2

√
150 requests dis-

tributed, compared to the 1000 node network, with blacklisting
for two offenses and blacklisting for one offense, as shown
in Table III and Table IV, respectively. Whereas a 150 node
neighborhood leads to slightly lower match probabilities than
does a 1000 node network, in terms of finding malicious nodes,
the 150 node neighborhood is able to catch more malicious
nodes, for a given number of requests, with both blacklisting
for two offenses and blacklisting for one offense.

Table V aggregates the results presented previously, to
enable comparisons of the performance of blacklisting for two
offenses and blacklisting for one offense, for the 150 node
neighborhood and the 1000 node network. Again we consider
r = 24 ∼ 2

√
150, m = 9 for the 150 node neighborhood,
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Nodes Distribution Requests Blacklisted Remaining Proportion
Blacklisted

150 m = 9 10 0 30 0.00
r = 24 100 8 22 0.27

1000 25 5 0.83
10000 29 1 0.97

1000 M = 64 10 0 200 0.00
R = 64 100 0 200 0.00

1000 25 175 0.13
10000 182 18 0.91

TABLE III. T HE 150NODE NEIGHBORHOOD WITHm = 9,
r = 24 ∼ 2

√
150 VS. THE 1000NODE NETWORK WITHM = 64, R = 64,

WITH BLACKLISTING FOR TWO OFFENSES.

Nodes Distribution Requests Blacklisted Remaining Proportion
Blacklisted

150 m = 9 10 3 27 0.10
r = 24 100 21 9 0.70

1000 27 3 0.90
10000 29 1 0.97

1000 M = 64 10 3 197 0.02
R = 64 100 10 190 0.05

1000 68 132 0.34
10000 183 17 0.92

TABLE IV. T HE 150NODE NEIGHBORHOOD WITHm = 9,
r = 24 ∼ 2

√
150 VS. THE 1000NODE NETWORK WITHM = 64, R = 64,

WITH BLACKLISTING FOR ONE OFFENSE.

and M = 64, R = 64 for the 1000 node network. As the
table shows, for 10000 requests, the proportions of malicious
nodes blacklisted are all greater than 0.9. Moreover, for 1000
requests, the proportions of malicious nodes blacklisted for
the 1000 network are substantially less than the proportions of
malicious nodes blacklisted for the 150 node neighborhood,
with blacklisting for both two offenses and one offense.

150 Nodes 1000 Nodes 150 Nodes 1000 Nodes
m = 9 M = 64 m = 9 M = 64

r = 24 R = 64 r = 24 R = 64

2 offenses 2 offenses 1 offense 1 offense
Requests Proportion Blacklisted

10 0.00 0.00 0.10 0.02
100 0.27 0.00 0.70 0.05

1000 0.83 0.13 0.90 0.34
10000 0.97 0.91 0.97 0.92

TABLE V. PROPORTION OF MALICIOUS NODES BLACKLISTED AS A

FUNCTION OF THE NUMBER OF REQUESTS FOR THE150NODE
NEIGHBORHOOD WITHm = 9, r = 24 ∼ 2

√
150 VS. THE 1000NODE

NETWORK WITH M = 64, R = 64, WITH BLACKLISTING FOR TWO

OFFENSES AND BLACKLISTING FOR ONE OFFENSE.

One could also investigate blacklisting for three offenses.
However, we would expect an even greater decrease in the
proportion of malicious nodes blacklisted, particularly for the
1000 node network.

These simulations demonstrate the effectiveness of smaller
local neighborhoods in an iTrust MANET. Whereas a tradi-
tional reputation system requires repeated interactions between
nodes to build a reputation table, iTrust seeks to reduce the
number of interactions with its smaller local neighborhoods.

V. RELATED WORK
Cho et al. [6] present a survey of trust management

for MANETs. They discuss classifications, potential attacks,
performance metrics, and in particular a trust metric that
combines the notion of trust from social networks with quality-
of-service. In [5], Choet al. investigate selfish behavior in
packet forwarding within MANETs. Their analysis balances

altruism, i.e., forwarding packets for the public good, against
selfish individual welfare,i.e.., not forwarding packets to con-
serve battery power; however, it does not consider malicious
behavior. Such an analysis might be interesting for the iTrust
reputation system, but might be vulnerable to malice.

Damianiet al. [7] enumerate a range of malicious behaviors
that can distort the reporting of nodes’ behaviors and the
evaluation of nodes’ reputation ratings in the Gnutella peer-
to-peer network [9]. Their approach to collecting reputation
information is based on gathering reports from large numbers
of nodes, and on gathering reports for both the resources and
the nodes that provide access to those resources. Their global
approach does not fit in with iTrust’s local neighborhoods that
aim to limit the expectation of cooperation among nodes.

Buchegger and Le Boudec [4] investigate a Bayesian
approach to evaluate a node’s reputation from second-hand
reports obtained from other nodes, which is contrary to iTrust’s
aim to limit the interactions between nodes. To protect a node’s
reputation against malicious reports, reputation reports that are
inconsistent with the node’s current reputation are rejected,
which might result in the failure to adjust a node’s reputation
in the presence of subtle malicious attacks. Extending this
work, Mundinger and Le Boudec [17] employ an interesting
mean-field approach. Such an approach is effective at masking
uncorrelated noise, but might not be able to handle correlated
misinformation in coordinated malicious attacks.

Guo et al. [10] take a different approach to monitoring
packet forwarding in wireless ad-hoc networks. They exploit
fuzzy sets using mathematical analysis based on Grey theory
to detect inconsistent and potentially malicious behavior. We
are investigating whether such an approach can be extended to
the rather more complex behavior of iTrust nodes.

Zhou and Hwang [20] present a distributed reputation
system that places more weight on nodes considered to be
the most reputable. Doing so can result in a system that is
dominated by a small number of nodes which, in turn, can
result in subtle malicious attacks. To address this issue, Jesiet
al. [13] aim to detect hub attacks. Because hubs concentrate
power over reputations, routing,etc. into relatively few nodes,
hub attacks can distort or disrupt the behavior of the system.

The Collaborative Reputation (CORE) system for
MANETs, developed by Michiardiet al. [16], uses a
collaborative monitoring technique and reputation mechanism,
where reputation is based on a node’s ability to cooperate
with other nodes. Nodes with good reputations are granted
the use of resources, whereas nodes with bad reputations are
gradually filtered out. Their watchdog mechanism is similar to
the neighborhood watch mechanism of the iTrust reputation
system; however, their mechanism is less well protected
against malicious manipulation of reputation information.

Jelasityet al. [12] maintain logs of all outgoing and in-
coming messages, with signed messages to preclude forgeries.
Periodically, the nodes exchange logs, which allows them to
check the behavior of other nodes and to detect various kinds
of malicious behavior. Such a strategy is less effective in
MANETs, where neighborhoods can change quite quickly as
the nodes move around. The iTrust reputation system uses
only first-hand observations to monitor the behavior of the
neighboring nodes.

Ruohomaaet al. [19] present a peer-to-peer reputation sys-
tem in which nodes distribute their reputation rankings to other
nodes. In their system, potential interactions are described
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by a collaboration contract. Whether such interactions satisfy
the contract is verified using non-repudiation receipts, thus
preventing reputations from being distorted by misinformation.
Adding such a mechanism to the iTrust reputation system
would be quite expensive.

Hu [11] presents a reputation system that resists malicious
attacks. Nodes develop reputations of their neighbors from
observations of their neighbors’ behaviors. To make it difficult
for a malicious node to subvert the reputations, their system
does not communicate the reputations to other nodes. The
iTrust reputation system adopts a similar strategy.

The Cooperation Of Nodes: Fairness In Dynamic Ad-hoc
Networks (CONFIDANT) protocol, proposed by Buchegger
and Le Boudec [3], attempts to detect and isolate uncooper-
ative nodes. The nodes use passive observations of packets
forwarded within a one-hop neighborhood. To prevent dis-
semination of false reputation ratings, the system incorporates
a trust rating for each node. First-hand information is stored
locally and disseminated to the neighbors, but reputation and
trust ratings are not shared. Similarly, the iTrust reputation
system does not share reputation information among the nodes.

The Observation-based Cooperation Enforcement in Ad-
hoc Networks (OCEAN) system, developed by S. Bansal and
M. Baker [2], recognizes that reporting a node’s behavior
to other nodes renders the system vulnerable to malicious
reports. It focuses on first-hand observations of other nodes’
behaviors, exploiting the ability of nodes in wireless ad-hoc
networks to listen to the transmissions of neighboring nodes.
Simulations demonstrate that OCEAN works quite well, even
though ratings are based only on monitoring neighboring
nodes. Likewise, the iTrust reputation system adopts a local
neighborhood strategy.

VI. CONCLUSIONS ANDFUTURE WORK
The iTrust local reputation system for MANETs detects

malicious nodes and puts such nodes on a blacklist or a
graylist. For 10000 requests, the results for a 150 node neigh-
borhood and a 1000 node network are similar in detecting and
blacklisting malicious nodes. In contrast, for fewer requests,
the 150 node neighborhood yields superior results to the
1000 node network, with most of the malicious nodes being
blacklisted. In a MANET, such as that of iTrust, having a large
number of repeated interactions with the same nodes is rare
and, thus, relying on a large number of requests to detect and
blacklist malicious nodes is inappropriate. The smaller local
neighborhood provides a means to eliminate the need for a
large number of interactions between nodes.

The current reputation system for iTrust mitigates the
effects of subversive nodes with respect to messages. However,
misbehaving nodes are still capable of disseminating bad
data. In a future version of iTrust, we plan to incorporate a
mechanism that monitors the message content and rates the
information at the end user, perhaps with the user’s help. As
a result, iTrust will be able to rate the source nodes, based on
the content those nodes distribute. This addition will improve
the overall robustness of iTrust against malicious behavior.
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Abstract: With the convergence of the Internet and 
wireless communications, mobile wireless networks and 
data services are undergoing tremendous evolutionary 
growth that has seen the development of fourth generation 
(4G) mobile wireless access technologies based on an all-
IP platform. However,  major challenges in the 
development of such heterogeneous network 
infrastructure such as quality of service (QoS) 
provisioning and network security services for mobile 
users’ communication flows, among others still exists. In 
this paper an integrated architectural view and 
methodology for QoS and security support in 4G mobile 
wireless networks, which integrates QoS signaling with 
secure enhanced evolved packet system authentication 
and key agreement (SE-EPS AKA protocol) is presented. 
The success of 4G mobile wireless networks depends on 
the prudent deployment of homogeneously designed, high-
speed, secure, multiservice IP-centric integrated 
multimedia, voice and data networks.  
 
Keywords: Terms- 4G mobile wireless networks, 
Security enhanced Evolved Packet System Authentication 
and Key Agreement (SE-EPS AKA), quality of service 
(QoS) 

 
1. Introduction 

 
The introduction of fourth generation (4G) mobile 
wireless networking has brought about a number of 
interesting but also scaring challenges, chief among them 
is the integration of quality of service (QoS) and network 
security in an environment now heavily proliferated with 
computing devices with diverse computing capabilities, 
which poses a great risk when in the wrong hands.  This is 
further compounded by business models pursued by 
different telecom services. The use of IPv6 protocol as a 
convergence layer has immensely eased the support of 
seamless mobility and QoS across heterogeneous 
networking environments, provision of content-rich 
multimedia and value-added services in such multi-
provider heterogeneous network environments demands a 
common signalling framework for session negotiation, 
network resources reservation, session and QoS 
negotiation, and most importantly, integrating QoS and 
network security services in the signalling framework.  

This paper focuses on developing a seamless 
integration of QoS and network security services for 
heterogeneous 4G mobile wireless networks. And as such 
the QoS sub-system conceptualised here is based on the 
use of QoS brokers (the mobility management entities, 
MME) that manage network resources and performance 
admission control for user equipment (UE) data flows. 
The proposed architecture give rise to three scenarios   for 
session setup and (re)negotiation, differing on the entity 
that issues requests to QoS broker, namely (a) user 
equipment (EU) itself, (b) services proxies within the 
framework and (c) modules in the network access routers, 

that are able to do application signalling parsing and 
modification.  

 
2. Overview of the QoS Services Architecture  

 
Figure 1 is an outline of a 4G mobile wireless network. It 
illustrates the architecture of the evolved packet core 
(EPC). The radio-access network (RAN) and the evolved 
packet core (EPC) are also referred as the evolved packet 
system (EPS). Detailed explanation for the functionalities 
of the various entities of this network architecture is given 
in the literature [1].  

The main design aim of 4G mobile wireless networks 
is the support of seamless UE mobility under a unified 
heterogeneous architecture that accommodates scalable 
and incremental development of new advanced 
applications and services. Thus, the IPv6 protocol, used as 
the convergence layer of 4G systems, is used natively to 
support mobility. The IPv6 creates an abstraction layer 
that conceals technology-specific application 
environments. Extension enhancements added to IPv6 in 
4G mobile environments completely provides seamless 
mobility with fast handoffs. The correlation between 
mobility and QoS is outlined in [2]. 

In the proposed 4G network model several network 
domains, each with a host of access networks supporting 
disparate wireless technologies, are interconnected to each 
other via a core network, thus allowing different network 
operators to internetwork in a common environment. 
Special arrangements amongst operators have to be in 
place to allow integration of services and applications 
across different network domains. Figure 2 illustrates the 
proposed network architecture. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Core Network Architecture [1] 
 

The MMEs in the access network perform admission 
control for data flows and inter- and intra-domain 
handoffs, and manage network resources, configuring the 
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access routers, in policy decision or enforcement 
relationships. In addition, the MMEs help optimise 
network resources by performing load balancing for the 
users and sessions among the available networks through 
the use of network initiated handoffs. QoS support in the 
network core is based on DiffServ for scalability reasons, 
thus enabling aggregated inter-domain network segments.   

 

 Figure 2: Network architecture [2] 
 

The aggregated information is propagated to the 
access network MME where it is used for admission 
control in order to achieve end-to-end QoS for data flow. 
The integration of InterServ and DiffServ allows per-flow 
and per-aggregate processing of data in two-layer 
hierarchy architecture of which the end result is providing 
fine-grained QoS control while keeping the scalability 
properties of per-aggregated core resource management 
decoupled from per-session signalling. The service 
provision platform (SPP), within the network core, enable 
the running of the services and applications, through the 
multimedia service platform (MMSP), which consists of a 
broker, and proxy servers responsible for the provision 
and control of multimedia services and is also capable of 
mapping application level QoS configurations to network 
resource requirements and performing QoS requests for 
data flows. This architecture has a large degree of 
flexibility in QoS signalling, enabling the use of diversity 
of QoS access signalling scenarios that will fulfil the 
needs for different applications and different business 
cases for a diverse range of network operators and access 
services providers. 

Unification of the scenarios is achieved by 
centralisation of the admission and handoff control at the 
access network MMEs. The SPP contains a core network 
MME which is responsible for resource management in 
the network core. Policies for resource management are 

defined by the policy-based network management system 
(PBNMS) and are sent to the core network MME where 
they are cached in a local database for use. The central 
monitoring system (CMS) collects statistics and other 
network usage data from network monitoring entities and 
feeds the PBNMS and MMEs with this information for 
proper network resources management [2]. 

 
During the user registration on the network the access 

MME retrieves a subset of the user’s profile from the 
Authentication, Authorisation, Accounting, Auditing and 
Charging (AAAAC) system, which is part of the HSS and 
PCRF, in the EPC. This is meant to improve efficiency 
and scalability. This subset, called the network view of 
the user profile, contains information on the set of 
network services such classes of services, bandwidth 
parameters etc. as outlined in the service level agreement 
specifications for each user. Similarly, a service view of 
the user profile, containing information on the higher 
level services available to the user such as voice calls, 
video telephony, and the respective codecs, that is 
retrieved by the MMSP to control multimedia services 
[2]. 

 
3. QoS Signalling Scenarios Testing and Validation 

 
This section outlines different QoS signalling scenarios 
during multimedia call initiation between two UEs. 
According to this proposal the MMSP, ARM and the UE 
are able to issue QoS requests (several signalling 
protocols such as SIP can be used). Figure 3 illustrates a 
simplified scenario in which UE1 initiates a multimedia 
session with another terminal UE2, where the two UEs are 
in different network domains. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: QoS session initiation, UE scenario [2] 
 

The user equipment UE1, with the help of its resident 
QoS client, maps application needs to the networks and 
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network QoS broker MME1 via a QoS attendant in the 
access router eNB1. The QoS signalling between the QoS 
client and the attendant is implemented as an extension to 
resource reservation protocol (RSVP). The MME1 
respond with information on the available resources 
according to user profile and network status. If allowed by 
the MME1, the UE1 sends an INVITE message indicating 
the initial QoS parameters to UE2. Upon receiving the 
INVITE message MMSP1 performs service authorisation 
(with the help of the SEEP aka protocol), filtering out 
services and applications not allowed in the service level 
agreement specification outlined for the user UE1. Once 
authorised, the INVITE is forwarded to UE2. UE2 
matches the QoS parameters in the INVITE messages to 
its own, requests MME2 for available network resources, 
and generates a counter-offer. Upon receiving this 
message the MMSP2 filters the services to those 
authorised. When the response message arrives at UE1, it 
selects the service to use, informs MME1 to configure the 
access router accordingly with the required bandwidth and 
queues available space for the data flows and service 
classes, and sends the acknowledge message (ACK) 
containing the final configurations that will be used. This 
message triggers the sending of QoS reports to MME2 
confirming the QoS configuration parameters in the 
access routers. Applications that make use of out-of-band 
signalling (signalling that make use of some form of a 
separate dedicated communication channel) may also be 
made QoS aware by coding them to invoke this procedure 
[3]. 
The second scenario involves the MMSP. The UEs do not 
perform QoS requests: in this instance they perform some 
form of SIP (session initiation protocol (SIP) used in 
signaling communications protocol for controlling 
multimedia sessions such as voice and video calls over 
the Internet Protocol networks) signalling through the use 
of extended proxy servers which are capable of parsing 
QoS configuration parameters, mapping them to networks 
resource requirements and contacting the MMEs to 
perform QoS requests. These proxies also enforce 
policies set out in the service level agreements configured 
by the operators as per user service needs and 
requirements (as reflected by the respective service view 
of user profile) [2].  

4. Security Services Protocol Verification 
 

The following section describes a computational 
framework for proving the SEEP AKA using a 
cryptographic verification tool, the CryptoVerif tool. The 
specification of the CryptoVerif tool is translated into 
OCaml [5] to produce the implementation of the SEEP 
AKA protocol. OCaml is a functional language, which 
also facilitates the compilation because the CryptoVerif 
specification uses oracles that can be immediately 
translated into functions [3]. 

Proving the security protocol alone is not sufficient. 
The specification of the protocol may be correct, but the 
implementation can carry some errors as explained in [4]. 
There are several ways of obtaining a secure 
implementation of a security protocol, one of which is 
writing the specification first, proving it correct, and then 
generating and implementing it. Thus, according to [4] the 

general belief is to start by designing the protocol, 
formalise it, prove it secure formally and then finally 
implementing it. This is the methodology adopted in this 
research paper. 

In order to generate the SEEP AKA implementation a 
compiler that takes a CryptoVerif specification and 
returns an implementation in OCaml is pursued [3]. 

Figure 4 illustrates an overview of the approach used 
to obtain a proved implementation of a cryptographic 
protocol. Two distinct steps are observed. First, a written 
specification of the CryptoVerif protocol is obtained. This 
specification contains a list of security assumptions on the 
cryptographic primitives. This specification guarantees 
the desired security properties, for example, the secrecy, 
authentication, authorisation, auditing etc., in the 
computational model by using the CryptoVerif tool [4]. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Overview of the approach [5] 
 

 Second, the compiler transforms the specification into 
protocol code. To build the implementation, the following 
codes are generated: 
(i) The code corresponding to the exchange of messages 

across the network, which uses the results given by 
the functions in the protocol code. This code can be 
considered as a part of the adversary, and so it is not 
required to prove this part of the code. 

(ii) The code corresponding to the cryptographic 
primitives. This is used by the protocol code, and thus 
must be proved manually that the primitives satisfy the 
security assumptions made in the specification file [5]. 

 
Then, the OCaml compiler is used on these codes to 

implement the protocol, from which a single protocol 
specification is obtained as both proof that the protocol is 
secure in the computational model and in executable 
implementation of the protocol. 

The protocol implementation derived is used to 
formulate a security framework. The solution so 
proposed, on the user’s side, comprises of the user 
equipment (UE), whose design is based on some form of 
trusted mobile platform (TMP) [6], and a biometric reader 
(BR) as shown in Figure 5.  The access network, the home 
network environment, the service provider and the user 
equipment manufacturers host some form of public 
certificate issued by their own trusted authority which in 
turn should have connectivity to 4G mobile networks to 
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enhance secure flow of information between the user 
equipment and the various 4G network entities. 

Nomenclatures used for the proposed security scheme 
are donated as follows: 

IDX - X’s identity 
 SKX - private key 
PKX - public key 
CertX - digital certificate  
SigX - digital signature  
H(x) - a secure hash function and E(k, x) represents 

encrypting content x with key k.  
 

The authentication schemes begins by having a user 
password (PW) and a universal subscriber identification 
module (USIM) that  is capable of checking the integrity 
and validity of the mobile platform, and also have the 
capability  of storing authentication parameters that 
includes the user’s biometric template (FU, usually eye 
iris, facial identity or fingerprints), SKUser, CertUser, CertHE, 
x, y and z. The authenticating parameters x, y and z are 
computed by user’s HE as follows before the home 
environment (HE) issues the USIM card to the user. n is a 
secure module of RSA signature algorithm given as.  

 
x=H(FU||PW),   y=xH(PW), z=SH(FUPW), and 

then  S = H(IDuser|| PW || FU)SKHE mod n. 
 

 

 

 

 

 

 

 
 

Figure 5: Security framework based on TMP and PKI [6] 
 

The UE stores the symmetric key, SKTPM, the 
biometric template, KFu, shared and CertTPM, and as well 
as integrity metrics of other components in the UE. The 
HE saves user’s security credentials (IDUser, S, CertUser) 
securely in its database [6]. 

Since 4G mobile networks architecture are based on an 
all-IP network platform authentication is perceived as a 
service performed at higher protocol layers regardless of 
the underlying technology. To accomplish mutual 
authentication between the UE and the 4G mobile 
network, two phases of authentication are proposed, 
namely local authentication where the UE checks the 
integrity and validity of the authentication parameters 
input by the user (password and biometric information) 
during initial boot up of the UE, and the remote mutual 
authentication between the UE, serving network (SN) and 
the HE when UE initially requests to be attached to the 
network [6]. 

 

5. Local Mutual Authentication  
 
Local authentication procedure can be described in 

eight steps m1 to m8 as outlined as follows.  
First, the USIM generates a token r1 and sends an 

integrity check request D1 with (r1, IDUSIM) as m1 to the 
TPM. 

 
m1:  USIM →TPM: r1, IDUSIM, D1 

 
On receipt of m1, the TPM issues a token r2 and sends 

an integrity check request D2 with (r2, IDTPM) to the BR. 
 

m2:  TPM → BR: r2, IDTPM, D2 
 

Upon receiving m2, BR encrypts its integrity metric D3 
with (r2, IDTPM) using KFu and responds with MACBR to 
the TPM. 

 
m3:  BR → TPM: MACBR 

MACBR = E(KFu, r2||IDTPM||D3)         (1) 
 

Using the  integrity metrics of BR and that of other 
components pre-stored in its internal database, the TPM 
checks whether the received MACBR is valid and also the 
integrity of other components of the TMP needed to 
perform the authentication operation are correct. Then the 
TPM generates a token r3 and signs its own integrity 
metric D4 with (r1, r3, IDUSIM). The TPM forwards the 
token r3, CertTPM and SigTPM to the USIM. 

 
m4: TPM → USIM: r3, CertTPM, SigTPM 

SigTPM = E[SKTPM, r1||r3||IDUSIM||D4]   (2) 
 

The USIM then issues a token r4 and calculates (C1, 
SigUser) as in equations 3 and 4. The SN’s public-key 
parameters can be gained with the help of PKBP. Then 
USIM sends them with (r1, r3) to SN to verify SigTPM. 
Where IDCUser is a unique identity of user’s certificate and 
TS is a timestamp [6]. 

 
m5:  USIM → SN: r1, r3, C1, SigTPM, SigUser, CertTPM. 

C1 = E(PKAN, IDUser||IDCUser||r4||TS)         (3) 
SigUser = E(SKUser, IDCUser||IDTPM||r1||r3||TS)          (4) 

 
The serving network SN decrypts C1, checks TS if it is 

acceptable and turns to PKI to gain valid CertUser 
according to (IDUser, IDCUser). After verifying the validity 
of (CertTPM, SigTPM, SigUser), SN pre-authenticates user. 
Then SN buffers (IDUser, CertUser, CertTPM, r4) temporarily 
and responds to USIM after checking result D5 on TMP 
followed by MACAN.  

 
m6:  SN → USIM: D5, MACAN . 

MACAN = E(r4, r3||IDUser||IDTPM||D5).        (5) 
 

 If the received MACAN is correct and (SigTPM, 
CertTPM) pair is valid according to D5, then both TPM and 
SN are identified by USIM. As shown in Figure 6, USIM 
generates a token r5 and sends (C2, C3) computed as in 
equations  6 and  8. The biometric comparison software 
(CS) is also encrypted in C3 and sent from USIM to TPM. 
After USIM shows the current state of platform is 
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trustworthy via TMI, the user is allowed to input his 
password and the BR to TPM. The captured biometric 
template (Fu’) is encrypted in C4, and including KFu which 
is then sent to the TPM [5]. 

 
 m7:  USIM → TPM: C2, C3.   BR → TPM: C4. 

C2=E(PKTPM, r5||y||IDUSIM),   (6) 
KST=H[(r5 r3)||x||IDTPM],    (7) 
C3=E(KST, r5||IDTPM||FU||CS).   (8) 
C4=E[KBT, IDBR||IDTPM||r2||FU’].  (9) 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Figure 6: Data encapsulation algorithm in USIM [6] 

 
Once the password PW is input by user and (r5, y) pair 

is decrypted from the received C2, the TMP, first, 
calculates 

x=y H(PW)     (10) 
 

and KST as in equation 7.  Using equation 8 the TPM then 
decrypts C3 with KST and recovers (r5, IDTPM, BT, CS). If 
the (r5, IDTPM) contained in C3 are both correct, the TPM 
checks whether equation 11 holds.  
   

H(BT||PW) =IDx    (11) 
 

If equation 11 holds, USIM is identified by TPM. 
Then TPM decrypts C4 sent by BR and checks (IDBR, 
IDTPM, r2) if they are all correct. TPM makes a comparison 
between the FU and FU’ in use in CS to determine to what 
degree they match. If the match is achieved successfully, 
the user is authenticated by TPM.  

Then, the TPM computes H(FU  PW) and transfers 
C5 computed as equitation 10 to USIM, where D6 is the 
authentication result of the user. If (IDUSIM, r5) contained 
in C5 are both correct and, then the user is valid according 
to D6. Both user and TPM are now identified by USIM. 

 
m8:   TPM → USIM: C5. 
C5=E(KST, IDUSIM||r5||H(FUPW)||D6).  (12) 
 

6. Remote  Mutual Authentication 
 

The SE-EPS AKA (mutual authentication) follows a 
seven step process as detailed in Figure 7, employing the 
encryption keys generated during phase 1 of the mutual 
authentication process. The UE initiates the network 
access Attach Request, first by using the HSS public PKH 

to encrypt the (international mobile subscriber identity) 
IMSI and get the A (where A = {IMSI} PKH,) and IDHSS 
pair, which is then subsequently forwarded to the MME 
during the access request process. Upon receiving the 
access request of the UE, The MME uses the public PKH 
to encrypt its own network identity (SNID), and then 
derive information B. The encrypted data A and B, 
regarded as the authentication data request, is sent to the 
HSS. Upon receiving the authentication data request from 
the MME, the HSS decrypts A and B to get the IMSI and 
SNID using its own public SKH. The IMSI and SNID are 
validated by comparing them to the information stored in 
the HSS database. Once the verification process is over 
the HSS generates the random array RAND(1,...., n) and 
the authentication vector AV(1,....n).  

As outlined in Figure 7, the SE-EPS AKA protocol 
calculates the following parameters: 

 
K ASME  = s10K ( f 3K ( RAND), f 4K (RAND), SNID)  

XRES = RAND  SNID   and; 
AV = RAND || SNID || K ASME || XRES  

 
This information is used by the HSS to calculate the 

encryption data C={AV(1,....,n), IMSI} PK H and sends to 
the MME as the response [5]. 

The MME then decrypts C to derive the authentication 
vectors AV(1,...,n) and IMSI. Amongst the authentication 
vectors AV(1,....,n) the MME chooses only one 
authentication vector AV(i) which has not been used 
before and extracts the random number RAND(i) and 
SNID found in the database. Exclusively the MME 
allocates the cipher key identifier KSIASME(i) to KASME(i) 
of the authentication vector AV(i) and utilize the IMSI and 
the algorithm shared by the MME and the UE to create S-
TMSI used for access once more. After completing the 
one-time authentication and cipher key negotiation the UE 
and the MME both store the corresponding relation 
between KSIASME(i) and KASME(i). If access is required 
once again the UE and the SN will take into account the 
KASME(i) and in so doing confidential communication can 
be established without initiating the authentication process 
again.  Finally the MME encrypts the RAND(i), S-TMSI 
(securely generated temporary mobile subscriber identity), 
KASME(i) and SNID by public key of the UE to calculate 
data D, which is then subsequently sent in subscriber 
authentication request to the UE. Thus eventually the 
operation MME → UE: D = {RAND(i), SNID, 
KSIASME(i), S_TMSI} PKU is completed in the process [6]. 

Once the UE has received the subscriber authentication 
request from the MME it decrypts D using the public key 
SKU to recover RAND(i), S-TMSI and the SNID. The UE 
compares S-TMSI derived from the decryption of D to the 
one it has calculated to realize the authentication to HSS. If 
there is no consistency, it means the HSS is not valid and 
the process is terminated. In case of consistency being 
observed, the UE computes:  

 
RES(i) = RAND(i)SNID and KASME(i) = 

sIOK(f3K(RAND(i)), f4k(RAND(i), SNID) and RES(i) 
  

is considered the response to the  subscriber authentication 
request sent to the MME [7]. 
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The MME compares the RES(i) received to the XRES(i) 
of the authentication vector AV(1,...,n). If these two agree, 
the subscriber is valid. For any subsequent local 
communication the MME and the UE will consider the 
KASME(i) as the intermediate cipher key with which to 
create the encryption cipher key (CK(i)) and integrity 
cipher key (IK(i)), or else the while process in halted [7]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
 

Figure 7: The SE-EPS AKA process [7] 
 

Finally, the MME and the UE store the corresponding 
relation between the S-TMSI and (IMSI, AV(1,...,n), 
KSIASME(i), KASME(i), CK(i), IK(i)) in their internal 
databases. After the subscriber and the service network 
complete the transaction the UE can utilise its own cipher 
key SKU to sign the IMSI, SNID and the business 
information bill for creating charging evidence {IMSI || 
SNID || bill || sig}. Furthermore, in order to prevent 
leakage of IMSI and SNID, the public  key PKH is used 
to create the digital envelope E in which information is 
transferred to HSS via MME and can be used as 
evidence for presence and business participation of 
MME and subscriber as well as creation of related 
charging relation [6]. 

 
7. Implementation and Simulation Results 

  The simulation model developed is designed to test 
end-to-end QoS services in mobile wireless networks 
taking into account the three signaling scenarios outlined 
earlier. To achieve this session signaling delay and system 
response to congestion situations due to multiple calls and 
services requested at the same time are tested as a way of 

trying to define the QoS parameters of 4G mobile wireless 
networks. Situations simulated involve (a) UE1, the 
mobile caller, in the home domain or roaming, (b) UE2, 
the call recipient, in the home domain or roaming, (c) 
UE1 and UE2 involved inter- and intra-domain exchange 
of information and (d) both UE1 and UE2 attached to 
different wireless access technologies both in inter- and 
intra-domain scenarios [2]. 
      The 4G network thus developed and designed consists 
of a pure but basic 4G network architecture 
interconnected to WiMAX and WiFi networks by a purely 
IPv6 backbone network, highlighting the presence of 
inter- and intra-domain interconnections. 

The SEEP AKA protocol would be verified using the 
CryptoVerif tool in conjunction with OCaml. 

8. Future Studies and Recommendations 

  The paper is a reflection of work in progress in which a 
model for a heterogeneous 4G mobile wireless network is 
simulated to test and verify the feasibility of integrating 
QoS and network securing signaling using ns-3 [8], a 
discrete-event network simulator. Developing a 4G core 
network with clearly defined network entities to allow an 
almost real industry-like live network environment that 
can seamless simulate nearly all network scenarios should 
be the thrust for future work. Such a network model will 
make it possible to test new services, especially QoS and 
security-related issues in order to cope with the ever-
changing security threats of the ICT landscape.  Current 
low cost and open-source simulation tools and models 
should be enhanced and developed.  
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Abstract - Mobile applications have evolved to become 
extensions of enterprise applications and systems that often 
interact with remote data sources and databases.  Two 
software architectural approaches have emerged as the 
primary ways to develop mobile applications accessing 
remote data sources: client-agent-server and client-intercept-
server.  Both make use of middleware with the main 
difference being in the way agent components are used.   Our 
previous compared the performance of these architectural 
approaches under differing sizes of data retrieved and with 
and without caching at the middleware.  In this paper we 
compare these architectures in similar data scenarios but 
looking at the impact of data compression and encryption on 
the performance of the two approaches.  Statistical analysis 
shows that the client-agent-approach generally performs 
better, though not in all circumstances.  The results of this 
research provide useful guidelines for developing mobile 
applications needing to connect to remote databases. 

Keywords: mobile applications, software architectures, 
enterprise data sources, performance. 

 

1 Introduction 
With the popularization of mobile computing and the 

emergence of a variety of mobile devices, developers face a 
number of challenges besides concerns of limited power: the 
heterogeneity of devices [1], the occasional intermittent 
communication in a mobile environment, and device 
limitations, such as: limited working memory, limited storage, 
limited processing power, and small screen. This means that 
developing large scale mobile applications which can connect 
to remote data sources or databases through wireless 
connections with high computational business logic must take 
into account these limitations. Support for complex or 
extensive applications in mobile phones which make use of 
data from remote sources or need remote computing 
capabilities still require servers and/or middleware. 

Popular mobile relational databases, like IBM's DB2 
Everywhere 1.0, Oracle Lite, Sybase's SQL etc., work on 
hand held devices and can provide local data storage for 
relational data acquired from enterprise relational databases. 
The main constraints for such databases relate to the size of 
the devices’ memory and size of the program, as handheld 
devices have memory constraints [2]. Moreover, enterprise 

databases cannot be replaced by these mobile relational 
databases. 

To support extensive applications in mobile phones that 
require retrieval of data from remote data sources, middleware 
is needed which has the capacity to deal with mobile agents 
and remote database servers, and can improve the 
transmission of data by implementing caching, pre-fetching, 
data prioritizing and data compression techniques.    
Similarly, some mobile applications require data encryption, 
such as medically-related applications involving patient data.  
Mobile applications access the middleware through an API to 
make the communication between mobile agent and 
middleware transparent. 

Various software models have been proposed for 
addressing the development of mobile applications that 
interact and utilize enterprise data sources; these include the 
client-server (C/S), client-agent-server (C/A/S), client-
intercept-server (C/I/S), peer to peer, and mobile agent 
models.  Spyrou et al. [3] qualitatively and quantitatively 
analyzed a set of software models built on the client/server 
model for mobile agents accessing a Web server.  They 
argued that the C/A/S and C/I/S models were most 
appropriate and they compared the C/A/S and C/I/S models in 
the context of browsers and web servers for a wired network.  
Based on their results, the C/A/S model requires considerably 
less time than any other client/server model. Though the C/I/S 
model lacks in performance due to the presence of a client-
side agent, it supports compatibility, since it can be built on 
top of existing applications.  According to the researchers, the 
C/I/S model provides more flexibility than C/A/S and that 
should have been translated to better performance; their 
results show that the C/I/S model performs better for heavy-
weight clients with large computational power. 

Their work focuses on browser-based interactions.  
They do not consider mobile applications which may need to 
access data sources within one or more enterprises.  The 
submission of queries and retrieval of results introduces 
different challenges in the movement of data and related 
processing, e.g. for security purposes.  Our previous research 
[4] examined both the C/A/S and C/I/S models in the context 
of mobile applications where there is a need to access data 
sources or databases that are in remote locations. We 
compared the performance of the C/A/S and C/I/S software 
architectures for different size data queries and databases and 
considered the impact of using middleware caching.  We 
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compared the performance impact in terms of transmission 
time required for queries.  The comparison entailed a mobile 
application running on a mobile phone, connecting to a 
middleware server hosted remotely with a database server 
located on another remote host.  Statistical analysis showed 
that the C/A/S model performed somewhat better, though not 
in all cases. 

In this paper, we continue our comparison of these two 
architectures by comparing them when data compression and 
data encryption are involved.  In this case, compression and 
encryption are done at the middleware server and then 
decompressed or decrypted at the mobile application; we 
assume that the middleware server is part of the same 
“enterprise infrastructure” as the server and that the primary 
concern is communication with the mobile application.  Our 
experiments are performed in real life scenarios instead of a 
laboratory setup. The experimental results provide guidelines 
to the mobile application developers about the software 
models and techniques or combination of technologies to use 
for QoS of data transmission for mobile applications.  

The remainder of this paper is organized as follows: In 
Section 2, we review some of the existing literature on 
architectural approaches for supporting mobile applications.  
In Section 3, we briefly describe the client-agent-server and 
client-intercept-server software architectures.  In Section 4 we 
describe our implementation and Section 5 presents a 
summary of the experiments and analyses.  Section 6 provides 
a discussion of the results and some future directions.  

2 Middleware for Mobile Applications 
A number of different research efforts during the last 

decade that have focused on middleware and data 
transmission techniques for mobile applications. The work of 
Spyrou et al. [3] was discussed above.  Capra and Mascolo 
[5,6] identify requirements for middleware that supports 
mobility. They suggest the use of a reflexive middleware [7] 
in a mobile computing environment to solve the problem of 
losing network connectivity during the movement of the 
mobile devices.  Campbell et al. [8] propose a middleware, 
named Mobiware, to support QoS in multimedia applications. 
The platform uses adaptive algorithms to support QoS 
controlled mobility. Bellavista et al. [9] present a middleware 
for mobile users, also based on mobile agents, to keep 
services running regardless of a user’s mobility. The 
middleware provides services to support a virtual 
environment, virtual terminal, and resource manager. 

Chan and Chuang [10] propose MobiPADS, a 
middleware that uses information from the physical 
environment to perform self-configuration. It allows dynamic 
adaptation in both the application and the middleware itself.  
MobiPADS has two parts: a client at a mobile device attached 
to the Internet through wireless or cellular networks and a 
server at the wired network.  This extended server-client 
application is designed to support multiple MobiPADS clients 
and is responsible for most of the optimization computation. 
MobiPADS collects metrics about the environment such as 

bandwidth, latency, and processor usage, and notifies the 
applications that use those data. 

Middleware for multi-client and multi-server mobile 
applications based on the C/A/S model discussed in [11], 
where the authors addressed the problems of the heterogeneity 
of devices in such environments. The proposed middleware 
provides a communication API to develop applications for 
mobile environments and allows applications to divide their 
work amongst server and client sides. The middleware 
enables applications to exchange messages transparently 
between the application in mobile device and the middleware, 
and independently of a specific communication protocol. The 
researchers did not quantitatively compare the performance of 
the C/A/S and C/I/S models for their applications. 

Caching and pre-fetching to improve a mobile 
application’s data transmission efficiency have been explored 
by several researchers.  Gupta et al. [12] concentrated on the 
aspects of data management over mobile ad-hoc networks and 
proposed to estimate the global distribution and then predict 
and cache the most popular data in the hope of being able to 
provide it to other devices.  Similarly, Yin and Cao [13] 
propose a cooperative caching scheme for mobile ad hoc 
networks using caching of popular data so that the availability 
in mobile ad hoc networks is increased.  According to their 
simulation results, the proposed schemes can significantly 
improve the performance in terms of query delay and message 
complexity when compared to other caching schemes.  
Cheluvaraju, et al. [14] propose anticipatory retrieval of data.  
Caching is done asynchronously in the background during 
times of high bandwidth. They propose algorithms to assess 
the relevance of the data and then prioritize  data downloads 
to cloud storage. The model provides better performance, 
adapts to varying bandwidth, and pre fetches data from cloud 
with better accuracy and relatively little overhead. 

Data transmission in the wireless network can be 
vulnerable to security attacks and, thus, ensuring data security 
is an important concern in some situations.  Huang et al [15] 
introduced a security model based on message digests, 
encryption and decryption technology to access remote data 
securely. Researchers implemented this security model in 
mobile-agent architecture with large number of remote data 
processing tasks. This research did not explicitly examine the 
performance impact of using encryption for delivery of data 
to mobile applications. 

Our research focuses specifically on assessing the 
performance of the C/A/S model and C/I/S model on different 
sized query results as well as investigating the impact of of 
compression and encryption.  Our main goal is to analyze the 
performance of the architectures for mobile applications that 
require access to and retrieval of data from remote enterprise 
databases. 

3 Software Architectures 
Mobile applications are normally structured as multi-

layered applications consisting of UI, business, and data 
layers. A developer may choose to develop a thin Web-based 
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client or a rich client. In the case of a rich client, the business 
and data services layers are likely to be located on the device 
itself. On the other hand, the business and data layers will be 
located on the server for a thin client. Figure 1 illustrates a 
common rich client mobile application architecture with 
components grouped by areas of concern [16]. 

In our research, we focus on the client-agent-server 
(C/A/S) and client-intercept-server (C/I/S) models because we 
are retrieving data from remote enterprise databases or data 
sources and these two models seems to be the best fit for 
those tasks based on previous research. Moreover, our review 
of middleware based on mobile browsers says that most of the 
mobile browser engines were developed using either C/A/S or 
C/I/S model to retrieve from websites. 

The C/A/S architecture is a popular extension of the 
client-server model, providing a three-tier architecture (Fig. 
1). Here, any communication goes through the mobile agent. 
On one hand, the agent acts as a mobile host.  As well, the 
agent is attached to a remote database or data source and any 
client’s request and server’s response is communicated 
through the agent. In this scenario, a mobile host is associated 
with as many agents as the services it needs to access.  Agents 
split the interaction between mobile clients and fixed servers 
into two parts: between the client and the agent, and between 
the agent and the server. 

The C/A/S model has several advantages.  It alleviates 
some of the impact of the limited bandwidth and poor 
reliability of wireless links by constantly maintaining the 
client’s presence on the network via the agents.  The agent 
splits the interaction between the mobile client and fixed 
servers into two parts, one between the client and the agent 
and one between the agent and the server.  Data transmission 
can be optimized in the middleware so the QoS of data 
transmission improves with lower cost computation in the 
middleware or agent.  A security wrapper in the middleware 
can provide data security over the wireless network. 

Though the client-agent-server model offers number of 
advantages, it fails to sustain the current computation at the 
mobile client during periods of disconnection. In addition, the 
agent can directly optimize only data transmission over the 
wireless link from the fixed network to the mobile client but 
not in the opposite direction.  In our research, we focus on an 
enterprise database, which is located at a remote server and 
connected to the middleware through the Internet. 

 
Figure 1: Client-Agent-Server (C/A/S) model with remote database. 

The C/I/S model proposes the deployment of an agent 
that will run at the mobile device along with an agent that will 
run in the server side or middleware (Fig. 2). This client-side 
agent intercepts the client’s requests and together with the 

server-side agent performs optimizations to reduce data 
transmission over the wireless link, improve data availability 
and sustain the mobile computation. From the point of view 
of the client, the client-side agent appears as the local server 
proxy that is co-resident with the client. Since the pair of 
agents is virtually inserted in the data path between the client 
and the server, the model is also called C/I/S instead of 
C/A/S. 
 

 
Figure 2: Client-Intercept-Server (C/I/S) model with remote database. 

4 Implementation 
To evaluate the different models, we developed: two 

remote databases, a middleware API, a mobile agent API and 
mobile applications for the two different domains.  The 
middleware API provides a web service which returns data in 
XML format, so that any mobile application can retrieve the 
data and use it. The API has the flexibility to retrieve data 
from databases through the middleware and make use of 
caching, compression, encryption or any combination of these 
technologies. The Mobile Agent API was developed using 
J2ME and provides functionalities for retrieving cache data, 
decompressing data, and decrypting data coming from the 
middleware API. 

In the data transmission lifecycle, the mobile application 
sends a request to the middleware; the middleware retrieves 
data from the cache or executes the query on the remote 
database and processes the data; after processing the 
middleware returns data to the mobile application. Finally, 
the mobile application processes the data returned from the 
middleware and displays it.  Figure 3 presents a high level 
overview of the data transmission lifecycle. 
 

 
Figure 3:  High level overview of the system. 

 In the C/A/S model, the mobile application sends 
requests to the middleware and the middleware processes the 
data based on the requests from the mobile application. If the 
mobile application requests that data be cached, the 
middleware searches for the data in the cache. If the data is 
found, the middleware returns it back to the mobile 
application.  If the data is not in the cache, the middleware 
retrieves the data from the database, caches it and sends it 
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back to the mobile client. After getting the data from the 
middleware, the mobile application processes the XML 
formatted data from the middleware, and then displays it on 
the mobile screen. 

Figure 4 illustrates the request and response cycle for 
the C/A/S model. In case of C/I/S, the middleware and the 
database are same as in the C/A/S model. However, the 
mobile application does not directly communicate with the 
middleware or processes returning data from the middleware; 
rather, it calls the Intercept. Instead of calling web service, 
the mobile application calls methods of the mobile API which 
does any local computation and returns data to the application 
to display it. Figure 5 illustrates the request and response 
interaction of the C/I/S model. 

Databases: We experimented with a database 
containing medical information of around 10,000 patients 
(with fictitious names and identifying information)  The 
database contains several tables of hospital information, 
patient information, patient in hospital information, and the 
diagnosis results of patients. The database contains 
approximately ten thousand patient results.  Using the patient 
data we can do different experiments. 

Middleware: The middleware retrieves data from the 
remote databases and returns it back to the mobile 
application. The middleware is developed using C# 
programming language in an ASP.NET platform.  We 
experiment with caching, compression and encryption within 
the middleware to understand their impact on data 
transmission in a wireless network.  We report only on 
compression and encryption in this paper.   The mobile 
software developer can use the API to specify whether data 
should be cached or compressed or encrypted or any 
combination of these techniques by the middleware, just by 
calling the web services provided by the API.  The API 
provides a generic interface to a middleware platform and the 
mobile application developers can customize the use of these 
techniques to meet the need of their application to retrieve 
data. 

Compression: Data compression involves encoding 
information using fewer bits than the original representation. 
Compression is useful because it helps reduce the 
consumption of resources such as data space or transmission 
capacity. As the bandwidth of wireless network is scarce, it 
may be advantageous to compress data to get the maximum 
out of the bandwidth. Mobile applications suffer from limited 
memory where data compression may help save memory and 
at the same time improve the speed of data transfer. 

Lossless compression is mainly used for spreadsheets, 
text and executable program compression; on the other hand, 
lossy compression is mainly used for image, video, and audio 
compression. Lossless data compression is used in many 
applications such as the ZIP file format and in the UNIX tool 
gzip. Lossless compression is used in cases where it is 
important that the original and the decompressed data be 
identical, or where deviations from the original data could be 
deleterious. Typical examples are executable programs, text 
documents and source code. 

 

 
Figure 4:  Client-Agent-Server request and response. 

 

 
Figure 5: Client-Intercept-Server request and response. 

In the middleware, we used gzip compression; it is based 
on the DEFLATE algorithm, which is a combination of 
Lempel-Ziv (LZ77) and Huffman coding. Gzip contains a 10-
byte header, containing a magic number, a version number 
and a time stamp; optional extra headers, such as the original 
file name; a body, containing a DEFLATE-compressed 
payload; and an 8-byte footer, containing a CRC-32 
checksum and the length of the original uncompressed data.  
To implement gzip compression in the middleware, we used 
SharpZipLib [17], an ASP.NET compression library that 
supports Zip files using both stored and deflate compression 
methods. 

Encryption: In the case of enterprise databases, it is 
often necessary to move data over networks – to other sites or 
to remote desktop and mobile applications. Data transmission 
across networks, particularly public networks, creates 
potential security problems [17]. Given the importance of data 
security, we have implemented encryption in the middleware 
so data transmission in the wireless network can become 
secured. 

We encrypt the data to Base64 data format before 
transmitting it to wireless network. Instead of using a real 
encryption algorithm for our experiments, we used Base64 
encoding to emulate encryption processing; in reality this 
encoding scheme is much less complex than a real encryption 
scheme. Base64 is a group of encoding schemes that represent 
binary data in an ASCII string format by translating it into a 
radix-64 representation. Base64 encoding schemes are 
commonly used when there is a need to encode binary data 
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that needs be stored and transferred over media that are 
designed to deal with textual data. This is to ensure that the 
data remains intact without modification during transport. 
Base64 is commonly used in a number of applications 
including email via MIME, and storing complex data in XML. 
 
5 Experiments and Results 
Our experimental environment consisted of the following 
components:  A remote database server hosting two 
databases; A middleware server (providing web service); Two 
mobile applications (C/A/S application and C/I/S application).  
Table I summarizes the tools used for the development of 
experimental systems.  The following provides an overview 
of the experimental environment in more detail. 

Table I.  List of development tools for the experimental environment. 

Component Development Tool 
Remote database Server 1 MySQL Database 
Remote Database Server 2 MySQL Database 
Middleware API ASP.NET web service 
Mobile Application C/A/S J2ME 
Mobile Application C/I/S J2ME 

Database Server: The databases are hosted on a remote 
server (www.godaddy.com), accessible over the Internet 
through a public IP address.  It runs Linux and MySQL 
server, version 5.0.  The middleware communicates with the 
remote database through the public IP address through the 
Internet. 

Middleware Server: The middleware was developed 
using ASP.NET web service and C#. The middleware server 
runs Internet Information Services (IIS) 7 server. The 
configuration of the server is: Windows 7 32-bit operating 
system, Intel core duo 2.3 GHz processor and 4 GB memory. 
It is accessible through the Internet through a public IP 
address. 

Mobile Application: Our mobile applications were 
implemented on a Nokia E72 smart phone; the configuration 
of the mobile phone is: Symbian OS 9.3, 600 MHz CPU, 250 
MB Internal memory, and 128 MB RAM.  The mobile 
application connects to the middleware services through 
wireless (WiFi). Testing was done from a home residence 
connection which had a 2Mbps dedicated wireless 
connection. 

5.1   Basic Experiments with a Medical Database 
We developed a Medical Information Application for the 

mobile device.  Using this application, a user (e.g., doctor, 
nurse, etc.) can log in and search a patient database by last 
name or first name or any part of the name.  The search result 
returns a list of patients along with their unique identity 
number, name, age, and sex. Selecting a patient from the list 
returned, will cause the application to search the database and 
return the medical history and previous diagnosis results of 
the patient.  Using the Medical Application, we carried out 
three experiments: 
   Experiment 1: Basic experiment: compare the two 

architectures for two different “data” scenarios. 

   Experiment 2: Same scenarios as basic experiment using 
compression. 

   Experiment 3: Same scenarios as basic experiment using 
encryption. 

For each experiment, the same retrievals and same steps 
were used: 

   Step 1: User logs in using their user name and password; 
saved in the database along with permissions to check a 
patient’s medical information. 

   Step 2: After successful login, the user can search for a 
patient by first name, last name, or any part of the name, 
for example: ‘Henry’, ‘John’, or ‘Jo’. 

   Step 3: Based on the search key, data is retrieved from the 
remote database; basic information is displayed: Patient 
Identification Number, Name, Age and sex.  The total time 
taken in milliseconds to retrieve data from database is 
recorded along with total number of records found and the 
size of the returned data in bytes.  

In the basic experiment, the mobile application requests, 
through the middleware, data from the remote database; the 
middleware retrieves the data and sends it to the mobile 
application through the web service in XML format.  The 
mobile application extracts the retrieved data from the XML 
formatted data and display it on the mobile screen. We 
execute the experiment for three different scenarios involving 
different size data results.  The scenarios with the data sizes 
are presented in Table II. 

Table  II.  Scenarios and Data Sizes for Experiments. 

Scenario 1 Search key for patient 
search is ‘Henry’ 

Total patients found: 
17, Data Size: ~2KB 

Scenario 2 Search key for patient 
search is ‘Li’ 

Total patients found: 
397, Data Size: 
~45KB 

Scenario 3 Search key for patient 
Search ‘T’ 

Total patients found: 
1850, Data Size: 
~230KB 

Table  III.  Experiment 1 Results. 
Scenarios C/A/S (SD1) C/I/S (SD) Comments 

Scenario 1 525.67 ms 
(31.39) 

577.67 ms 
(24.22) 

C/A/S little faster than 
C/I/S but negligible 
difference. 

Scenario 2 856.00 ms 
(24.64) 

1073.00 ms 
(37.26) 

C/A/S faster than 
C/A/S . 

Scenario 3  ----- ----- Failed; unable to 
complete. 

We replicate each experiment three times.  The 
experimental results and analyses are presented in Table III.  
                                                           
1 SD = Standard Deviation 
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The application on our test mobile phone could not handle the 
data of the Scenario 3 (returns around 230KB data from 
middleware) to display.   We compared the performance of 
the two architectures for each of the scenarios using a t-test.  
For both Scenario 1 and Scenario 2, there is a significant 
difference between C/A/S and C/I/S at a 95% confidence 
level, that is, C/A/S performs better. 

Table IV.  ANOVA Results for Experiment 1. 

Software 
Architecture (SA) 

Scenarios (S) SA+S %Error 

8.94% 84.18% 3.36% 3.52% 
 

Further analysis using an analysis of variance (ANOVA) 
was also performed and the percentage of variation explained 
by the factors is presented in Table IV.  The Software 
Architectures (SA) explained 9% of the variation, the 
Scenarios (S) 84% and the interaction of these (SA+S) was 
3%.  The error also explained about 3% of the variation. 
Clearly, the different scenarios had the greatest impact on the 
variation in results while the variation attributable to the 
different architecture was minor. 

Summary of Experiment 1:  Data size has the greatest 
impact on transmission time, though C/A/S performs better 
than C/I/S. 

5.2   Compression Experiments 
In Experiment 2, the scenarios are the same as 

Experiment 1, but here, we compress data in the middleware.  
For this experiment, the results are mixed: the C/A/S model 
performs better than the C/I/S model for Scenario 1, but the 
C/I/S model performs better for Scenarios 2 and 3.  Note that 
in this case the use of compression enabled Scenario 3 to 
work successfully, unlike the case without compression.  The 
results for the compression experiment are shown in Table V. 

Table V.  Experiment 2 Results. 

Scenarios C/A/S (SD) C/I/S (SD) Comments 

Scenario 1 478.67 ms 
(21.08) 

545.00 ms 
(45.92) 

C/A/S little faster than 
C/I/S but negligible 
difference. 

Scenario 2 875.67 ms 
(41.02) 

817.67 ms 
(39.72) 

C/I/S faster than 
C/A/S; difference is 
small. 

Scenario 3  2365.00 ms 
(39.92) 

2190.67 ms 
(63.36) 

C/I/S faster than 
C/A/S; difference is 
small. 

As with Experiment 1, a t-test at a 95% confidence level 
shows a significance difference between the two architectures 
for Scenario 1.  However, for Scenarios 2 and 3, at a 95% 
level there was no significant difference between the two 
architectures. 

Table VI.  ANOVA Results for Experiment 2. 

Scenario (S) Compression (CO) S+CO Error 

82.38% 7.96% 3.91% 4.57% 

A summary of the main results of the ANOVA (Table 
VI) shows that the percentage of variation explained by the 
factors is: Scenarios (S) – 82.38%, Compression (Co) – 
7.96%, the interaction of these (S+Co) – 3.91%, and the error 
explained about 4.57%.  Clearly the data size (different 
scenarios) again has the greatest impact on the variation in 
performance results, though compression has some impact; 
variation attributable to the different architectures is minor. 

Summary of Experiment 2: Not surprisingly, 
compressing and decompressing the data requires more time.  
Data size (scenarios) is still the most significant factor. 

5.3 Encryption Experiments 
In Experiment 3, the scenarios are the same as before, 

but here, we encrypt data in the middleware.   As with 
Experiment 1, at a 95% level the C/A/S model performs 
better than the C/I/S model for Scenarios 1 and 2; again, the 
data transfer in Scenario 3 failed.  Encryption tends to 
increase data size, even for the simplistic method used in our 
experiments.  The data in Scenarios 1 and 2 changed, 
respectively, from 2Kb to 3Kb and from 45Kb to 60Kb.  The 
results for the encryption experiment are shown in Table VII. 

Table VII.  Experiment 3 Results. 

Scenarios C/A/S (SD) C/I/S (SD) Comments 

Scenario 1 669.33 ms 
(15.95) 

806.00 ms 
(81.07) 

C/A/S better but 
negligible difference 

Scenario 2 1134.00 ms 
(46.81) 

1236.00 ms  
(15.72) 

C/A/S better but 
negligible difference 

Scenario 3  ----- ----- Failed; unable to 
complete. 

Table VIII.  ANOVA Results for Experiment 3. 

Scenario (S) Encryption (En) S+En Error 

83.86% 7.96% 1.44% 4.87% 

A summary of the main results of the ANOVA (Table 
VIII) shows that the percentage of variation explained by the 
factors is: Scenarios (S) – 83.86%, Encryption (En) – 7.96%, 
the interaction of these (S+En) – 1.44%, and the error 
explained about 4857%.  Clearly the data size (different 
scenarios) again has the greatest impact on the variation in 
performance results; though encryption has some impact.  The 
variation attributable to the different architectures is again 
minor. 

Summary of Experiment 3:  The C/A/S model 
performed better; data size (scenarios) is still the most 
significant factor. 

6 Discussions and Directions 
We examined the performance of the C/A/S and C/I/S 

models because they had been identified as the most plausible 
models for data-oriented mobile applications by previous 
researchers though primarily in the context of browsers.  One 
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objective of our research was to investigate whether one 
performed better than the other and for which scenarios and 
techniques.  Based on our research results, we conclude that 
the C/A/S model generally performs better than the C/I/S 
model, though not in all situations.   This is consistent with 
previous findings of Spyrou et. al [3] and others.  However, 
an analysis of variance shows that the differences in 
execution times stems from the different scenarios (size of 
data retrieved by the application) and caching (when used).  

Though the C/A/S application performs better than the 
C/I/S application in our experiments, the magnitude is still 
relatively small and based on our experiences in using both 
architectures for implementation of the application, there are 
other reasons to consider the C/I/S model: 
   In the C/I/S model, the communication is through the 

Intercept API.  In our experience, using the API makes 
mobile programming simpler and may be an advantage 
when developing application for heterogeneous mobile 
operating systems. 

   Using the C/I/S model provides reusable code, which can 
help improve the quality of the product.  So even if in 
some circumstances the C/I/S model quantitatively 
requires a little extra transaction time, it may qualitatively 
improve the system. 

A number of future directions exist based on this work: 
   Future work could look at extending the C/I/S model for 

client to utilize background threading in the intercept 
when retrieving or processing data from the middleware. 

  Our experiments used a Nokia E72 smart phone which runs 
the Symbian Operating System. It would be useful to 
evaluate the APIs by porting them to other mobile 
operating systems and developing mobile applications. 
There are many new and different mobile devices, and 
testing the APIs with other types of smart phones tablets, 
etc would be useful. 

  With other devices, it would be useful repeat some of these 
experiments to see if similar results can be obtained.  
Newer devices have more capabilities, faster processors, 
more memory so the absolute times may be faster or data 
sets larger.  It would be interesting to see if the impact in 
performance of these techniques follows a similar pattern. 
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Abstract— MANETs (Mobile Ad hoc NETworks) are drawing 
interest because it can provide a means of communication when 
an existing public network has been damaged by a disaster, or in 
areas where there is no fixed-line network available. For 
audio/video communication to be feasible in a MANET, the 
routing method used must provide high real-time performance. 
This paper proposes a locally complementary multi-path routing 
protocol, which can reduce the size of the network section for 
which route restoration is required in the event of a disaster. This 
makes it possible to achieve high real-time performance and 
maintain existing connections, thereby avoiding interruptions in 
audio/video communication. Specifically, this protocol secures a 
spare route for every two hops on the main route. Two 
alternative methods for securing spare routes are presented: an 
independent route securing method and a simultaneously route 
securing method. These as well as AODV (Ad hoc On-Demand 
Distance Vector) have been compared in terms of the number of 
control packets generated. The simultaneous route securing 
method has been built into a MANET emulator, and the 
percentage of successful establishment of the initial routes has 
been assessed. 

Keywords— MANET; multi-path routing protocol; SIP; 
securing spare route; AOMDV 

I.  INTRODUCTION 

MANETs (Mobile Ad hoc NETworks) are drawing interest 
because it can provide a means of communication when an 
existing public network has been damaged by a disaster, or in 
areas where there is no fixed-line network available [1]. A 
MANET is made up of mobile terminals. Data are transferred 
between two terminals through a route involving multiple hops. 
The situations in which the network is economically viable are 
so limited that actual applications have not been developed. In 
the world of the Internet, connection-oriented applications (for 
audio/ video communication, etc.) have been developed based 
on SIP (Session Initiation Protocol) [2]. Provision of SIP-based 
services in a MANET should encourage many applications for 
a MANET to be developed. Although many studies have been 
made on handling SIP services in a MANET [3]-[9], a lack of 
experimental tools available has limited their scope to handling 
only the processes from a session establishment request to the 
start of the session. The authors have developed and extended a 
MANET emulator for use as a service experiment tool for a 
MANET [10]-[16]. 

To make audio/video communication feasible in a MANET, 
the routing method used must provide high real-time 
performance. In a MANET, a connection between SIP clients 
may be broken for a number of reasons: movements of the 
terminals involved in the connection, loss of wireless links, and 
running out of terminal batteries. 

Several multi-path routing methods based on AODV (Ad 
hoc On-Demand Distance Vector) [17] have been proposed, 
such as AOMDV (Ad hoc On-Demand Multipath Distance 
Vector) [18] and the route disjoint protocol [19]. However, 
since the route disjoint protocol selects candidate paths for re-
routing from the entire network, it takes considerable time in 
reconfiguring the network, a feature detrimental to real-time 
performance. A more reliable routing method is required if SIP 
services are to be provided in a MANET. 

This paper proposes a locally complementary multi-path 
routing protocol, which can reduce the network section for 
which route restoration is required, in order to achieve high 
real-time performance, and make it possible to maintain 
existing connections, thereby avoiding interruptions in ongoing 
audio/ video communication. Section II reviews related studies 
on multi-path routing. Section III proposes a locally 
complementary routing protocol, which features high real-time 
performance, and two alternative methods of securing spare 
routes: an independent route securing method and a 
simultaneous route securing method. Section IV describes an 
evaluation system in which the simultaneous route securing 
method was implemented. Section V evaluates this method in 
terms of the percentage of successful establishment of the 
initial routes by conducting experiments on this evaluation 
system with different network models. In addition, the two 
spare route securing methods as well as AODV are compared 
in terms of the number of control packets generated. 

II. RELATED WORK 

A. AOMDV 

AOMDV is a routing protocol that allows multiple non-
overlapping routes to be secured between the originator and 
destination terminals, as between nodes S and D in Fig. 1. 
However, Node C in Fig. 1 is involved in two routes, and thus 
is an Achilles’ heel. If Node C comes down, both routes are 
lost, and communication between the two end terminals is 
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disrupted. Therefore, it is necessary to avoid creating such 
critical nodes if real-time communication is to be provided. 

 

 

 

 

 

Fig. 1. Securing multiple routes with AOMDV. 

B. Route disjoint protocol 

Unlike AOMDV, the route disjoint protocol secures 
multiple routes without creating an Achilles’ heel node. As 
shown in Fig. 2, the nodes of the two routes are disjoint. The 
downsides of this protocol are that it is necessary to look at the 
entire network to reconfigure routes, and that route restoration 
takes a long time because, when a link failure has been 
detected, Terminals S and D must be notified of it before the 
routes concerned are switched. It is necessary to reduce route 
restoration time if real-time communication is to be provided. 

 

 

 

 

 

Fig. 2. Routes secured by the route disjoint protocol. 

III. LOCALLY COMPLEMENTARY MULTI-PATH ROUTING 

A. Overview 

This section proposes a locally complementary multi-path 
routing protocol. It mitigates the disadvantages of AOMDV by 
reducing the size of the network sections for which route 
restoration is required. It secures and holds a spare route for 
every two hops on the main route in order to allow ongoing 
communication to be maintained even during route restoration. 
Since all nodes are mobile, this protocol is based on AODV, 
which is a reactive protocol. Examples of the main route and 
spare routes are shown in Fig. 3. 

 

 

 

 

 

 

 

 

 

Fig. 3. Examples of the main route and spare routes. 

Since a spare route is secured for each two hops of the main 
route, a route can be restored in a short time. Only up to 3 hops 
are allows for a spare route. For example, a spare route can be 
S-13-12-10 in Fig. 3. While AOMDV can involve Achilles’ 
heel nodes in spare routes, the locally complementary multi-
path routing protocol does not. Even when node 10 in Fig. 3 
fails, for example, communication can be quickly restored 
because spare route 11-8-5 is available. Unlike the route 
disjoint protocol, which examines the entire network for route 
restoration, the proposed protocol needs to look at only two 
hops in the main route. Therefore, the route concerned can be 
reconfigured in a short time. 

Two alternative methods of securing spare routes at the 
time of initial route configuration are described in Subsections 
III.B and III.C. They are called an independent route securing 
method and a simultaneous route securing method. To secure 
spare routes at the time of route configuration, we have revised 
messages RREQ (Route REQuest) and RREP (Route REPly), 
and added SpareRREQ and SpareRREP, as shown in Fig. 4. 
All the four messages are of extended packet format. The 
shaded parts show the added parts. Why these parts are added 
and how they are used are described in the next subsection. The 
number within each parenthesis is the number of bits. Where 
there is no such parenthesis, the number of bits is 1. The 
meaning and use of each existing field is the same as in 
RFC3561 [17], and thus are not explained here. 

 

 

 

 

 

 (a) RREQ 

 

 

 

 

 

 (b) RREP 

 

 

 

 

 

 

 

 

(c) SpareRREQ 

Fig.4.  Extended control packet formats(1/2). 
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 (d) SpareRREP 

Fig. 4. Extended control packet formats(2/2). 

B. Independent route securing method 

This method secures spare routes by flooding the network 
with a SpareRREQ after the main route has been secured. It 
secures the main route in the same manner as AODV. When a 
node on the main route receives an RREP, it writes a relevant 
value into the Two Hop IP Address field of the RREP because 
it wants to send a SpareRREQ to nodes two hops away. In the 
example of Fig.3, when Node 1 has received an RREP from 
Node D, it writes the address of Node D into its Two Hop IP 
Address field, and sends the message to Node 5. Node 5 writes 
Node D’s address into the Spare Destination IP Address field, 
its own address into the Spare Originator IP Address field, 
and Node 1’s address in the Relay NG IP Address field of a 
SpareRREQ, and floods the network with the message with 
TTL=3. Although Node 1 receives this SpareRREQ, it does 
not rebroadcast it because the value in the Relay NG IP 
Address field is its own address. Consequently, this 
SpareRREQ is relayed on a route (5-4-3-D), which is separate 
from the main route. Node D sends a SpareRREP as a reply, 
and a spare route is secured. A problem with this method is 
that a large number of control packets are generated and flow 
in the network because each of Nodes S, 11, 10 and 5 
broadcasts a SpareRREQ to secure a spare route. 

C. Simultaneous route securing method 

This method does not use SpareRREQ. It secures spare 
routes by sending a SpareRREP at the same time when the 
main route is secured. When an RREQ is broadcast using 
AODV, nodes receive multiple RREQ messages, and 
determine whether to discard them by examining the sequence 
number of each message. Flooding of the network with 
RREQs is shown in Fig.5, and the resulting routing table is 
shown in Fig.6. Each solid arrow in Fig.5 corresponds to one 
of the encircled parts in Fig.6, and indicates a route secured 
when Terminal S has flooded the network with an RREQ that 
is intended for Terminal D. Dotted arrows show routes that 
have been secured by RREQs that are to be discarded. In the 
simultaneous route securing method, spare routes are secured 
using RREQs that are to be discarded because they share the 
same sequence numbers. When SpareRREPs is unicast, the 
main route shown by solid lines and spare routes shown by 
dotted lines in Fig. 3 are secured. At the same time, relevant 
values are written into the SpareDestIPAddr field and the 
SpareRelayIPAddr field in the routing table so that the 
destination and the IP addresses of the relaying nodes of a 
spare route can be retained. The first node that has sent an 
RREQ is designated as the relaying node on the main route, 

and the second node that has sent an RREQ is designated as 
the relaying node on the spare route. For Node D, for example, 
Node 1 is the relaying node on the main route, and Node 3 is 
the relaying node on the spare route. A relevant value is 
written into the Two Hop IP Address field of the RREQ so that 
a node two hops back can be identified. 

The algorithm for simultaneous route securing is described 
in the following, using Fig. 5. First, Terminal S floods the 
network with an RREQ. A node that has received this RREQ 
writes the address of its relaying node into the Two Hop IP 
Address field, and broadcasts the message. If the sequence 
number of the message is new, this node address is written 
into the routing table, and the message is rebroadcast. If the 
sequence number is the same as that of a previously received 
message, the node is registered as the relaying node of the 
spare route in the table. When Terminal D has received an 
RREQ, and if the sequence number of the message is new, it 
sends back an RREP to the secured route (Node 1). If the 
sequence number of the RREQ is the same as that of a 
previously received message, Terminal D sends back a 
SpareRREP. The node on the main route that has received the 
RREP writes its own IP address into the Spare Destination IP 
Address field, the IP address of a node two hops back into the 
Spare Originator IP Address field, and the IP address of the 
relaying node into the Relay NG IP Address field, of a 
SpareRREP, and sends the message to the relaying node on 
the spare route. The node that has received this SpareRREP 
sends it to the adjacent node if the IP address written in the 
Spare Originator IP Address field of the message is that of 
this adjacent node. If it is not, the node transfers the message 
to either the relay node on the main route or that on the spare 
node whichever has an IP address different from that written 
in the Relay NG IP Address field. Note that a spare route has 
been secured in the forward direction (direction towards 
Terminal D) when a SpareRREP is received, and in the 
backward direction (direction towards Terminal S) when a 
SpareRREP is sent. 

 

 

 

 

 

 

 

 

Fig. 5. Flooding with an RREQ. 

 

 

 

 

Fig. 6. Routing table created. 
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D. Route restoration method 

The main cause of a route being disrupted are a node 
dropping out of the network due to its battery running out, and 
a link being disrupted due to movements of a node on the 
route. 

1) In the case of a node dropping out of the network: 
Examples of securing the main route and spare routes are 
shown in Fig. 7. When a node (e.g., Node b) on the main route 
drops out of the network, two alternative methods can be 
conceived to secure a new main route. Method 1 is to replace a 
part of the previous main route with its spare route, as shown 
in Fig. 7(a). Method 2 is to secure a new main route, as shown 
in Fig. 7(b). If the number of hops of the spare route that 
substitutes for the route provided by the dropout node is 2, the 
results of Methods 1 and 2 are more or less the same. However, 
if the spare route involves 3 hops, Method 1 increases the 
number of hops on the main route. This also means that the 
number of spare routes that stand by also increases. Not only 
do the spare routes become more redundant but also many 
control packets are generated and flow in the network to 
secure the spare routes. In contrast, with Method 2, if it is 
found that Node f can substitute for Node b, only Node f 
broadcasts a SpareRREQ. When Terminals S and D send back 
a SpareRREP, the spare route is restored. To sum up, when a 
node on the main route drops out, a new node that can 
substitute for the dropout node is searched for, and a different 
main route is secured anew using this node. 

When a route on a spare route drops out, a new spare route 
is secured. 

 
 
 
 
 
 
 
 
 
 
 
 
 

(a)A spare route is used to secure a new main route. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b)Securing a new main route 

Fig. 7. Examples of securing the main route and spare routes. 

2) In the case of a link being disrupted: When a link on 
the main route is disrupted, and the two nodes connected to 
this link attempt to establish a new link, the number of hops 
between the two nodes will increase from 1 to 2. In addition, 
when the relevant nodes, including the node newly 
incorporated into the main route, try to secure a spare route for 
the new link, excessively many control packets will be 
generated in the network. However, if the above process is 
considered as an attempt to secure a 3-hop spare route to 
replace the original 2-hop spare route, all that is needed is to 
re-secure spare routes for the newly added node. If this 
process is continued, many redundant routes may be created. 
Therefore, it is necessary to refresh routes at certain intervals 
or at the trigger of a certain event. 

When a link between two nodes on a spare route is 
disrupted, all that is required is to secure a new spare route 
between the spare originator node and the spare destination 
node. 

E. Data transmission method 

A node on the main route sends data to the relay node on 
the main route and that on the spare route while a node on the 
spare route sends data to the relay node on the spare route. The 
Main or Spare field is used to determine whether a particular 
route is the main route or a spare route. Since real-time 
communication is assumed, old packets can be discarded. 
There is no need to retransmit packets. Data packets with the 
same value in their Data Sequence Number fields are sent to 
both the main route and the spare route. If a node on the main 
route judges that the received packet is an old one, it regards it 
as a duplicate packet and discards it. An extended data packet 
format defined to provide the above function is shown in Fig.8. 
The meanings and purposes of other fields are the same as 
those of the corresponding fields in RFC3561 [17], and thus 
the description of these are omitted here. 
 

 
 
 
 
 
 

Fig. 8. Extended data packet format. 

IV. DEVELOPMENT OF AN EVALUATION SYSTEM 

The proposed multi-path routing protocol was implemented 
on an already developed MANET emulator [11] using 
VC++6.0. The system configuration of the revised MANET 
emulator is shown in Fig. 9. The proposed protocol was 
implemented by extending AODV of the routing module 
[Routing]. In addition, the emulator can simulate the remaining 
battery level [Battery], the interface with the monitor [Monitor 
IF], conversion between the virtual and real IP addresses 
[CNV], a mobility model [Movement], the MAC (Media 
Access Control) layer [MAC], radio coverage [Zone], etc. 
Module [EN] simulates inter-SIP client communication within 
the emulator. 
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Fig. 9. System configuration of the revised MANET emulator. 

V. EVALUATION 

A.  Initial spare route configuration success ratio for the 
simultaneous route securing method 

The ratio of successful spare route configuration attempts 
was measured for the different network models with different 
numbers of hops on the main route, shown in Fig.10. The 
result is shown in Fig.11. If there are N hops on the main route, 
N-1 spare routes can be secured. The Initial spare route 
configuration Success Ratio (ISR) was calculated using Eq. 
(1). It was considered successful if N-1 spare routes were 
secured without sending SpareRREQs. In the evaluation 
experiment, five route configuration attempts were made for 
each model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Network models with different numbers of hops on the main route. 

 

 

 

 

 

 

 

 

 

Fig. 11. ISR for the simultaneous route securing method. 

        ISR
NA

NC
                                                               1  

where 
  NA= Total number of spare route configuration attempts 
  NC= Total number of spare route configuration candidates 

Network models were fixed for networks with up to 5 hops. 
In the network model in which the number of hops is larger 
than 5, all nodes other than the originator and destination nodes 
were placed at random, and then the initial route configuration 
was executed. Network configuration examples for 4 hops and 
6 or more hops on the main route are shown in Fig. 11.  

In the network model of 4 hops, 3 spare routes can be 
secured. Among these, the number of spare routes that were 
secured only with RREQ, RREP and SpareRREP was counted. 
The initial spare route configuration situation for every attempt 
on 4 hop model is shown in Fig. 12. There are 3 candidate 
spare routes. Since 2 spare routes could be secured at first, 
second and 4th attempt, the ISR was calculated to 0.66. Also, at 
5th attempt, 3 spare routes could be secured, and then the ISR 
was 1. At third attempt, the numbers of hops on the main route 
are 4 hops. However, 2 spare routes could be secured, and then 
the ISR was 0.5. Therefore, when five attempts were added 
together, the ISR was as follows. 

ISR _4hop= (2+2+2+2+3) ÷ (3+3+4+3+3) =0.68 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Initial spare route configuration situation for every attempt on 4 hop 
model. 

For the network models with 2 hops and 3 hops, the success 
ratio was 1 because the proposed algorithm can secure spare 
routes without fail. For network models with 4 or more hops, 
the average ratio of successfully securing spare routes was 0.68. 
This is because the proposed algorithm selects any second node 
that sent an RREQ as a relay node on a spare route, which may 
cause a relay node to be used for multiple spare routes. When 
this happens, not all spare routes can be secured successfully. 
A way to avoid a relay node being used for multiple spare 
routes and thereby to raise the ratio of successfully securing 
spare routes is to define a new response message to a 
SpareRREP, consider the third and fourth nodes that sent an 
RREQ as a candidate relay node on spare routes, and send a 
SpareRREP to the next node if there was no reply. 
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B. Comparison in terms of the number of control packets 
generated 

The number of control packets sent during route 
configuration was counted. Different route securing methods 
are compared in terms of the number of control packets 
generated in Fig. 13. The network models used were those 
shown in Fig. 10. 

 

 

 

 

 

 

 

Fig. 13. Comparison in terms of the number of control packets generated. 

With the independent route securing method, nodes on the 
main route flood the network with a SpareRREQ to secure 
spare routes. Therefore, as the number of hops on the main 
route increases, so does the number of control packets 
generated. With the simultaneous route securing method, spare 
routes are secured only with RREQs and SpareRREPs. 
Therefore, this method generates fewer control packets than 
the independent route securing method. It can be seen in Fig. 
12 that spare routes can be secured by sending only as many 
SpareRREPs as are required. 

VI. CONCLUSIONS 

This paper has proposed a locally complementary multi-
path routing protocol, which can reduce the size of the 
network section for which route restoration is required in the 
event of a disaster, in order to achieve high real-time 
performance and make it possible to maintain existing 
connections, thereby avoiding interruptions in ongoing 
audio/video communication. This protocol secures multiple 
routes by unicasting a SpareRREP for route configuration 
using AODV. Two alternative spare route securing methods 
have been presented: the independent route securing method 
and the simultaneous route securing method. These two 
methods as well as AODV were compared in terms of the 
number of control packets generated. The simultaneous route 
securing method can reduce the generation of control packets. 
This method was implemented in a MANET emulator to 
measure the initial route configuration success ratio. It was 
shown that the success ratio was about 70% even when the 
number of hops on the main route is 6 or more. 

The issues that remain to be studied include 
implementation of SIP-based real-time communication using 
the proposed protocol to verify the protocol’s feasibility in real 
communication. 
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Abstract―OFDMA communication technology becomes for 
the next generation mobile communication systems (4G) 
standards. Decreasing Inter-Cell Interference (ICI) is one of 
important issues in OFDMA. A new technology of LTE-A 
(Lone Term Evolution-Advanced) is CoMP(Coordinate 
Multi-Point, CoMP) transmission, which purpose is to solve 
low performance and poor quality of transmission due to 
interference cause by. Even through there are many LTE 
research papers are presented to explore the use of frequency 
reuse mechanism to solve the ICI, but they are inappropriate 
for CoMP technology. In this paper, we propose an 
efficiently Sequence Frequency Reuse (SeFR) scheme to 
improve low performance that cause by ICI, and making 
restrict in ICI seriously region to work smoothly on CoMP. 
According to the results of simulation, the proposed 
mechanism makes the CoMP transmission to achieve higher 
efficiency in the use of, and improves the SINR value of 
CEU (Cell Edge Users). 
 
Keywords: CoMP, LTE-A, Frequency reuse, ICI 
 

I、Introduction 

In recent years, wireless networks and broadband 
networks have the majority of the market as well as the 
public high acceptance. In response to the needs of the 
general public, the constant evolution and progress of the 
wireless communication network are approaching to the next 
Internet generation. The aim is to provide user convenience 
and high-speed transmission. Orthogonal Frequency 
Division Multiplexing Access (OFDMA)  communication 
technology is the standard of next generation mobile 
communication system [1-2]. Both of the standards of 
Institute of Electrical and Electronics Engineers (IEEE) 
802.16e and Long Term Evolution (LTE) of the 3rd 
Generation Partnership Project(3GPP) select OFDMA as 
Downlink transmission scheme [1-2]. Due to the Cellular 
system network exists the problem of signal interference.  
OFDMA could be an effective solution to Intra-Cell 
Interference (ISI) by the characteristics of the orthogonal but 
Inter-Cell Interference (ICI) problem still exists, the 
cell-edge (CE) is particularly serious especially. ICI problem 
in general is solved by frequency reuse mechanism [8-10, 12, 
16]. 

Including the Coordinated Multi-Point (CoMP) 
transmission is one of major technology characteristics in the 
evolution of LTE to the LTE-A process. The technological 

purpose of CoMP is to solve the low performance and poor 
quality of transmission caused by ICI. However, a number of 
frequency reuse mechanisms of LTE are not entirely support 
the CoMP, this new technology of the LTE-A. So that Jingya 
Li etc. proposed a Cooperative Frequency Reuse (CFR) [11] 
to apply CoMPinto frequency reuse mechanism. 

Although the CFR can support CoMP technology, but it 
can not effectively use the CoMP technological characteristic. 
To use technically the CoMP to coordinate and allocate the 
resources among neighboring cells, it is necessary to design 
a more efficient frequency reuse mechanism. The purpose of 
our study is based on the CoMP technology to improve the 
existed frequency reuse mechanism and propose a suitable 
frequency reuse mechanism to enhance the overall 
effectiveness of the overall cell. 

To accomplish this objective, this paper proposes an 
efficient Sequence Frequency Reuse (SeFR) mechanism to 
improve the CFR mechanism, ensure that the CoMP to be 
applied fully, and solve the low performance problem caused 
by interference between cells. The proposed SeFR offers 
different frequency allocation of resources in different 
regions of a cell and give the order of use restrictions [14], 
use different frequency reuse assignment to reduce the ICIs 
among the neighboring cells. So that the operations of CoMP 
not only can reach better results, but also will to avoid 
interference. 

The remains of this paper is divided into four sessions. 
Session II presents the related technologies and researches, 
they include several different frequency reuse mechanisms. 
The proposed mechanism contains the definition and related 
processes are proposed detail in session III. Session IV 
simulates and analyzes SeFR with different frequency reuse 
mechanisms and make comparison. Finally, session V is 
conclusion summarizes the objective and contribution of the 
proposed SeFR mechanism and illustrates the future research 
directions. 

 
II、 Related Work 

A. Partial Frequency Reuse 

The idea of Partial Frequency Reuse [9, 12] of all 
available spectrum resources F is split into two parts, 
denoted as F1 and F3, and F3 is divided into three subset: F3-A, 
F3-B and F3-C, Cell Edge (CE) will be assigned to the 
resources of the F3,  Cell Edge Users (CEUs) can only use 
their own part of the F3, Cell-Center users (CCUs) use only 
F1, too. Shown as figure 2.1 [9]. 
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Fig. 2.1 PFR  

 
B. Soft Frequency Reuse 

Soft Frequency Reuse (SFR) [3] collects three 
neighboring cells into a set, all of the resources are available 
to the band will be divided into three sections: F1, F2, F3, 
shown as figure 2.2. The CE of the three cells is allocated 
one of the three different sections, respectively.  

 
Fig. 2.2 Frequency resource division 

Assume the CE in cell A is using the resource section, 
F1, and the assignment to the Cell-Center (CC) of cell A are 
sections, F2 and F3 integrality. Figure 2.3 describes this 
assignment. 

 
Fig. 2.3 SFR 

 
C. Incremental Frequency Reuse 

Incremental Frequency Reuse (IFR) [10] assigns also 
three neighboring cells as a set.  It defines a different 
starting point to each cell in same set. When it will allocate 
resource, illustrated in figure 2.4 [10], black frame represents 
the starting position of each cell to allocate resources, so that 
can avoid ICI when traffic load is not heavy. However, the 
interference problem will be caused more serious than SFR 
or PFR when the load is increasing. 

 
Fig. 2.4 IFR 

 
D. Cooperative Frequency Reuse 

Cooperative Frequency Reuse (CFR) is published in 
2009, and proposed by VTC conference in 2010[3]. The 
mechanism divided into three steps.  

The first step assumes that every three neighboring 

cells as a cluster. The CE regions will be separated according 
to six different positions of neighboring cells. The CE is cut 
into six zones, shown in figure 2.5. Each cell periphery is 
expressed as Ai 

j. For examples:  
Zone A1

2：The zone of cell edge Belongs to cell 1 and 
the possible interference of user is come from recent 
neighboring cell 2. 

Zone A2
3：The zone of cell edge Belongs to cell 2 and 

the possible interference of user is come from recent 
neighboring cell 3. 

 
Fig. 2.5 Cell-Edge areas partition for each cell 

The second step assigns the resource to users of each 
cell cluster according to the following rules:  

Step 1：All the resources in each cell is divided into two 
sets: G and F, G is assigned to the CCUs of each cell, while 
the resources of F is assigned to the CEU of each cell. 

Step 2：F will cut further into three equal portions, 
labeled F1, F2 and F3, respectively. Any two Fi and Fj, i≠j, 
are disjoint. 

Step 3：For each cell cluster, Fi of cell i is a cooperation 
frequency, which is make use of CoMP with CEUs of 
adjacent cells for coordinated multi-point data transmission.  

Step 4：Fj is assigned to the CEU, expressed as Ai
j. It is 

illustrated as figure 2.6. 

 
Fig. 2.6 Frequency allocation for each cell in the cluster 

A CEU who locates in the heart of Ai
j, the cell i and cell 

j are classified in the CCS (CoMP Cooperating Set).  It 
means both of cell can execute CoMP cooperation 
transmission for the CEU. It is the cell i and cell j could joint 
transmission in the same frequency resources. As show in 
figure 2.7, the CEU1 is position in the A1

3, it can be regarded 
as CoMP CEU, the original service cell 1 and the original 
interfered cell 3 will be classified together in the CCS 

A 
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collection. 

 
Fig. 2.7 CoMP joint transmission in the CFR system 

The third step uses the algorithm as follows, proposed 
by G. Piñero [15] to the implementation of the CoMP 
Cooperating Set (CCS) selection. 

 

 
The 3GPP document [5] mentioned that if the number 

of cell in UE CCS is 2, it is enough to reach the CoMP gain 
effect. Therefore, the CFR set the value of the M is 2.  

However, one drawback of CFR is it lacks a rule to 
allocate the frequency resources of CE.  Thus, it is possible 
that the frequency in the CE CCS maybe allocated by other 
CEU and CoMP transmission can’t work effectively and the 
totally throughput is decreasing. 

SeFR will proposed to offers different frequency 
allocation of resources in different regions of a cell and give 
the order of use restrictions [14], use different frequency 
reuse assignment to reduce the ICIs among the neighboring 
cells and increases the total throughput. 

 

III、Sequence Frequency Reuse 

This section, the proposed Sequence Frequency Reuse 
(SeFR) mechanism is divided into four steps, shown as 
figure 3.1. 

Start

End

Define cell type

Define cell edge type

Allocate Bandwidth 
Resource

Resource Division

 
Fig. 3.1 SeFR flow chart 

 
1. Define Cell Tye 

In phase one, all of cells are classified into three 
categories: type 1, type 2, and type 3. We can start at any one 
cell and define it as type 1. Next, the six neighboring cells 
can be defined as type 2 and 3, separated by clockwise.  
After that, the neighboring cells will apply the method to 
define their other neighboring cells which are undefined.  
Figure 3.2 presents the basic definition. 

 
2. Define Cell Edge type 

The second phase, SeFR will divide CE into six zones 
according adjacent cell and give zones sequence number 
(number 1~6) from top (clockwise).  It shows in figure 3.3. 

 

         
Fig. 3.2 Cell type definition            Fig. 3.3 Division and Number 

 
Fig. 3.4 Define cell-edge type flow chart 

Some users suffer from seriously interference in region 
that covered from three cells because the user can receive 
three cell signals at the same time, as show in figure 3.4. The 
region we call Cell-Corner (CCr) [6], and the users located at 
CCr are called Cell-Corner User (CCrU). 

 

 
Fig. 3.4 Cell-Corner region  
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3. Resource Division 

The Physical Resource Block (PRB) is minimum 
resource unit in LTE. We divide the resource into: 
Cell-Corner Resource (CCrR), Cell-Edge Resource (CER), 
Cell-Center Resource (CCR). At first, we divide the resource 
into two parts, called G and F. G is supported as CCR. F 
further divides into 4 parts, called R1, R2, R3 and CCrR. The 
R1~3 is allocated for CE, and CCrR is allocated for CCr. R1~3 
further divide into 6 partitions, and give a sequence number 
1~6, shown in figure 3.5.   

 

 
Fig. 3.5 Division of PRB  

 
4. Allocate Resource 

Because zone 1 of any cell type is serial number is 1, so 
that the frequency resource starts allocated from partition 1 
of resource Ri, j =1. 2, or 3.  

 
A. Resource allocated on CE 

Formula (1) can use to decide the resource allocation:  
        r = (x%3)+1, if i is odd 
 
        r = [(x+1)%3]+1, if i is even 

x is express cell type, i and r express CE zone i use Rr 
resource. Figure 3.6 can express resource allocation of the 
cell type 1, for example. The black partition is restriction, 
means that the cell didn’t use this part but use this part to do 
CoMP transmission.  

 

  
Fig. 3.6 resource allocated of the cell 

 
Fig. 3.7 cell cluster 

For example, the center cell of figure 3.9, it is one of 
type 1 cell, we can use Formula (1) to decide what resource 
could allocate if the zone 1 need resource. Such as zone 1 of 
this cell, it will allocate resources starting from partition 1 of 
R2. The adjacent CE is zone 4 of a type 2 cell, this CE will 
allocate resource starting from partition 4 of R3. We can 
observe from figure 3.7 that does not exist two adjacent cells 
of the CE are using the same frequency band resources. 
SeFR gives each cell edge a serial number and using 
resource allocation rule that can efficiently decrease 
interference. It will be better than CFR.  

CoMP transmission from center cell to surround cells is 
shown in figure 3.8(a). CoMP transmission from surround 
cells to center cell presents in figure 3.8(b). For the center 
cell CE, all of CE surrounding center cell are use different 
resource.  Type 1 didn’t use R1 resource, due to R1 of type 1 
cell will execute CoMP transmission to all surrounding CE 
of neighboring cells completely because that all of 
surrounding CE allocated resources are start from different 
partition.   

 

  
Fig. 3.8 CoMP diagram (a) and (b) 

SeFR applies a resource rule to avoid resource allocated 
not uniform. For example, zone 1 and zone 3 and zone 5 
allocated resources with starting from R2-1, R2-3, and R2-5 
of R2, respectively in the cell of type 1. Therefore, they have 
highest priority for these partitions that other CE couldn’t 
use. In zone 1 of type 1 cell, R2-1 with highest priority; R2-2 
with high priority because R2-2 is second sequence for zone 
1, and R2-3 and R2-5 without priority because R2-3 and R2-5 
belong to others zones highest priority. R2-4 and R2-6 with 
low priority because R2-4 and R2-6 belong to others zones 
high priority. Table 3-1 illustrates the resource rule. 
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Table 3.1 type 1 CE allocated resource priority 

 
 
Resource allocated on CCr 

SeFR allocates resource to independent of cell corner 
(CCr) because the user in this region have lower SINR that 
easy get higher interference by more than two cells. 

Assume the resource r has already to be allocated to 
user u that u have nice signal with three source signals 
(CoMP transmission by c1, c2 and c3), while user v also 
need resource r but v could not get three source signals 
because only c4 and c5 can joint transmission. Whether u or 
v, both users can achieve a good SINR. It shows in figure 
3.9.  

  
Fig. 3.9 Corner resource situation         Fig. 3.10 lent out diagram 

However, if user w also needs same resource r, w only 
has one signal resource, but have more interference existed. 
The SINR of user w must be terrible, moreover it will waste 
resource, so that it will not allocate resource r to w instead 
change another resource or wait for release. In this case, in 
order to achieve better resource utilization, r resource of c6 
cell will be allocated to another user, not for the user w.  

To solve this problem of Cell Corner, SeFR uses a lend 
mechanism [13], when CE needs more resources and CCrR 
have free resource. The priority of borrowed resource is low. 
The user u needs more resources and the CCrR of serving 
cell have free resource, so that u can borrow resource. Before 
CCrR lend out resource r’, serving cell will ask the adjacent 
cells that the resource r’ is free or not? If yes, the serving cell 
will lent out r’ and sent requirements to adjacent cells to do 
CoMP transmission on r’. Otherwise, the serving cell will 
change another free resource to u. Figure 3.10 shows the 
lend mechanism. Thus, SeFR gets best SINR using by CoMP 
transmission with borrowed resource.  

Of course, SeFR provides the resource return 
mechanism for previous lend process. Figure 3.11 presents 
the return mechanism.  

  
Fig. 3.11 resource return back diagram 

 

IV、Simulation 

We write a simulation program tool by C++, through 
the actual simulation to analyze the performance of SeFR. 
The comparison proves SeFR can achieve better results than 
CFR in the cell edge users. 

 
A .Simulation Environment 

Table 4.1 SIMULATION PARAMETERS 

  

We use the formula (2) [7] to calculate the SINR of 
each user. According to the Shannon theory [5], it calculates 
the SINR and the allocation of bandwidth to the user's 
capacity and the throughput of the cell as a whole. 

For formula (2), r is the SINR, kth user, ith is serving cell 
which uses lth PRB. The numerator represents the source of 
the signal strength, sth represents as cells of CCS belong to 
kth user. For CEU and CCrU, we take two and three cells, 
respectively [4]. Ps,l is transmission power of sth on lth PRB, 
Gs

k is long term gain between sth cell and kth CoMP user. 
Denominator is that all sources of interference the total, N0 is 
noise, n is the cell not exist in the CCS of kth user, xn,l is nth 
cell that using lth PRB, Pn,l is transmission power on lth of nth 
cell, Gn

k is long term gain between nth cell and kth user. 

Formula (2) SINR to each user:  

 

Formula (3) [7] is that calculate the user capacity. C is 
capacity, k is user number, i is serving cell number, lth is PRB 
number, and B is the bandwidth. 
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Formula (3) user capacity of cell:  

 , 2 ,log (1 )k k
i l i lC B r= +  

 B. Analysis of simulation results 

When users are uniform distribute in cell edge graph, it 
is shown in figure 4.1. SeFR avoids surrounding cell users 
use the lth PRB of ith the cells, so that the limit resources can 
average and complete allocated to neighboring CEU for ith 
cell. Moreover, it can avoid the problem with ith cell doing 
CoMP transmission.  

SeFR mechanism can improve CoMP on the user's 
operational efficiency. The SINR is raise a lot in less number 
od users. Even the user number is increasing, SeFR still 
maintain the user in a higher SINR than CFR.  

 
Fig. 4.1 Cell-Edge average throughput per user on uniform distribution 

 
Observed in figure 4.2, the users are uniform 

distribution of the overall throughput of the cell edge in the 
case that Strengthen the the CoMP ability to CEU to SeFR 
mechanisms, while also focusing on users in less time as the 
user can accurately enhance CoMP the ability of the cell 
corner regions, the average throughput of each user is higher 
than the CFR.  

 
Fig. 4.2 Cell-average throughput as the number of users per cell 

 

V、Conclusion 

This paper presents a Sequence Frequency Reuse (SeFR) 
mechanism to improve the original technology that works on 
CoMP of LTE-A. SeFR uses the re-division of the frequency 
resources to the given six cell edge zones and allocates 
frequency resources to each corresponds to the zone number. 
It can make the CoMP transmission to achieve higher 

efficiency in the use of, and does improve the SINR value of 
CEU. SeFR also applies the independent of the cell corners, 
and give part of a separate allocation of resources, at the 
corner of the cell. The user can effectively use the the CoMP 
bring the advantages of, and the reduce interference. The 
SINR value can be upgraded. Finally the proposed 
mechanism compares to the existing mechanisms to prove 
that it is more suitable for LTE-A CoMP technology. 

In the future, this mechanism will consider to including 
transmission power and others technologies of LTE-A that 
can make some improves to this mechanism.  
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Abstract—In the world of mobile wireless communication, it has 
become more and more important to establish networks that are not 
only capable of delivering information across vast distances but can 
also perform this task efficiently. Many routing protocols for mobile 
ad hoc networks (MANETs) rely on additional information such as 
geographical locations obtained via GPS to improve the overall 
performance of the route discovery process. This paper is an extension 
of our previous study of location-aided MANET routing protocols. In 
this paper we continue our research endeavors by comparing the 
performance of several AODV-based reactive, location-aided MANET 
routing protocols and Geographical Routing Protocol (GRP), an 
OPNET implementation of a proactive, geographical location-based 
routing protocol for MANET.   

Keywords: location-aided routing; geographical routing; LAR; 
GeoAODV; AODV; GRP 

1 Introduction 
As the world becomes more and more reliant on wireless 

communication, efficient delivery of information from one 
network device to another becomes critical. Since these devices 
are often mobile, it becomes even more important to develop the 
means for data delivery in the environments that experience 
frequent topological changes [3]. Mobile ad hoc networks 
(MANETs) are collections of autonomous mobile nodes which 
work together to transport information through wireless 
environments [11]. The dynamic nature of MANETs makes 
finding a route from source to destination a challenging task.  

Generally, MANET routing protocols are divided into two 
broad categories: reactive – the source only tries to find a route 
to the destination as needed and proactive – the nodes 
continually maintain the routes in the network regardless of 
whether there is traffic traveling to the destination or not. The 
main advantage of reactive routing protocols is that they do not 
waste resources, which are typically very scarce in MANETs, 
on the routes which may not be needed. However, when a 
source node has data to be transmitted, a route to the destination 
may not be readily available. This may result in the transmission 
being delayed until a route to the destination is found. On the 
other hand, when proactive routing protocols are used, the data 
can be transmitted right away since each node maintains and 
continually updates the routes to all reachable nodes in the 
network. The main disadvantage of proactive routing protocols 
is that the nodes maintain the routes even if they are not used, 

which results in unnecessary waste of available resources such 
as bandwidth, battery power, etc. 

The route discovery process in a MANET environment often 
relies on flooding to find a path to the destination. Typically, 
flooding also unnecessarily consumes available resources 
because it searches the whole network, including the portions of 
the network which are unlikely to contain a route to the 
destination. In recent years there have been a large number of 
proposals which attempt to improve the performance of the 
route discovery process by utilizing geographical information. 
In this paper we examine and compare the performance of 
several location-aided, reactive routing protocols based on Ad 
hoc On-demand Distance Vector (AODV) and Geographical 
Routing Protocol (GRP), a proactive, geographical location-
based routing protocol for MANET. Improving MANET routing 
through the use of location information have been an active area 
of research [1-2, 4-6, 8-11]. However, in this paper we examine 
and study through simulation two variations of the Location-
Aided Routing (LAR) protocol [9,10], two variations of 
Geographical AODV (GeoAODV) routing protocols [1,5], and 
an OPNET implementation of GRP [13]. The results presented 
in this paper were collected using the OPNET Modeler version 
16.1 network simulation software [12]. 

The rest of the paper is organized as follows. We provide a 
brief overview of studied routing protocols in Section II. Set-up 
of the simulation study and analysis of results are presented in 
Sections III and IV. The paper discusses the plans for future 
work and concludes in Section V. 

2 Overview of Location-Aided Routing 
Protocols for MANET 

2.1 LAR 

Ad hoc on-demand distance vector (AODV) is a reactive 
routing protocol for MANETs [3, 14 - 15]. AODV performs 
route discovery using flooding. When a source node, let us call 
it the originator, needs to send data but does not have a route to 
destination, it initiates the route discovery process, which works 
as follows. The originator node broadcasts a route request 
(RREQ) message to its immediate neighbors, which in turn, 
rebroadcast the message farther until the node that has a path to 
the destination or the destination itself is reached. At this point, 
a route reply (RREP) message is unicast back to the originator 
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node, establishing a path between the source and destination 
nodes. The route discovery process completes when the 
originator node receives the RREP message, at which point it 
can start transmitting the data. 

The Location-Aided Routing (LAR) protocol [6, 9 - 10] is an 
extension of the AODV protocol, which relies on the 
geographical position of the nodes and their traveling velocities 
to limit the search area during the route discovery process. LAR 
assumes that all the nodes know the Global Positioning System 
(GPS) locations and average traveling speed of all the other 
nodes in the network. LAR performs route discovery in a 
fashion similar to that of AODV. However, in AODV, RREQ 
messages are forwarded to all the nodes in the network, while 
LAR uses geographical information to limit the RREQ flooding 
to only those nodes that are likely to be part of the path to the 
destination. This technique significantly reduces the control 
message overhead of the route discovery process by forwarding 
the RREQ messages only in a portion of the whole network. 

There are two main variations of the LAR protocol which we 
call LAR zone and LAR distance. LAR zone uses the 
destination’s last known coordinates and traveling speed to 
determine an expected zone, an area which is likely to contain 
the destination node. The expected zone is defined as a circle 
with radius R, centered in the last-known GPS location of the 
destination node recorded at time t0. The value of R is computed 
as shown in equation (1): 

  (1) 

In equation (1) v is the average traveling speed of the 
destination node and t1 is the current time. Based on the 
expected zone area, LAR computes the request zone, a 
rectangular area which is likely to contain the path to the 
destination. A request zone is the smallest rectangle that 
encompasses the expected zone such that the sides of the request 
zone are parallel to the X and Y axes. Only nodes located inside 
of the request zone participate in RREQ flooding, while all the 
other nodes simply discard arriving RREQ messages. Figure 1 
illustrates two possible scenarios of the expected and request 
zone locations: (a) the source node S is outside of the expected 
zone for destination node D and (b) the source node S is inside 
of the expected zone for destination D. 

 

Figure 1: LAR zone: Expected and Request Zones  

In the LAR distance approach a node participates in the 
flooding, i.e., rebroadcasts the RREQ message, only if it is 
located not father away from the destination than the node that 

forwarded an RREQ. Generally, LAR distance relies on 
inequality (2) to determine if node N1 that receives an RREQ 
from node N0 will rebroadcast the message: 

 | | | | (2) 

In inequality (2) we denote distance between nodes A and B 
as |A B|, while α and β are configuration parameters. We 
provide an example of LAR distance operation in Figure 2. 
Source node S initiates route discovery by broadcasting an 
RREQ. At some point node N0 receives this RREQ and 
rebroadcasts it farther. When node N1 receives an RREQ from 
node N0 it rebroadcasts the message because |N1 D| ≤ |N0 D|. 
However, nodes N2 and N3 will discard an RREQ forwarded by 
N0 because |N2 D| > |N0 D| and |N3 D| > |N0 D|, respectively. 

 
Figure 2. Example of LAR distance scheme  

The major difference between these approaches is that LAR 
zone assumes universal availability of GPS coordinates and 
traveling velocities needed for computation of a search area 
where the path to the destination may reside. LAR distance only 
relies on the availability of GPS coordinates for computing the 
distances between the nodes. LAR zone has no restrictions as to 
how the path to destination is constructed; the route can move 
farther away from the destination before actually reaching it. 
LAR distance on the other hand, constructs the path by 
attempting to come closer and closer to the destination during 
each RREQ rebroadcast. Such an approach may result in a 
failure to find a route to the destination even though it exists.  
LAR distance attempts to mitigate this issue by parameterizing 
the inequality (2) through configuration parameters α and β. 
However, in practice, determining the optimal values for α and β 
is a challenging task. Furthermore, LAR zone also suffers from 
a similar problem: it may fail to find the path to the destination 
if a portion of the path resides outside the request zone area. 
Both LAR schemes have no mechanism for expanding the 
search after a failed attempt to find a route; the route discovery 
process is stopped if a limited RREQ flood did not find a route 
to destination. Geographical AODV (GeoAODV) attempts to 
address this issue by increasing the search area after each failed 
attempt until GeoAODV morphs into regular AODV. 

2.2 Geographical AODV 

GeoAODV is based on the same idea as the LAR zone 
protocol: only nodes within the search area, i.e., the request 
zone, participate in route discovery. However, unlike LAR zone, 
GeoAODV does not assume that GPS locations and traveling 
velocities of the nodes are readily available to all the other nodes 
in the network. Instead, GeoAODV assumes that the nodes only 
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know their own location information. In GeoAODV, the 
location information is dynamically distributed during the route 
discovery process; i.e., the RREQ and RREP messages are 
modified to also carry the location information which is 
recorded by all intermediate nodes that receive these messages. 

GeoAODV defines the request zone in the shape of a cone as 
shown in Figure 3. The originator node S serves as an apex of 
the cone-shaped request zone. The “width” of the area is 
controlled through the configuration parameter α called the 
flooding angle, which is evenly divided by the straight line 
between originator S and destination D. After each failed 
attempt to find a route to destination, i.e., a single round of route 
discovery, the value of the flooding angle increases, expanding 
the search area and the process is repeated again, i.e., the next 
round of route discovery is started. This continues until either a 
path to the destination is found or the route discovery fails to 
find the path with the flooding angle value of 360 degrees, in 
which case the whole network has been searched). GeoAODV 
eventually may search the whole network and thus, it guarantees 
that a route to the destination will be found if one exists.  

 

Figure 3: GeoAODV request zone 

There are two variations of the GeoAODV protocol: 
GeoAODV static and GeoAODV rotate. In GeoAODV static, the 
originator node always serves as an apex of the request zone 
cone. This means than the request zone remains the same 
through each round of route discovery. GeoAODV rotate 
dynamically adjusts the search area during the route discovery 
process. Specifically, in GeoAODV rotate each intermediate 
node re-computes the request zone area based on the location of 
the previous hop, instead of the originator node, which 
effectively realigns the search area towards the destination node. 
Figure 4 illustrates the idea of GeoAODV rotate: node N1 
belongs to the request zone computed based on location of node 
S while node N2 belongs to the new, re-adjusted request zone 
computed based on the location of node N1. Both N1 and N2 
participate in route discovery even though they belong to 
different request zones. On the other hand, N3, which receives 
an RREQ from N1, will not participate in the route discovery 
because it does not belong to the request zone computed based 
on the location of its previous hop, which is node N1. However, 
when GeoAODV static is used, N3 is part of the request zone 
computed based on the location of originator node S and thus 
will be a part of the route discovery process.   

Unlike LAR, which assumes that location information and 
traveling velocities are readily available everywhere in the 
network, GeoAODV makes more realistic assumptions about 
the availability of GPS location information, in that the nodes 
only know their own location information, which is distributed 
during the route discovery process. Furthermore, by increasing 

the search area after each failed attempt, GeoAODV guarantees 
that a route to the destination will be found if it exists. 

 

Figure 4: GeoAODV rotate request zone 

2.3 GRP 

The Geographic Routing Protocol (GRP) is a custom 
location-based MANET routing protocol developed by OPNET 
Technologies, Inc [12]. GRP is a proactive, distance-based, 
greedy algorithm which assumes that each node in the network 
knows its own GPS location. GRP relies on physical distances 
for routing: the next hop on the path to the destination is 
selected as the node geographically closest to destination. 

GRP relies on the concept of quadrants or neighborhoods for 
routing. The network area is divided into square quadrants as 
shown in Figure 4. Given the GPS coordinates of the node, GRP 
can easily determine the quadrant it belongs to. Every four 
quadrants of the lower level form a square or quadrant of a 
higher level. As Figure 4 illustrates, quadrants Aa1, Aa2, Aa3, 
and Aa4 from level 1 form the single level 2 quadrant Aa. The 
size of the lowest-level quadrant is a configurable parameter. 

 

Figure 5: Quadrant division in GRP 

GRP maintains forwarding tables as the geographical 
positions of the nodes in the network. Specifically, the 
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forwarding table of a node stores precise GPS locations of all 
the other nodes in the same quadrant and the highest level 
neighboring quadrant label for the nodes located in different 
quadrants. For example, assume that nodes N1 and N2 are 
located in quadrant Ac2, while nodes N3 and N4 are located in 
quadrants Ad1 and Bb4, respectively. In this case, node N1 will 
store the following location information: N2 – precise 
coordinates since N1 and N2 are both in the same quadrant; N3 – 
quadrant Ad because Ad is the highest level quadrant adjacent 
to Ac2; N4 – quadrant B because B is the highest level quadrant 
neighbor of Ac2.  

The GRP forwarding process works as follows. If the source 
and destination nodes are located in the same quadrant then the 
source sends the data to its immediate neighbor geographically 
closest to the destination. The intermediate node does the same 
by forwarding the data to its immediate neighbor closest to the 
destination, and this process will continue until the data arrives 
at the destination. If source and destination are located in 
different quadrants then the source node sends the data to its 
immediate neighbor closest to the entry point into the highest-
level quadrant in which the destination node resides. As the data 
traverses the quadrant boundaries the location information about 
the destination becomes more specific until eventually the data 
arrives at the destination’s quadrant and is routed using precise 
location information. 

For example, consider the situation when N1 from quadrant 
Ac2 sends data to node N4 in quadrant Bb4. In this case N1 will 
send the data to the node closest to quadrant B. Eventually, the 
data will reach an intermediate node in, let us say, quadrant Ba2, 
which will have more precise location information about N4. 
Specifically, the intermediate node in quadrant Ba2 will have 
the location of N4 recorded as quadrant Bb. Similarly, when data 
arrives at an intermediate node in quadrant Bb1, the forwarding 
information will state that N4 is located in quadrant Bb4. 
Eventually the data will arrive at some intermediate node in 
quadrant Bb4, at which time it will be forwarded according to 
precise location information. 

It is possible that the data may reach an impasse, i.e., a 
blocked route, in which the current intermediate node has no 
neighbors besides the node from which the data arrived. In this 
case, the forwarding algorithm backtracks to the previous node 
which forwards the data to the next closest neighbor on the path 
to the destination. GRP allows recursive backtracking all the 
way back to the source node such that if an intermediate node 
receives a backtrack request and there are no more neighbor 
nodes to try, then in an attempt to find an alternative route, it 
forwards the packet back to the node from which it originally 
arrived. If the source node receives a backtrack packet and it has 
no more neighboring nodes to try, then it is determined that 
there is no path to the destination and the data is discarded.  

To create forwarding tables, GRP also relies on flooding. 
Initially, GRP performs a network wide flooding to discover 
location information of all the reachable nodes in the network. 
After initial route discovery, GRP periodically conducts limited 
flooding in order to update the forwarding tables. GRP initiates 
limited flooding based on node movement, i.e., whenever a node 
moves a set distance or crosses a quadrant boundary. The area of 
the limited flooding is determined based on the quadrant 
boundary that was crossed. For example, if the node did not 
cross the quadrant boundary, that is, the limited flooding was 

initiated based on the distance traveled, then the flooding is 
restricted to the node’s quadrant only. If the node crossed a 
quadrant boundary, then the flooding is performed in the highest 
level quadrant which is common to the quadrants on each side of 
the boundary. For example, if a node crosses the quadrant 
boundary between Aa2 and Ab1, then the flooding will be 
limited to quadrant A. The route discovery messages received 
outside the flooding area are discarded. Finally, in order to keep 
location information about its immediate neighbors up-to-date, 
GRP requires every node to broadcast periodic hello beacon 
messages [13].  

TABLE 1: SUMMARY OF NODE CONFIGURATION 

Configuration Parameter Value 
Channel Data Rate 11 Mbps 
Transmit Power 0.001 Watts 
Packet Reception Power Threshold -95 dBm 
Start of data transmission normal(100, 5) seconds 
End of data transmission End of simulation 
Duration of simulation 300 seconds 
Packet inter-arrival time exponential(1) second 
Packet size exponential(1024) bytes 
Mobility model Random Waypoint 
Pause Time exponential(10) 
Destination Random 

3 Simulation Set-up 
We compared the performance of LAR, GeoAODV, and 

GRP protocols using OPNET Modeler version 16.1 [12]. The 
network topology in our study contained 50 WLAN nodes 
randomly placed within a 1500 meters x 1500 meters area. We 
examined scenarios with 2, 5, 15, and 30 randomly selected 
communicating nodes. The communicating nodes began data 
transmission 100 seconds after the start of the simulation, which 
itself ran for 300 seconds. The nodes in the network moved 
according to the Random Waypoint model with pause time 
computed using exponential distribution with the mean outcome 
of 10 seconds. We examined the performance under two sets of 
scenarios: (1) all the nodes in the network are stationary and (2) 
all the nodes in the network travel with the speed 20 meters per 
second. Summary of individual node configuration presented in 
Table 1. 

 
Figure 6: Routing traffic sent when nodes travel at 20 m/s 

The geographical location-based routing protocols examined 
in our study were configured as follows. In LAR scenarios, 
individual nodes distributed their precise location information 
once every second.  We set α and β parameters of LAR distance 
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protocol to 1 and 0, respectively. GeoAODV protocols were 
configured to have the initial value of the flooding angle set to 
90 degrees. After each failed round of route discovery the value 
of flooding angle was increased by 90 degrees, until it reached 
360 degrees, at which point GeoAODV morphed into regular 
AODV protocol. GRP was configured to perform a single initial 
flood. Limited flooding was triggered whenever a node traveled 
250 meters or crossed the boundary of a 375 meters x 375 
meters quadrant, i.e., the network area was divided into four 
GRP quadrants. The remaining configuration attributes were set 
to their default values.  

4 Analysis of Results 
The results collected in our study suggest that the reactive 

protocols generate less control traffic than GRP in scenarios 
where the nodes are moving around and there are less than 30 
traffic generating sources. However, GRP performed better in 
all scenarios with stationary nodes and in scenarios with 30 
communicating nodes. A summary of collected simulation 
results is presented in Figures 6 and 7.   

Figure 7:  Routing traffic sent when nodes are stationary 

GRP performs route discovery during initialization and 
based on the node movement. However, the number of 
communicating nodes is not tied in any way to the amount of 
control traffic generated by GRP. This is clearly reflected in 
collected results: the number of routing packets generated by 
GRP remains more or less the same in respect to the number of 
communicating nodes. However, GRP generates significantly 
more control traffic in scenarios with mobile nodes than when 
the nodes are stationary. This happens because in scenarios with 
stationary nodes GRP generates control traffic only upon initial 
network-wide route discovery and during periodic “pinging” of 
neighboring nodes; while when the nodes move around GRP 
performs additional route discoveries whenever the nodes travel 
a certain distance or cross quadrant boundaries. 

The reactive protocols initiate route discovery whenever 
there is data to send but route to destination is unknown. Thus, 
their performance directly relates to the number of traffic 
generation sources. As the number of communicating nodes 
increases so do the frequency of route discoveries and the total 
number of routing packets sent into the network. Collected 
results suggested that LAR zone protocol generates the least 
amount of control traffic while GeoAODV rotate is a close 
second. Even though LAR zone performs the best it relies on the 

assumption that the GPS location and traveling velocities of all 
the nodes in the network are readily available, while GeoAODV 
makes no such assumption and distribute location information 
during route discovery. Thus, even though GeoAODV rotate 
generates slightly more control traffic than LAR zone, it may be 
a better choice in certain environments.  

We compared the length of the path taken by the data 
packets when routed using the proactive GRP protocol and 
reactive location-aided protocols. The length of the path taken 
when using GRP was about twice as long as that of any reactive 
protocol. This phenomenon is most likely due to the greedy 
nature of GRP: intermediate nodes route the data packet to the 
next hop node that is closest to destination and backtrack if an 
impasse is encountered. GRP does not maintain the next hop id 
in its routing table; instead, the routing tables store the location 
information. GRP performs some limited route discovery while 
forwarding the data: it tries to find the next hop which is closest 
to destination and is a part of the path. This results in occasional 
detours and backtracks which extend the length of the path. 
Reactive protocols examined in this study actually find the 
shortest path to destination before forwarding the data. That is 
why the path length for all examined reactive protocols is about 
the same and significantly shorter than that of GRP. 

 
Figure 8: Route length when node travel at 20 m/s 

5 Conclusions 
This paper compares the performance of reactive and 

proactive geographical location–aided routing protocols for 
MANETs through simulation using the OPNET Modeler 
version 16.1 software package [12]. Collected results suggest 
that proactive protocols will generate less control traffic in the 
network environment where the nodes are stationary. This 
occurs because once proactive protocol collects routing 
information it does not need to be updated very frequently, since 
the routes remain the same. On the other hand, reactive 
protocols perform route discovery every time there is data to 
send. However, in environment where the nodes constantly 
move, reactive protocols perform better due to the fact that 
proactive protocols will have to update routing information 
proportionally to the node movement, while reactive protocols 
update routing information only when there is data to send. 
However, a more detailed study of this phenomenon is needed. 

Currently, we are investigating other aspects of the reactive 
protocols which might affect their performance. In particular, 

0

5,000

10,000

15,000

20,000

25,000

30,000

2 5 15 30

N
o.
 ro

ut
in
g 
pa

ck
et
s 

No. comm. nodes

GeoAODV Static
GeoAODV Rotate
LAR Distance
LAR Zone
GRP

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

2 5 15 30

Ro
ut
e 
le
ng
th

No. comm. nodes

GeoAODV Static
GeoAODV Rotate
LAR Distance
LAR Zone
GRP

198 Int'l Conf. Wireless Networks |  ICWN'13  |



we are looking into various optimizations of the GeoAODV 
protocol in respect to the initial value of the flooding angle and 
how the flooding angle is expanded after initial failure to find a 
route. Similarly, we are examining the possibility of improving 
the LAR distance protocol by dynamically adjusting the values 
for α and β parameters and modifying LAR zone to extend the 
request zone after route discovery failures. Finally, we plan to 
expand our study by comparing the performance of other 
proactive routing protocols, such as the Greedy Perimeter 
Stateless Routing (GPSR) protocol [6]. 
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Abstract— Mobile Ad Hoc Networks (MANETs) are 

becoming very popular in the world of wireless networks 

and telecommunication. MANETs consist of mobile nodes 

which are able communicate with each other without the 

need of any infrastructure or centralized administration. 

In MANETs, the movement of nodes is unpredictable and 

complex; thus making the routing of the packets 

challenging. As a result, routing protocols play a crucial 

role in managing the formation, configuration, and 

maintenance of the topology of the network. A lot of 

routing protocols have been proposed as well as compared 

in the literature. However, most of the work done on the 

performance evaluation of routing protocols is done using 

the Constant Bit Rate (CBR) traffic. This paper presents 

the performance analysis of MANETs routing protocols 

such as Ad hoc on Demand Distance Vector (AODV), 

Dynamic Source Routing (DSR), Temporary Ordered 

Routing Algorithm (TORA), and Optimized Link State 

Routing (OLSR) using Electronic mail (Email) traffic. The 

performance metrics used for the analysis of these routing 

protocols are delay and throughput. The overall results 

show that the proactive routing protocol (OLSR) performs 

better in terms of delay and throughput than the reactive 

routing protocols AODV, DSR and TORA. 

Index Terms—mobile ad hoc network, routing protocols, 

Email traffic. 

I. INTRODUCTION 

 

Mobile Ad Hoc Networks (MANETs) are becoming very 

popular in the world of wireless networks. MANETs are ad 

hoc networks consisting of mobile nodes which can 

communicate with each other without any infrastructure. 

In MANETs, there is no need for infrastructure or central 

administration since the temporary network formed by the 

mobile nodes are self-configuring, self-routing and self-

organizing.  

Every node in a MANET acts as a router or as a relay station 

[1]; each node participates in routing packets [2]. That is, the  

sender node can either forward the packet directly to the 

destination when it is close enough or through intermediate 

nodes when the destination node is out of reach [3]. MANET  
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nodes can form the network at anytime and anywhere thus 

making the network topology highly dynamic and the routing 

of packets complex.  Hence there is a need for MANETs to 

have routing protocols which can adapt to the mobility and 

dynamically changing topology of the network. 

A number of routing protocols have been proposed, evaluated 

and implemented. Some researchers have classified routing 

protocols into two categories: link-state protocols and 

distance-vector protocols [4], whereas others [5] classified 

them into four categories: proactive protocols, reactive 

protocols, hybrid protocols and cluster-based protocols. 

In MANETs, the movement of the nodes is unpredictable; so 

reliable routing protocols should be able to adapt to the 

unpredictable and dynamic topology of the network caused by 

the random displacement of mobile nodes within a specific 

area [3].  As stated earlier, many routing protocols have been 

proposed and implemented by researchers; however most of 

them use Constant Bit Rate (CBR) traffic [2], [3], [5], [6], [7] , 

[8] and [9] because CBR traffic preserves constant bandwidth 

and minimizes the packets loss during transmission. However, 

with the increased use of Email applications over the past 

decade, there is a need to study routing protocols using Email 

traffic. 

This paper propose the performance analysis of MANET’s 

routing protocols e.g.,  Ad Hoc on Demand Distance Vector 

(AODV), Dynamic Source Routing (DSR), Temporally 

Ordered Routing Algorithm (TORA) and Optimized Link 

State Routing (OLSR) protocols in terms of delay and 

throughput for a common and simple application such as 

Email. 

II. ROUTING PROTOCOLS OVERVIEW 

 

The challenges and flexibility of MANETs have generated a 

lot of research in routing protocols for such networks. The 

network research community has been working intensively on 

modeling, designing and implementing new routing protocols 

for MANETs. De Rango et al. [5] classify MANET routing 

protocols into four categories: proactive protocols, reactive 

protocols, hybrid protocols and cluster-based protocols.  Three 

popular reactive routing protocols, DSR, AODV and TORA 

An Email-Based Performance Analysis of Routing 

Protocols in Mobile Ad Hoc Networks using OPNET 

Modeler. 
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and a popular proactive routing protocol, OLSR, will be 

briefly discussed in the next section. 

 

A. Ad hoc On Demand Distance Vector (AODV) 

 

AODV routing protocol is a reactive routing protocol which 

was first proposed by an IETF Internet draft in 1997. 

According to Belding-Royer and Perkins [4], AODV was 

proposed to meet the following goals: 

• Minimal control overhead. 

• Minimal processing overhead. 

• Multi-hop path routing capability. 

• Dynamic topology maintenance. 

• Loop prevention. 

The operation of AODV is done using the following two 

mechanisms: route discovery and route maintenance [4], [8]. 

Route discovery: This is a mechanism by which a source 

node wishing to send a packet to a destination node obtains 

dynamically a source route when it does not have a route in its 

routing table.                                                        

Route maintenance: Once a route has been established, the 

source node will maintain the route for as long as it needs it.  

The movement of nodes not lying along the active route does 

not affect the routing to that path's destination. 

B. Dynamic Source Routing (DSR). 

 

DSR is a reactive routing protocol developed at Carnegie 

Mellon University, Pittsburgh USA, for the use of multi-hop 

wireless MANETs. DSR allows the network to be completely 

self-organizing and self-configuring [6]. The operation of 

DSR is done using the following two mechanisms: route 

discovery and route maintenance [5]. 

Route discovery: This is a mechanism by which a source 

node wishing to send a packet to a destination node 

dynamically obtains a path to the destination.  Route discovery 

is used only when the source node does not know a route to 

the destination. 

Route maintenance: This is performed when there is an error 

with an active route. When a node of the network that is part 

of some route notices that  it  cannot  send  packets  to  the  

next  hop,  it  will  create a  message containing the addresses 

of the node that sent the packet and of the next hop that is 

unreachable; and send that to the source node. 

C. Temporally-Ordered Routing Algorithm (TORA). 

 

TORA is an efficient, highly adaptive, and scalable routing 

protocol based on the link reversal algorithm [10].  TORA 

provides multiple  routes  to  transmit  data  packets  between  

source  and destination  nodes of  the MANET.  

According to [6], the TORA protocol consists of three basic 

functions: creating routes, maintaining routes, and erasing 

routes. Creating routes corresponds to the selection of heights 

to form a directed sequence of links leading to the destination 

in a previously undirected network or portion of the network. 

Maintaining routes refers to adapting the routing structure in 

response to network topological changes. During this erasing 

routes process, routers set their heights to null and their 

adjacent links become undirected. 

D. Optimized Link State Routing (OLSR). 

 

OLSR is an MANET proactive routing protocol that uses the 

concept of Multi Point Relays (MPRs).  MPR is an optimized 

flooding control protocol used by OLSR to construct and 

maintain routing tables by diffusing partial link state 

information to all nodes in the network [5]. 

The functioning of OLSR can be divided into the following 

three mechanisms: 

• Neighbor/Link sensing. 

• Efficient control flooding using MPR. 

• Optimal route calculation using the shortest route 

algorithm. 

•  

III. RELATED WORK 

 

Many researchers have studied MANETs routing protocols 

especially in terms of performance analysis. The next section 

presents some of the related work done on MANETs routing 

protocols. 

A study by Gupta et al. [6] analyzed the performance of 

AODV, TORA and DSR using simulation. The simulator used 

for evaluation was Network Simulator version 2 (NS-2). The 

simulation was done in a rectangular field of 500m x 500m 

with 50 nodes. The traffic source used was CBR traffic and 

the simulation time was 2000s. The performance metrics used 

were Packet Delivery Fraction (PDF) and average end-to-end 

delay. From the results generated, it was concluded that the 

AODV protocol has the best overall performance.  The result 

also demonstrated that the DSR protocol is suitable for 

networks with moderate mobility rate and since it has a low 

overhead that makes it suitable for low bandwidth and low 

power   networks.   The results also proved that TORA 

protocol is suitable for operation in large mobile networks 

having a dense population of nodes. 

 

Ahmed and Alam (2005) [11] evaluated the effect of the load 

on the performance of TORA, DSR and AODV through 

simulation and the tool used for the simulation was OPNET 

modeler 10.5. For all the scenarios, the same movement 

models were used, and the MANET load was successively 

increased from 40, 60, 80 to 100 nodes. A square of 10 meters 

was used to define the area of the node’s mobility.  The 

simulation characteristics used in this research, were the 

control traffic received and sent, data traffic received, 

throughput, retransmission attempts, utilization, average 

power, route discovery time, and ULP traffic received.  The 

results show that TORA shows a good performance for the 

control traffic received, control traffic sent, and data traffic 

sent. However, AODV shows better performance for data 

traffic received and throughput. DSR and AODV show poor 

performance as compared to TORA for the control traffic sent 

and throughput. However, TORA and AODV show an 

average level of performance for the data traffic received and 
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data traffic sent, respectively. The result also showed that for 

DSR, the number of packets in routing traffic received and 

sent, as well as the number of packets in total traffic received 

and sent, increase with increasing load. 

 

 De Rango et al. [5] presented a comparative analysis of DSR 

and OLSR from an energy point of view in MANETs. The 

objective of their study was to evaluate how DSR and OLSR 

affect the energy use of mobile nodes. The performance 

evaluation was through simulation and the simulator used was 

NS-2. The packet size was set to 512 bytes and the metrics 

used were: control overhead, data packets received, average 

end-to-end delay, throughput, connection expiration time, 

number of live nodes and energy consumption. The traffic 

used was CBR, fixed connection pattern and variable 

connection pattern. The results illustrated that the DSR 

protocol takes advantage of its routing policy, but the OLSR 

protocol can perform well with high traffic load and a variable 

traffic pattern. In the same work, De Rango et al. also stated 

that the route cache reply mechanisms activated on DSR can 

increase the data packet delivery and the protocol control 

overhead. However, the drawback of this approach is the 

increasing end-to-end data packet delay. The presented results 

also show that for the OLSR protocol, the link failure 

notification at the data link layer permits the delivered data 

packets to be considerably increased and the data throughout 

to be increased without expending more energy. 

 

Kulla et al. [12] compared the performance of AODV and 

OLSR for different source and destination moving scenarios. 

They implemented a MANET testbed which provides the 

environment to make different measurements for indoor and 

outdoor communications. AODV and OLSR were 

implemented using four scenarios: Static Scenario, Source 

Moving Scenario, Destination Moving Scenario and Source-

Destination Moving Scenario. The researchers performed the 

experiments in an indoor environment with the size nearly 70 

m × 25 m. The packet size was fixed to 512 kilobytes and they 

used CBR over UDP to create the traffic. The performance 

metrics used were bit rate, delay, and packet loss. The results 

indicated that OLSR performs better than AODV in all the 

scenarios when both source nodes and destination nodes are 

moving during the communication.  

 

A study by Naumov and Gross [2] analyzed the impact of the 

network size (up to 550 nodes), nodes mobility, nodes density 

and suggested data traffic on AODV and DSR performance. 

NS-2 was used since it supports the popular WaveLAN cards 

to study the performance of AODV and DSR in the areas of 

2121 m × 425 m, 3000 m × 600 m, 3675 m × 735 m, 4250 m 

× 850 m, and 5000 m × 1000 m populated by 100, 200, 300, 

400, and 550 mobile nodes, respectively. CBR was used for 

traffic sources. The performance metrics used were PDF, 

routing overhead and average end-to-end delay. The results 

indicated that in stationary scenarios with a low number of 

traffic sources, both protocols demonstrate good scalability 

with respect to the number and density of nodes. But as the 

mobility rate increases, the routing overhead of DSR prevent 

this protocol from delivering data packets effectively. 

 

 

IV. METHODOLOGY 

 

Routing algorithms are usually difficult to be formalized into 

mathematics [6]; they are instead tested using extensive 

simulation. Besides the difficulty to formalize these routing 

protocols into mathematics, there are two other great 

challenges: the cost and the difficulty of managing these 

routing protocols on large scale networks.  From the related 

work done earlier, it appears that most of the research done in 

wireless networks today is done using simulators. This section 

presents the performance metrics used in this paper and the 

simulation setup of the MANET designed. 

 

A. Performance Metrics. 

 

 

The performance metrics evaluated in this paper are:  

• Throughput: This is the sum of data packets generated by 

every source in the network. It is expressed in bits per 

second. So high throughput is desirable in wireless 

networks. The throughput reflects the completeness and 

accuracy of the routing protocol [6].  

• Delay: This is the time it takes for a packet to be 

transmitted from the source node to the destination nodes. 

It is expressed in seconds. Short delay is desirable.  

The throughput and the delay metrics are the most 

important performance metrics for traffic modeling [13].  

 

 

B. Simulation Setup. 

 

 

The MANETs to be modeled consists of nodes (in this paper, 

laptops were used) and a Wireless Local Area Network 

(WLAN) server.  The nodes have applications running over 

TCP/IP and UDP/IP. The WLAN server has applications 

running over TCP. Depending on the scenarios, the WLAN 

server should be able to support Email applications. The 

performance evaluation of the routing protocols mentioned 

earlier was done using the discrete even simulator OPNET 

(Optimized Network Engineering Tools) version 14.0 [14]. 

The simulation models in this paper were run with nodes 

randomly distributed in an area of 1000 m × 1000 m.  The 

nodes moved following the random waypoint mobility model 

with a speed of 5 meters per second and a pause time of 100 

seconds. The protocols that were studied in the simulation are: 

DSR, AODV, OLSR and TORA.  

In this paper, two scenarios were modeled: 

 

• Scenario 1: this scenario consists of a MANET with a 

size of 30 mobile nodes 

• Scenario 2: this scenario consists of a MANET with a 

size of 60 mobile nodes 

 

The nodes in the MANET modeled supported a data rate 

transmission of 11Mbps with a power of 0.005 Watts. The 

packet size used for modeling was 1024 bytes. The MAC 
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protocol used was the IEEE 802.11b and the transmission 

range was set to 250 meters. Each scenario created was 

applied to each of the protocols during the simulation. 

 

 

V. RESULTS AND DISCUSSION 

In this section, the experiments results are presented and 

discussed.  The performance analysis of the routing protocols 

AODV, DSR, OLSR and TORA are done according to the 

performance metrics cited earlier; that is based on the delay 

and the throughput. In terms of delay, TORA experiences 

oscillations due to the slow route reconstruction after a 

connection has been lost between nodes.  Also in terms of 

delay, AODV and DSR routing protocols start to generate 

traffic only after a certain amount of time (simulation time) on 

a relatively dense network (scenario2); that  is due to their 

route discovery mechanisms of reactive protocols in 

MANETs. 

 

 

A. Delay Analysis under Scenario 1 and Scenario 2 

 

The performance in terms of delay of AODV, DSR, OLSR 

and TORA routing protocols scenario 1 and scenario 2 using 

Email traffic is respectively shown Figure 1 and Figure 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 and Figure 2 indicate that under scenario1 and 

scenario 2 loads, the OLSR protocol have the shortest delay. 

The poor performance of TORA in terms of delay under 

scenario 1 and scenario 2 is due to fact that route rebuilding 

after a connection is lost may not occur as fast as in other 

reactive routing protocols [6] . This is due to the potential 

oscillations that may occur during this period. This is the basis 

behind the probable long delays encountered while waiting to 

determine the new routes. The DSR protocol has the second 

longer delay behind TORA under both scenarios; however the 

delay significantly increases with relatively dense MANET 

(scenario 2). The potential long delay experienced by DSR 

especially under the scenario 2 may be the result of wrong 

updates that could occur if its cache does not have the exact 

route to the destination node.  

 

B. Throughput Analysis under Scenario 1 and Scenario 2 

 

The performance in terms of throughput of the MANETs 

routing protocols AODV, DSR, OLSR and TORA under 

scenario 1 and scenario 2 using Email traffic  is respectively 

shown in Figure 3 and Figure 4.  

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Delay of all the chosen routing protocols under scenario 1 

and using email Traffic 

Figure 2: Delay of all the chosen routing protocols under scenario 

2 using Email traffic 
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Figure 3 and Figure 4 show that the routing protocol OLSR 

outperforms the routing protocols AODV, DSR and TORA 

respectively under scenario 1 and scenario 2.  This is due to 

the fact that OLSR does not need to find routes to the 

destination since all the paths are already available. Thus the 

source nodes are able to transmit more data packets when the 

OLSR routing algorithm is applied on the nodes. Under 

scenario 1 and scenario 2, Figure 3 and Figure 4 respectively 

show that the DSR routing protocol has the lowest throughput; 

that is due to its route discovery mechanism. 

 

VI. CONCLUSIONS 

From the results generated above, it can be concluded that:  

 
• In terms of delay, OLSR has the shortest delay.  DSR 

had the second longest delay behind TORA which 

had an extremely long delay. Still in terms of delay, it 

was observed that TORA oscillates and that was due 

to the time that TORA takes to rebuild the route after 

a link failure.  

• In terms of throughput, OLSR outperformed AODV, 

DSR and TORA in all the scenarios. DSR had the 

lowest throughput. This is due to its route discovery 

process.  

The overall results showed that the proactive routing protocol 

OLSR performed better than the reactive routing protocols 

AODV, DSR and TORA respectively under scenario 1 and 

scenario 2. One of the main reasons of the good performance 

of OLSR is that  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

proactive routing protocols transmit control messages to all 

the nodes and  update  their  routing  information  even  if  

there  is  no  actual  routing  request, hence the routes are 

always up to date. OLSR is therefore a routing protocol 

suitable for medium size MANETs.  

VII. FUTURE WORK 

The MANET modeled and designed in this paper uses the 

Random Waypoint as a mobility model. Further study could 

be done by modeling the Reference Group Point mobility 

model and using it as a mobility model under the same 

conditions as the ones used in this paper.  Further study could 

also look at voice over IP traffic for the evaluation of 

MANETs under the same conditions as the ones used in this 

paper. 
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Abstract - Node’s movements play a significant role in 

disseminating messages in the intermittently connected 

mobile ad-hoc network. In such  networks scenarios 

traditional end-to-end paths do not exist; mobility creates 

opportunities for nodes to connect and communicate when 

they are encountered. A series of encountering 

opportunities spread a message among many nodes and 

eventually deliver to the destination. Further 
improvements to the performance of message delivery can 

come from exploiting temporal properties of intermittent 

networks. It is modeled as time varying graphs, where, 

moving nodes are considered as vertices and contact 

opportunity to other nodes as an edge. The paper 

discusses about characterization and design of the 

temporal algorithm. Then, evaluating temporal distance 

and temporal centrality of real and synthetic data sets. 
Such, characterization can help in accurately 

understanding dynamic behavior and taking appropriate 

routing decision. 

Keywords: Temporal Graphs, Temporal Distance, 

Temporal Closeness Centrality, Temporal Path Length, 

Real Trace, Synthetic datasets. 
 

1 Introduction 

   There are situations in mobile ad-hoc 

networks, where nodes are completely disconnected and 

may rely on relay nodes for contact opportunities to 

transfer the message.  Such relay nodes create an 

opportunity for partial connectivity and carry the message 

until the next node or destination comes into contact[1]. 

In other networks, connectivity may exist, but only 
occasionally or intermittently. This intermittent 

connectivity is not failure or fault but, rather an integral 

part of dynamic networks. These networks are called 

Intermittently Connected Mobile Ad-hoc Networks (IC-

MANET) also known as Delay Tolerant Networks 

(DTN)delay tolerant networks (DTNs)[2]. IC-MANET 

utilizes a Store-Carry-Forward[3] mechanism in which 

the intermediate node stores messages and forwards them 

to the nodes it encounters. In this manner, messages could 

be delivered to the destination hop-by-hop even if no 

stable end-to-end path exists. As network partition occurs 
frequently, if only one replica of the message[4] is kept, 

the message may reach the edge of partitioned network 

and be failed to be delivered at the destination. In order to 

increase the message delivery rate, each node can keep 

forwarded messages and copy them to other nodes it 
encounters. In this multiple-copy routing[5] manner, 

several replicas of the same message exist within the 

network.  

 In both single-copy routing and multiple-copy 

routing, the message delivery rate depends upon the node 

mobility, network connectivity and the intermediate node 

chosen strategy. Based on sufficient network 

connectivity, message delivery strategies should utilize 

node‟s mobility characteristics to increase the message 

delivery rate and reduce network overhead. Studies 

looked[6]at analyzing static networks, i.e., networks that 
do not change over time. Given the collections of 

measurements related to real network traces, authors[7] 

are quickly starting to realize that connections are 

inherently time varying and exhibit more dimensionality 

than aggregate analysis can capture.  

 In time varying graph or temporal graph[6][8] 

vertices represent the node and opportunistic contact 

between nodes represent edge or links.  These links are 

changing over the time and raising interesting questions: 

 Are there any metrics [9][10][11] evolved or 

proposed by researchers relating to temporal graphs 

in IC-MANET? 

 If available, can they be used to analyze real and 

synthetic data sets? 

 Can the time varying behavior of mobile ad-hoc 

network be used for designing IC-MANET routing 

algorithms? 

 This has motivated to contribute towards  defining 

the metrics related to temporal graph. Then, designing the 

temporal algorithm to evaluate metrics from real trace 

and synthetic data sets. Author‟s contributions are: 

1. Modeling intermittent network as time varying 

graphs. 

2. Defining temporal measurement: temporal distance 

and  temporal centrality. 

3. Design and development of temporal characterization 

algorithm. 
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4. Evaluation of real and synthetic trace datasets for 

temporal properties. 

 Section 2  discusses IC-MANET  as time varying 

graphs and defining temporal metrics Section 3 discusses 

design temporal algorithm Section 4 presents application  

real and synthetic dataset evaluation of temporal 
properties. Section 5 discusses about conclusion and 

future work. 

2 Temporal Graph and Temporal 

Metrics 

 In  IC-MANET, it is  observed[10]  that the 

connections  are inherently varying over time and exhibit 

more dimensionality[12] than static network analysis can 

capture. Static graphs treat all links as appearing at the 

same time. It is unable to capture key temporal 

characteristics, and gives an overestimate of potential 

paths, connection pairs of nodes which cannot provide 

any information on the delay associated with an 

information spreading process. Thus, to represent DTN as 

temporal graphs, the mobile nodes can be presented as 

vertices and opportunistic contact between nodes as an 
edge. It enables understanding duration of contact, inter-

contact time, repeated contact, the time order of contact 

along a path on time interval basis. Temporal graph[6] is 

represented by sequence of time windows, for each 

window is considered a snapshot of the network at that 

time interval. The temporal distance  and centrality 

metrics evolve over this view of the temporal graph retain 

the time ordering, repeated occurrences of contact 

between nodes, contact time and deletions of edges. 

 

 
 

(a) Temporal Graph 

 
 

 

(b) Static Graph 

Figure 1 Example of Temporal Graph with three 

time windows and six nodes 
 

 Consider the sequence of interaction as an example 

temporal graph (Figure 1(a)) and corresponding static 

aggregated graph (Figure 1(b)), where interactions 

between a pair of nodes defines an edge or, equivalently, 

generated from the union of all edges in the temporal 

graph[6]. Next, lets define the definition of temporal 

graph, path and distance. 

 Given a network trace starting at 𝑇𝑚𝑖𝑛  and ending at 

𝑇𝑚𝑎𝑥 , a contact between nodes, i,j at time „s‟ is defined 

with the notation 𝑅𝑖𝑗
𝑠 . A temporal graph[6] 

𝒢𝑡
𝜔 (𝑇𝑚𝑖𝑛 ,𝑇𝑚𝑎𝑥 ) with N nodes consists of a sequence of 

graphs 𝐺𝑡𝑚𝑖𝑛
, 𝐺𝑇𝑚𝑖𝑛 +𝑤 ,…, 𝐺𝑇𝑚𝑎𝑥

, where „w‟ is the size of 

each time window unit e.g., seconds. Then, 𝐺t  consists of 

a set of nodes V and a set of edges E such that 𝑖, 𝑗 ∈ 𝑉, if 

and only if, there exists Rij
s  with t ≤  s ≤ t + w.  Our 

simplifying assumptions are : 

 We shall only consider unweighted graphs since, the 

datasets employed in this thesis (RollerNet, 

INFOCOM‟06) contain only binary contact information. 

However, weighted temporal graphs would be a good 

candidate for future work. Secondly we shall refer to the 

set of nodes in a temporal graph as V = Vt, ⍱𝑡 ϵ [0, T) 

and N =  𝑉 . 

2.1 Temporal Metrics 

 The shortest path length on static graphs returns the 

number of hops from a source node to destination node; 
this does not retain temporal information and hence 

cannot capture the true duration or speed of 

dissemination. Instead, we now re-define a metric as  the 

shortest temporal path length which gives an indication of 

the speed of message delivery from a source to 

destination. Before we can formalize this metric we first 

define the concepts of temporal paths. Following this, we 

then run through an example calculation of the temporal 

shortest path length and then define the algorithm that is 

used to compute the temporal distance. 

2.1.1 Temporal Path 

 For given two nodes i and j temporal path defines 

as: 𝑝𝑖𝑗
ℎ (𝑇𝑚𝑖𝑛 , T𝑚𝑎𝑥 )To be the set of paths starting from i 

and finishing at j that passes through the nodes 𝑛1
𝑡1 …𝑛𝑖

𝑡𝑖, 

where 𝑡𝑖−1 ≤  𝑡𝑖 and 𝑇𝑚𝑖𝑛 ≤  𝑡𝑖 ≤ 𝑇𝑚𝑎𝑥  is the time 

window, that node n is visited and h is the max hops 

within the same window t. There may be more than one 

shortest path.  

2.1.2 Temporal Distance 

 Given two nodes i and j, the shortest temporal 

distance defines as 𝑑𝑖𝑗
ℎ  𝑇𝑚𝑖𝑛 ,𝑇𝑚𝑎𝑥   to be the shortest 

temporal path length, starting from time 𝑇𝑚𝑖𝑛 , this can be 
thought as the number of time windows (or temporal 

hops) which takes for information to spread from a node i 

to node j. The horizon h indicates the maximum number 

of nodes within each window 𝐺𝑇  through which 

information can be exchanged, or in practical terms, the 

speed that a message travels. In the case of temporally 

disconnected node pairs q,p i.e., information from q never 

reaches p, then set the temporal distance 𝑑𝑝𝑞 = ∞.  

2.1.3 Temporal Betweeness Centrality 

 Betweenness is commonly used to discover nodes 

that are critical for mediating information flow[13]. To 

identify these mediating nodes, the static betweenness 

centrality of a node „i‟ is defined as the proportion of 
shortest paths between all pairs of nodes that pass through 

„i‟. This proportion is important in that it gives a higher 
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weight to nodes which facilitate paths where there are no 

alternatives.  

 

Figure 2 Using Temporal Path length betweenness 

centrality 

 

 To capture the notion of temporal betweenness it is 
important to take into account not only the proportion of 

shortest paths which pass through a node, but also the 

length of time for which a node along the shortest path 

retains a piece of information before forwarding it to the 

next node. For example, consider the 2-hop shortest 

temporal path from node „P‟ to „R‟, (P;Q;R) as shown in 

Figure 2.  

 
 

Figure 3  Betweenness centrality by consideration of 

time           duration 

 

 In terms of time, this path could be represented as 

(P;Q;Q;Q;Q;R) since a piece of information resides on 

node „Q‟ for 4 time windows, and so we want to assign a 

higher value as removing this node will have a greater 

impact in disrupting the network as shown in Figure 3 

2.1.4 Temporal Closeness Centrality 

 The two nodes of a static graph are said to be close 

to each other if their geodesic distance is small. We can 

extend the definition of closeness to temporal graphs 

using the temporal shortest path length between nodes, 

which is a measure of how fast a source node can deliver 

a message to all the other nodes of the network. 

 Given the shortest temporal distance dij(Tmin, Tmax), 

temporal closeness centrality[7] can then be expressed as: 

𝐶𝑖
ℎ =  

1

𝑊(𝑁−1)
  𝑑𝑖 ,𝑗

ℎ
𝑗  ≠𝑖 ∈𝑉  So that, the nodes having, on 

average, shorter temporal distances to the other nodes are 

considered more central. Note that the subtraction from 

one is only required for a descending ranking. 

3 Temporal Algorithm 

Temporal distance 𝑑𝑖𝑗  𝑇𝑚𝑖𝑛 , 𝑇𝑚𝑎𝑥  , is computed in terms 

of number of time windows i.e.𝑑𝑖𝑗  𝑇𝑚𝑖𝑛 , 𝑇𝑚𝑎𝑥  = 

𝑑𝑖𝑗
𝑡  𝑇𝑚𝑖𝑛 , 𝑇𝑚𝑎𝑥  . For each pair of i and j, algorithm 

computes 𝑑𝑖𝑗  𝑇𝑚𝑖𝑛 , 𝑇𝑚𝑎𝑥   and then, takes the average of 

all values. This way temporal distance is computed in a 

number of time stamps. If average value multiplies with 

w, then result is the temporal distance in terms of time (in 

seconds). Eq. (1) gives the average temporal distance 

between 𝑇𝑚𝑖𝑛  and 𝑇𝑚𝑎𝑥  :  

L(𝑇𝑚𝑖𝑛 ,𝑇𝑚𝑎𝑥 )=
𝜔

𝑁 𝑁 − 1 
 𝑑𝑖𝑗

𝑖𝑗

 𝑇𝑚𝑖𝑛 , 𝑇𝑚𝑎𝑥              (1) 

3.1 Timewindow (w) Calculation 

 To understand the computation of Time window, 

refer Table 1 below showing calculation on dataset as an 

example, where each cell value represents the total 

contact time between a particular pair i,j divided by total 
the number of contact occurrences. For each node pair 

(i,j) compute a sum of all values. It returns the average 

meeting time per contact. The optimal value of time 

window is greater than average meeting time, because if 

time window<= average meeting time, then in most of the 

time windows, number of contact occurrence will be 

around one. That means, the information cannot be 

diffused efficiently into the network. 

Table 1 Time window Calculation 

Node 

ID 
1 2  

Total Contact Time

Total No. of Occurances
 

1 0/0 480/2 480/2 

2 500/2 0/0 500/2 

 𝑇𝑖𝑗  𝑇𝑚𝑖𝑛 , 𝑇𝑚𝑎𝑥  

 𝑁𝑖𝑗

 
980

4
 = 245  Time Window size 

 

 From above calculations it is established that, for 

effective information diffusion process into the network 

optimal time window should be greater than 
 𝑇𝑖𝑗 (𝑇𝑚𝑖𝑛 ,𝑇𝑚𝑎𝑥 )

 𝑁𝑖𝑗
 .E.g.  In  Figure 1(a) total number of time 

window = (Tmax – Tmin)/w = (900 – 0)/300 = 3 

timestamps, assuming time window size = 300.  

 Let‟s find temporal distance  𝑑𝑖𝑗
𝑡  𝑡0 , 𝑡900  for the 

temporal graph shown in Figure 1(a). Here, Tmin = 0 and 

Tmax = 900. Time window size = 300. Thus, there are  

three time windows t1, t2 and t3.  

3.2 Computation of Temporal Distance 

 Before starting calculation of temporal distance of 

each pair i,j, initialize number of empty lists equal to that 
of calculating number of time window.  For each pair (i, 

j), i≠j, start scanning timestamps from 1 to 3. For each 

timestamp, add occurred node id into the respective list of 

timestamp. Pair of node (i,j) occurs whenever there is a 

contact edge between node pair (i,j). 
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3.2.1 Preconditions 

 Pair of node (i,j) occurs whenever there is a contact 

edge between node pair (i,j). 

Case 1: 

 If I == j then, return 0, in computing matrix below, 

temporal distance (A, A) = (B, B) = (C, C) = (D, D) = 0. 

Case 2: 

 If both i and j occurs in same timestamp then return 

(jth timestamp number – ith timestamp number) or return 

(0). In Figure 1(a), node A and node B occurs in same 

timestamp no. 1 , so the temporal distance between A and 

B is (B‟s timestamp no. – A‟s timestamp no.) = (1-1) = 0 
timestamps. 

 Case 3: 

 If i occurs earlier than j, then search occurrences of j 

in consecutive timestamps by using other occurred nodes 

in same timestamp in which i has occurred; for each pair 

i,j it may give more than one path in terms of required 

timestamp, in such a case select the shortest timestamp. In 

Figure 1(a), for temporal distance (A,D), node A occurred 

in timestamp number 1 and node D occurred in timestamp 

number 3. Also, there is an intermediate node B which is 

common between node A and node D. So temporal 
distance (A,D) = (node D‟s timestamp number – node A‟s 

timestamp number) = (3 – 1) = 2 timestamps. 

Case 4: 

 If i occurs and j do not occur during a consecutive 

timestamp till Tmax, then the temporal path between a pair 

of i, j is not possible. So, return ∞.  Figure 1 (a), for a 

temporal distance (D, E), node D occurred in timestamp 

number 3. But there are no occurrences of node E also by 

using other intermediate occurrences of other nodes. So 

temporal distance (D,E) = ∞. In continuation of the 

example shown in Figure 1(a) and successive 

computation of temporal distance matrix  as shown in 
Figure 2, the sum of non-negative values of matrix  = 10. 

Now, calculate the average temporal distance metric:  300 

(10/ (6) (5)) =3000/ (30) =100. i.e., it takes average 100 

seconds to reach from source „i‟ to destination „j‟.  

 
Figure 2 computed temporal distance matrix values  

 

3.3 Algorithm  

1. Input source and target, Tmin and Tmax time window 

Time Window Equation:  

𝑤 𝑇𝑖𝑚𝑒𝑤𝑖𝑛𝑑𝑜𝑤 >
 𝑇𝑖𝑗  𝑇𝑚𝑖𝑛 ,𝑇𝑚𝑎𝑥  

 𝑁𝑖𝑗
                        (2)                

Where,  𝑇𝑖𝑗  𝑇𝑚𝑖𝑛 ,𝑇𝑚𝑎𝑥   = Total contact time 

between all pairs of nodes I, j and   𝑁𝑖𝑗  = Total 

occurrences of all pairs of nodes i and j. 

2. Number of times frames = Tmax – Tmin / Time 

window. 

3. Initialize number of empty list equal to number of 

time frames. Each list shows node ids whose contact 

occurred in a respective time frame. 

4. Read the dataset and perform a lookup for node 

contact in different time frames and generate a 

distance matrix for each node. Per contact frame, fill 

up the array / list with node ids in contact. 

5. Compute the temporal distance as: 

a. If source and target ids are in the same list, 

return    (target time frame number – source time 

frame number) as temporal distance. 

b. Otherwise, look up source and target in different 

time frames.  If the source time frame < target 

time frame then return (target time frame 

number – source time frame number) as 

temporal distance. 

c. In case repeated occurrence of the source, target 

sets Tmin= last target occurred +1 timestamp and 

repeat steps a and b. 

6. Take average values of all pairs (source, target) 

temporal distance. 

7. Repeat steps 4,5,6 and 7 for all pairs(source, target) 

and generate matrix. Minus one (-1) indicates no 
edge between a pair of nodes in the matrix.  

4 Application  of  Temporal Algorithm  

 First network topology is generated from large real 

data sets using python custom made script. Python 

provides a module called networkX , which helps to 

generate network topology according to the dataset. For 

evaluation, we have downloaded the INFOCOM‟06, 

RollerNet real trace data from CRAWDAD and Random 

Way Point (RWP) generated using ONE simulator. Real 

and Synthetic  data set information are presented in Table 

2 (a) and Table 2 (b). 

Table 2 (a) RollerNet and RWP Dataset details 

Datasets  RollerNet RWP_63 

Start Date 2/2/2009   NA 

Duration 0.12 days 0.12 days 

Tmin-Tmax Day 1: 0-3096(51.6 

min) 

Day 1: 0- 3096 

Number of 
Nodes 

63 63 

Contacts 80824 576 

[ [ 0, 0, 1, 1 -1, -1 ],  

 [ 0, 0, 1, 1, -1, -1 ],  

 [ -1, 1, 0, 1, 0, 0 ],  

 [ -1, 0, 0, 0, -1, -1 ],  

 [ -1, 1, 0, 1, 0, 0 ],  

 [ -1, 1, 0, 1, 0, 0 ]]  

 

Temporal 

Distance  

Matrix = 
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Table 2 (b) INFOCOM‟06 and RWP Dataset details 

Datasets INFOCOM‟06 RWP_98 

Start 

Date 

13/03/2005 NA 

Duration 4 days 1 day 

Tmin-Tmax Day 1: 61260 - 86400 (6.98 

hours) 

Day 2: 86400 - 172800 (24 

hours) 

Day 3: 172800 - 259200 (24 
hours) 

Day 4: 259200 – 345600 (24 

hours) 

Day 1: 0-

342915 

Number 

of Nodes 

98 98 

Contacts 118875(of all four days) 4412929 

  

 For any real trace or synthetic dataset, it is required 

to set the common format as shown in Table 3 in order to 

carry out time window calculations. The customized 

scripts are written taking care of converting datasets into 

desired format. 

Table 3 Common format for data sets 

Source 
Node 

ID 

Destin
ation 
Node 

ID 

CONNEC
TION UP 

Time 

CONNE
CTION 
DOWN 
Time 

Occur
rence 
Count 

Inter 
Contact 
Time 

1 3 51293 51293 1 0 

1 3 60603 60603 2 9310 

1 3 62363 62363 3 1760 

1 3 79649 79649 4 17286 

 

4.1 Time Window Calculation 

 The time window is calculated as discussed in 

Section 3.1 using customized script. For INFOCOM‟06   

day1 number of timestamps are 7, for  day 2,3, and 4  are 

26 ; timewindow size for all four days  is 3240.  For 

Rollernet  timestamps are 207 and time window size is 

15. For RWP_63, timestamps are 44 and time window 

size is  71.RWP_xx is used for comparison with real 

traces and xx denotes number of nodes. For RWP_98 

time stamps are 2598 and window size is 132.It is 

observed that keeping too small size of the window 

results in an increase in timestamps. It means  node pairs 
(source, target) are at a distance and requires considerable 

timestamps to reach a target. 

4.2 Temporal Distance  

 Temporal algorithm uses the value of Tmin, Tmax, 

nodes, number of connections and timestamps, time 

window size as input computed and presented in Table 3. 

Then, it evaluates the temporal distance and centrality 

metrics as below. 

Table 4 Temporal Distance evaluation for data sets 

Dataset 
Details 

Number 
of  

Timestamps 

Time 
window 

(w)  
(seconds) 

 
Static 

Distance  

 
Average 

Temporal 
Distance 

INFOCOM‟06 

 Day 1 7 3240 1.56 3.97 

Day 2 26 3240 1.23 14.26 

Day 3 26 3240 1.3 12.8 

Day 4 26 3240 1.3 11.75 

RollerNet 

Day 1 207 15 1.22 297 

RWP_63 

Day 1 44 71 3.64 0.46 

RWP_98 

Day 1 2598 132 1.81 14.94 

  

 Temporal distance values presented in Table 4  

gives us a better understanding of the network. Since, it 

can provide us an accurate measure of the delay of the 

information diffusion process that is not possible with 

traditional static metrics. In particular, since static 

shortest paths ignore time-order of contacts, it over-

estimate the availability of contacts and therefore under-
estimates the true shortest path. 

4.3 Centrality Evaluation 

 The existence of special nodes is vital due to their 

strong impact on message delivery. Degree centrality is 

measured as the number of direct ties that involves a 

given node. The node with highest degree centrality 

contacts the largest number of nodes in the network, so it 

is suitable to choose this node to act as a 

forwarder.Closeness centrality of  nodes defines how long 

it takes information to spread from a given node to other 

nodes.The node with higher betweenness centrality has 

more chance to assist the communication on the link 
between two nodes. Table 5 shows the evaluated values 

of different centrality for real traces. 

Table 5 Centrality evaluation for data sets 

Dataset 
Details 

Diameter 
Degree 
Centrality 

 

Betweeness 
 Centrality 

Closeness 
Centrality 

INFOCOM‟06 

 Day 1 4 (27, 0.81) (85, 0.04) (40, 0.83) 

Day 2 3 (56, 0.98) (16, 0.02) (56, 0.98) 

Day 3 3 (48, 0.95) (51, 0.01) (48, 0.95) 

Day 4 3 (44, 0.77) (30, 0.05) (44, 0.80) 

RollerNet 

Day 1 2 (51, 0.1) (51,0.0003) (51, 0.1) 

RWP_63 

Day 1 6 (14, 0.29) (14, 0.65) (15, 0.42) 

RWP_98 

Day 1 2 (17, 0.99) (17, 0.09) (17, 0.99) 
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It is observed that the values of temporal distance and 

centrality for the INFOCOM‟06, RollerNet and RWP 

presented in section 4.2 and 4.3 are difficult to compare. 

Rather, our objective is to pop out time varying properties 

for efficient IC-MANET routing decision.  

4.4 Observations 

 Optimal time window size varies as per number of 

connections between nodes, number of nodes and 

total duration of Tmin, Tmax. Keeping the value < 

derived through script may result in  overlooking 

connection and keeping too high will result in 

wastage of network resources.  

 It found that synthetic data set values for temporal 

distance is poorer than real trees. This is due to its 

characteristics moving towards the center and 

random nature of the movement. Average temporal 

distance values of real trace analysis enables better 
routing decision and it is more accurate than static 

analysis. 

 Diameter values can be used for evaluating 

maximum hops per time frame basis or on an 

average.  

 Different centrality values help in identifying the 

important nodes. Such nodes can assist in the 

efficient information dissemination process.  

 Referring the readings of RollerNet and RWP_63 : It 

reveals that in RWP model the node movements are 

random and hence, the number of contacts and time 

stamps are less, resulting in lower average temporal 
distance value. It is seen that most of the time the 

nodes are moving around center due to which 

diameter, degree centrality, betweenness and 

closeness values are higher. These values clearly 

indicate the reasons (described above) behind not 

using the synthetic models for realistic scenarios. On 

the other hand, RollerNet data have comparatively 

higher contacts, and higher number of timestamps 

resulting better connectivity. Therefore, for efficient 

information dissemination these characteristics of 

dataset are being used by routing engines. 

5 Conclusions 

 It reveals that the node mobility plays a vital role for 
the efficient diffusion of information in challenging 

environment. And while doing so one cannot ignore to 

understand the movement patterns and related properties 

such as time order, frequency, contact duration, inter 

contact time, etc. These dynamic properties of connection 

are first analyzed and understood by using time varying 

matrices: temporal distance, diameter and centrality. 

General framework has been to design carrying capability 

of evaluating temporal metrics from any synthetic and 

real trace data. Because such frameworks help in 

computing number of time frames and the size of time 

windows which in turn calculate temporal distance. These 

properties are very useful in designing the DTN routing 

protocol and understanding the dynamics of the network 
and thereby taking forwarding or replication decision.  
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Abstract - Since the introduction of the IEEE 802.11 

standard, researchers have moved from the concept of 

deploying a single channel and proposed the u tilisation 

of multiple channels within a wireless network. This new 

scheme posed a new problem, the ability to coordinate 

the various channels and the majority of the proposed 

works focus on mechanisms that would reduce the 

adjacent channel interference caused by the use of 

partially overlapping channels. The proposed idea in 

this paper borrows the concept of network segregation, 

firstly introduced for security purposes in wired 

networks, by dividing a wireless network into smaller 

independent subnetworks and in collaboration  with a 

channel assignment, the Modulo. Modulo defines a set of 

rules that nodes should obey to when they transmit data. 

The utilization of multiple channels under the guidance 

of Modulo for each subnetwork, proves to improve the 

performance of an ad-hoc network even in noisy 

environments. 

Keywords: networks, ad-hoc, interference, segregate 

networks, modulo, throughput. 

 

1 Introduction 

    Ad-hoc wireless networks provide a means of 

networking together groups of computing devices without 

the need for any existing infrastructure. Devices 

automatically form a network when within range of each 

other, and also act as routing nodes by forwarding any 

packets not intended for them.   

 A single channel for transmission is not always enough 

and in high traffic routes, a single channel device can 

create more problems than it can solve. Common problems 

with wireless networks are interference, multipath and 

attenuation. All these prevent the wireless networks from 

performing to their maximum capabilities. Places and 

environments, which accommodate all the above-

mentioned problems, make the existence and deployment 

of wireless LANs highly restrictive. 

In this paper we examine the impact of utilising multi-

channel technology within a legacy 802.11g network. Our 

target is to investigate the performance of segregated 

multi-channel mesh network and a simple, single channel 

wireless network - WLAN. The term segregated means that 

the network is divided into smaller subnetworks and each 

one operates at different frequencies than others.  

2 Literature Review 

 Node placement and deployment play a crucial role to 

the network stability and performance. During node 

placement, variable environment characteristics such as 

sources of interference and area morphology like physical 

obstacles and constructions should be taken seriously 

into consideration. This way it is easier to adjust the 

deployed wireless network to those needs, achieving 

maximum operability and performance. 

2.1 Channel Assignment Algorithms 

 To reduce interference, neighbouring nodes should 

operate in different frequency channels. For example the 

IEEE 802.11b standard for wireless LANs can operate 

simultaneously in three non overlapping channels (1, 6 

and 11) [1] without each node to interfere with each other. 

During our testing we used the multi-hop infrastructure 

which has been proved [2] to overcome many problems of 

the single-hop networks. 

In the multi-hop infrastructure, a node may find many 

routes to access different access points, potentially 

operating on different channels. Kyasamur and Vaidya So 

et al. [3] proposed a routing and channel assignment 

protocol which is was based on traffic load information. 

Evaluation of Modulo in a Multi-Channel 802.11 

Wireless Network 
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The proposed protocol successfully adapted to changing 

traffic conditions and improved performance over a single-

channel protocol and one with random channel 

assignment 

Bahl et al. [4] suggested a link-layer protocol called SSCH 

that increases the capacity of an IEEE 802.11 network by 

utilizing frequency diversity. Nodes are aware of each 

other’s channel hopping schedules and are also free to 

change their schedule. 

Raniwala et al. [5] developed a wireless mesh network 

architecture called Hyacinth. This architecture equips each 

node with multiple IEEE 802.11a NICs supporting 

distributed channel assignment/routing to increase the 

overall throughput of the network. Apart from that, there 

are other proposals [6] and [7] which in fact require 

proprietary MAC protocols. They propose something like 

a packet-by-packet channel switching which resulted in an 

increased time per transmission. More MAC modifications 

were proposed in [8] to support beamforming, whereas [9] 

and [10] required a separate radio to communicate firstly 

with the neighbours and then start transmission. These 

approaches are under utilizing a channel just for 

configuration set up whereas it could be used in a more 

efficient and useful way.  

3  Systems Architecture & Evaluation 

   In the case of an industrial environment, the 

problems can be more persistent and result in really bad 

quality of service even of no service. The problem of 

broken links has been mainly encountered by the 

deployment of multi-channel networks.  

Range is crucial during deployment and operation as it 

defines and the amount of wireless nodes that should be 

used for the full coverage of the required area. In wireless 

networks the number of the devices deployed can have 

advantages and disadvantages. The main advantage is the 

best signal coverage throughout the area. On the other 

hand the main disadvantage is the appearance of 

interference between the operating wireless nodes. 

Interference comes into two forms, the co-channel 

interference (CCI) for devices operating in the same 

frequency [11] and the adjacent channel interference (ACI) 

when nodes operate in different frequency spaces [12] but 

they are close enough to each other 

 

Fig.   1   A sample of a 24 node segregate network using 

three different channels. 

 Throughout the experiments that take place we assume 

that there is no limit to the number of channels that can be 

used. Although IEEE802.11 sets a limit to the available 

channels, in our case we emphasize on a more standard 

independent approach able to operate in all availab le 

technologies. 

In previous approach [13], we showed that by segregating 

a network we can achieve better network performance. 

Current target was to improve further by using more 

channels inside the segregated network. There are three 

main steps to achieve that. The first step was to simulate a 

single channel network, then to divide the network into a 

variable number of subnetworks and use one different 

channel for each subnetwork and finally the multichannel 

approach by using more than one channel within each 

subnetwork. 

 

3.1 Single channel network 

   This is the simplest form of a wireless network. A 

number of nodes able to relay data from one side to the 

other by using one channel only. This approach is used 

only for benchmark reasons in order to be able to decide if 

any improvement has been achieved. Routing protocol 

used is the Ad hoc On-Demand Distance Vector (AODV) 

[14] in a standard mode, no multichannel enabled. 

3.2 Segregate network using single channel 

 The approach is the same as explained in figure (1) 

and figure (2). It should be made clear that nodes don’t 

always follow the configuration given in figure (1) as they 

are usually placed randomly in the simulated area. 
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Fig. 2   A segregate network of 21 nodes. The side  nodes 

operate in all the three channels available. All the rest 

nodes operate in different channels as separated from their 

colors. 

We start dividing the network into smaller subnetworks 

and watch if there is improvement over this segregation. 

Channels are randomly chosen during transmission by the 

edge nodes, whilst inside each subnetwork since there is 

only one channel operating and the routing is done using 

AODV multichannel enabled [15] in both cases.  

The best way to describe a segregated network is with the 

help of the parameters that affect it. First, we call S the 

segregated network, n the total number of nodes, g the 

number of subnetworks and finally k  the number of 

channels for each subnetwork, which in this scenario is 

always equal to 1, then S would be expressed as: 

S (n,g,1)          (1) 

3.3 Segregate networks using modulo 

 In this case, each subnetwork is operating into more 

than one frequency channel. Again the frequencies in one 

subnetwork {k1, k3, k5 … } differ from the frequencies 

operating in the other {k2, k4, k6 … }. Again, the 

number of channels existing in one subnetwork will be the 

same to all the rest. Based on equation (1), for the current 

case, the total number of channels   equals to,  

 

 = g*k              (2) 

 

and the number of available nodes within every 

subnetwork  

 

 = n / g          (3) 

 

The increase rate of the delay is reduced as the network is 

segregated into more subnetworks due to the smaller 

density λ of nodes that operate in the same channel. Take 

a single channel network where all nodes operate on the 

same frequency, when segregation is applied, the density λ 

of nodes operating on the same channel within a unit area 

is decreased. Let  be the number of nodes listening to 

the same channel and α the size of the simulated area then 

λ would be expressed as in equation (4) 

 

 =        (4) 

The density of a single node network  with transmission 

range  is 

 

 = 1/π                  (5) 

 

From equations (4)  and (5) we define the density and the 

number of segregate networks to maintain connectivity 

between the nodes of each segregate network 

 

λ   λ  1/π    1/π       

 g   / α        (6) 

 

The limitations of density λ are demonstrated in figure (6). 

 

With the introduction of multiple channels inside each 

subnetwork, modulo was utilised to coordinate the channel 

assignment decisions of each node. The switching 

technique is based on modulo algorithm [16] shown in 

figure (3). 

 

A node, upon receiving a data packet on a channel k, 

transmits it on the next channel k+1, where k+1 is next 

channel greater than the current one in rank.  In general, 

the channel that is in use at hop h, given a starting channel 

k  and e channels available can be expressed as : 

 

ƒn = (n+k) mod c                           (7) 

 

A graphical representation of the modulo technique is 

shown below. 

 

Fig. 3 Modulo channel allocation using three frequency 

channels. 
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Modulo adopts a store and forward packet transmission 

mechanism for every single packet that travels through the 

multi-hop path defined by AODV [12] and this mechanism 

is shown in figure (4). 

 

Fig. 4 Modulo channel allocation using four frequency 

channels. 

S is the source node, D is the destination node and all the 

rest are the intermediate nodes between source and 

destination. R-f is the last node that interferes with the 

transmission of S and after the R-f node all remaining 

nodes can transmit using the same frequency with S 

without interfering. The position of R-f depends on the 

transmission range and the location of S. 

 

Let denote  the transmission time between two adjacent 

nodes as R1 and R2 or S and R1 and let assume that there 

are m chain nodes distributed randomly within the  

subnetwork of a segregated network S (n, g, k ), where g is 

the number of segregated networks and k the number of 

channels in each subnetwork. The value of m is a number 

smaller or equal to the number of member nodes of a single 

subnetwork. 

 

m ≤ n / g          (8) 

 

The source station is sending  number of packets of 

length L (bytes). The packet may be segmented into 

fragments F with each fragment being acknowledged by an 

acknowledgement packet A. If no acknowledgment is 

required, then a fragmentation is not required and L is 

equal to A. With S being the only injection of traffic 

source, the end-to-end delay is, 

 

T = (m+1) *         (9) 

The total transmission time  of  packets will equal to, 
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where hT  is the transmission delay for one packet within a 

single hop, aT is the transmission delay of a single 

acknowledgment packet (34 bytes), f describes R-f as 

explained above, k  is the number of channels utilised in the 

subnetwork. Equation (10) shows the dependency 

between the number of packets that have to be 

transmitted, the amount of channels utilised within each 

segregate network and finally the interference range. This 

equation applies to every segregate network separately 

and not to the whole network. The upper limit indicator 

ensures that the outcome of the division between  and k  

is always an integer. Since modulo technique is trying to 

achieve concurrent transmissions in a chain of nodes, the 

maximum achievable number of these concurrent 

transmissions are related to how many packets have to be 

sent. The number of channels which are available and how 

many of them will actually be used is related to the 

interference range f. Consider the scenario where four 

packets have to be transmitted, there are two channels 

available the interference range is equal to two and the 

total nodes in the chain equals to eight. Equation (10) 

shows that once the first two packets are transmitted, they 

should be two hops away with the aim of achieving 

another two concurrent transmissions for the next packets 

in the queue. Having eight nodes in the chain, modulo can 

achieve four concurrent transmissions of the four packets. 

If interference range was larger than two, then the 

concurrent transmissions for the whole length of the chain 

would be less. 

 

Finally, the capacity  of the transmission measured in 

packets/second is calculated as, 

 

 =  /         (11) 

Each time S transmits a packet to node R1 on channel k , 

the packet is stored temporarily in the node and an 

acknowledgment (ACK) is sent to the source node. Once 

the ACK is received, the packet is transmitted to node R2 

on channel k+1 and at the same time node S sends the 

next packet to node R1. This way all nodes can transmit 

simultaneously only if there are enough available channels 

for utilisation. If there are only two channels available then 

only two nodes can communicate simultaneously. The 

transmissions of ACKs don’t affect the network’s 

performance as long as multiple channels are used. 

 

4 Methodology 

 Some of the scenarios presented and investigated in 

this paper are difficult to investigate and deploy in the real 

world, thus the best way to gather information is through 

mathematical analysis simulations performed using one of 

the network simulators available. The simulator used is 
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GlomoSim v2.03 [17], a well known widely used and free to 

use tool able to simulate wireless and wired networks 

systems. It has been designed using the parallel discrete-

event simulating capability provided by Parsec. 

5 Results 

 First of all we start with the simulation results of a 

wireless network using just one channel, the most basic 

form of a wireless network, without any segregation. It 

should be made clear that only delay is presented and 

evaluated at the moment, due to the big variety of the 

scenarios. Next, there is a mathematical analysis and 

evaluation of the modulo approach based on equations 

(10) and (11). For given scenarios we test the validity of 

our mathematical model against previously published 

results that were based on simulations results. The 

following figures confirm our previous simulations based 

results [18] [19] [20] and satisfy the design purpose of 

modulo. 
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10

20

30

30 50 70 90 110 130
Number of Nodes

D
el

ay
 (

m
ili

se
co

n
d

s) 2 segregate

3 segregate

4 segregate

5 segregate

Simple 1 chan.

 

Fig. 5   The average delay of the networks for a variable 

number of nodes. 

As we can see from figure (5), the segregate network 

operates quite well and overcomes in terms of delay the 

basic configuration. Something that was expected as it 

operates in a single channel, thus interference and the luck 

of multiple routes increases the delay. This first, figure (5), 

is the base for the comparisons for the segregate network 

using modulo.  

The following results are based on scenarios trying to 

calculate the transmission time  and capacity  

improvements that modulo offers within a segregated 

network utilising multiple channels. Consider the scenario 

where there is a chain of nodes for variable numbers of 

transmitted packets pN  and variable utilised channels k . 

The rate of transmission is set to 11Mbps, and initially m is 

set to 6 nodes and f equals to 4 nodes, although this 

values may change for comparison reasons. No ACKs are 

required and a single packet is 1375 Bytes long, resulting 

to a 
hT of 1 millisecond and finally 

pN gets values of 6000, 

9500 and 13000 packets respectively. 

 

 Fig. 6   Transmission time improvement over utilised 

channels for f=4 and m=6.  

Figure (6) presents the improvement of the total 

transmission time of a single chain of nodes utilising 

variable numbers of channels while f is equal to 4 nodes 

and there are 6 nodes in the chain used for the 

transmission. With the utilisation of a second channel in 

the chain, the transmission time is improved significantly, 

and this improvement continues with the addition of extra 

channels, although with a smaller rate. At the end, with the 

use of 5 channels,  has achieved an improvement of 45 

seconds over the single channel scenario when  = 

13000. 

 

Fig. 7   Chain throughput improvement for f=4 and m=6. 

Figure (7) presents the improvement of the throughput of a 

single chain of nodes utilising variable number of channels 

while f equals to 4 nodes and there are 6 nodes in the chain  

used for transmission. By adding extra channels the 

capacity of the chain is increased following the same rate 

as the transmission time. For  = 6000, there is an increase 

of 255 packets/sec when 5 channels are utilised within the 

chain. The same is trend is followed for  = 9500 and = 

13000 

Int'l Conf. Wireless Networks |  ICWN'13  | 217



 

 

 

Fig. 8   Transmission time improvement for f=3 and m=6. 

Figure (8) presents the improvement of the total 

transmission time of a single chain of nodes utilising 

variable numbers of channels while f is equal to 3 nodes 

and there are 6 nodes in the chain used for the 

transmission. With the utilisation of a second channel in 

the chain, the transmission time is improved significantly, 

and this improvement continues with the addition of extra 

channels, although with a smaller rate. At the end, with the 

use of 5 channels,  has achieved an improvement of 45 

seconds over the single channel scenario when  = 

13000. 

 

Fig. 9  Chain throughput improvement for f=3 and m=6. 

Figure (9) presents the improvement of the throughput of 

a single chain of nodes utilising variable number of 

channels while f equals to 4 nodes and there are 6 nodes in 

the chain  used for transmission. By adding extra channels 

the capacity of the chain is increased following the same 

rate as the transmission time. For  = 9500, there is an 

increase of 255 packets/sec when 5 channels are utilised 

within the chain. The same trend is followed for  = 6000 

and  = 13000. 

The next figure, figure (10) shows the improvement to the 

transmission time as f is further reduced to only two 2 

nodes away. The reason behind this is the smaller amount 

of interference. If we deploy more than 3 channels within 

the same chain, the rate of improvement is reduced 

significantly and this indicates that any extra channels do 

not offer any great benefits. 

 

Fig. 10   Transmission time improvement for f=2 and m=6. 

Throughput is further improved as it happened in the last 

two scenarios and modulo now achieves throughput of 

more than 710 packets/sec. This improvement is shown in 

figure (11) for  = 13000. 

 

Fig. 11   Chain throughput improvement for f=2 and m=6. 

 

6 Conclusion and Future Work 

  In this paper we evaluated the performance of a 

wireless network that is divided into smaller subnetworks 

and these utilize a variable number of frequency channels. 

The findings from the proposed theoretical approach show 

that when nodes are deployed in a chain topology, as it is 

performed in a segregated network, the use of extra 

channels for switching from hop to hop reduces the total 

transmission time for a number of packets  and 

consequently increases the throughput of the chain. 

When multiple chains are deployed using different 

channels then the improvement of the throughput is 

multiple. Apart from the utilised channels, the reduction in 
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the transmission range of the nodes improves significantly 

the chain’s throughput. This reduction of the transmission 

range has a double positive impact, as less power is 

required for transmission and more packets can travel 

through the chain by using less energy.  

Future work plans include the intention to move away 

from the legacy IEEE802.11 standards such as 802.11b and 

8002.11g and start examining the efficient spectrum use of 

the new IEEE standards such as 802.11n [21] and 802.11ac 

[22]. When 802.11b/g were introduced there were no plans 

for any MIMO support by utilising multiple channels 

within the same network. The future of wireless 

communications is heavily depending on more competent 

spectrum management and utilisation of existing available 

frequencies. 
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Abstract - Finite State Markov (FSM) models for fading 
channels need to be revised for more realistic design of 
emerging mobile networks and their performance 
evaluation. In this paper a Outage Tolerant FSM Model 
(OTFSM) is proposed based on concept of certain tolerable 
outage times, which are defined as ‘Tolerance time’. These 
are the short duration of outage time which is considered as 
satisfactory times over the channel. In this paper, a 
statistical approach is being presented for the development 
of OTFSM model and evaluation of its fading parameters 
such as Average Fade Duration (AFD), outage probability 
and outage frequency. Derived results may be used for 
higher layer performance evaluation and selection of 
physical layer parameters of wireless networks. 

Keywords: FSM model, Tolerable outage time, Outage 
probability, Fading channel, Fade Duration Distribution 

1 Introduction 
  Various approaches for characterization of fading radio 

channels as Finite State Markov (FSM) model have 
appeared in the literature over last five decades.   Initial 
channel models assumed fading as a Gaussian process and 
the resultant envelope with Gaussian probability density 
function (pdf). Mobile wireless channels suffer from 
multipath propagation and therefore the received signal 
envelope is approximated according to certain pdf’s like 
Rayleigh, Rican, and Nakagami [1, 2]. For reliable 
characterization of  the fading channels,various approaches 
were presented  to model the channel. 

Started with the pioneer work of Gilbert and Elliot [3, 4] for 
two state model of fading channel, the FSM channel models 
are classified as finite ‘N’ state and variable state Markov 
chain model. [5]. Wang and Mayori [6] proposed FSMC 
model with more than two states based on Signal to Noise 
Ratio (SNR) partitioning for Rayleigh channel. Binary 
Symmetric channel (BSC) is associated with each state and 
transitions with Markov property are assumed between 
states. It is pointed out that fading speed of the channel 
decides the SNR and its partitions to specify the states. 
Deterministic channel modeling and long range prediction of 

fast fading mobile radio channels has also appeared in [7]. 
The relationship between a physical channel and its FSM 
model for bit and packet error probabilities are demonstrated 
in [8, 9, 10, 11]. Babich demonstrated a technique to 
improve FSM model description based on Context Tree 
Pruning (CTP) algorithm [12]. Tan and Beaulieu proposed 
fading simulation via filtering methods and quantization of 
resulting process [13]. Further First order Markov chain 
analysis for short and long time duration of time is examined 
for the Rayleigh Channel by Chockolingam and Milstein 
[14]. Bai [15] presented various error modeling schemes for 
fading channels. Stochastic channel models were used to 
compute the fading parameters such as Level Crossing Rate 
(LCR) and Average Fade Duration (AFD) for fading 
channels [16, 17]. The Fade Duration Distribution (FDD) 
function and Minimum Duration Outage ( MDO) in 
Weibull fading channel is described in [18]. Concept of 
repair time is elaborated in [19]. Reig and   Rubio have 
shown the modeling of Fade Depth and the Fade Margin in 
UWB Channels applicable to emerging mobile networks 
[20]. 

It is revealed from the literature survey that a major 
contribution to channel characterization studies goes to FSM 
channel modeling and evaluation of traditional fading 
statistical parameters such as AFD, outage probability and 
level crossing rate. These parameters give the insight of 
mean behavior of the wireless systems.  However in recent 
years mobile systems are emerging as 3G and 4G networks. 
For such systems the different frequency components 
contained in the transmitted bandwidth experience different 
propagation environments and operate at high data rate, ultra 
high frequency and in a hostile channel environment. 
Therefore mean behavior is not sufficient and more precise 
characterization of fading process is needed. Existing FSM 
models are therefore needed to be reformed with evaluation 
of additional channel characterization parameters. Apart 
from the traditional fading parameters outage time 
distribution is also identified as one of the important 
parameter for investigation. 

This paper presents the methodology to develop   Outage 
Tolerant FSM (OTFSM) channel model based on the 
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concept of tolerable outage time.  Second-order fading 
parameters such as AFD (Average duration of outage time), 
outage probability (probability of being in outage) and 
outage frequency (number of times received signal crosses 
the threshold level and experience outage) are derived for 
proposed model. The proposed model considers the discrete 
value of the observation time of the channel. The concept is 
applied to Rayleigh and Nakagami channel with the 
variation in parameters like Doppler spread and fade margin. 
Paper is organized as follows. Section II presents 
formulation of tolerance time. Development of OTFSM 
model is discussed in section III. Fading parameters of the 
OTFSM model are derived in section IV with results and 
discussions in section V.  Paper is concluded in section VI. 

2 Formulation of tolerance time 
 3G and 4G wireless communication systems are 

supposed to offer variety of services such as voice, data, 
image transmission and internet browsing at high data rate in 
a relatively severe fading environment. The paper proposes a 
new FSM channel model as Outage Tolerant FSM (OTFSM) 
model while introducing ‘tolerance time’ as a new statistical 
fading parameter. In the proposed model the fading channel 
is described by discrete time and discrete amplitude Markov 
chain, X (n) with sample space 

S1 = {1 ……… k}                                  (1) 
 S2 = {k + 1 ……N}                                 (2) 

Subset S1 consists of outage states and subset S2 consists of 
satisfactory states. X (n) can be represented as sampled PSD 
of the channel with the sampling period denoted as slot 
duration ∆t. A threshold value of received signal PSD is 
selected to decide the state of Markov process. When 
received signal during slot duration is more than the 
specified threshold, state of the process belongs to subset S2, 
otherwise in subset S1. The finite number of slot durations 
which are in outage and are tolerated by the channel with 
acceptable with acceptable Packet Error Rate (PER) target, 
is defined as the tolerable error event length and the time 
duration is denoted as tolerance time. In OTFSM model 
discrete time approach is proposed for the tolerance time and 
outage is considered when the received signal strength stays 
below the threshold value longer than tolerance time. Based 
on the concept, OTFSM model considers the states which are 
in tolerable outages as satisfactory states rather than outage 
states. OTFSM channel model is developed in this section 
with its state diagram, steady state probabilities of being in 
satisfactory, outage and tolerant states and fading 
parameters.  
It is proposed that channel may tolerate maximum duration 
of time denoted as ttol which is equal discrete number of time 
slot τ. Fading parameters for OTFSM channel model are 
denoted as 

 p �out(Outage probability ),   (Average outage time) and  
f  �out (Frequency of outage). The choice of tolerance time 
depends on the past outage statistics, error correction time 
and acceptable PER. Tolerance time  may be considered as a 
non-negative continuous random variable with certain 
distribution functions like Beta or Exponential [18]. The 
range of tolerance time τ is selected from τ1 to τ2 with τ1 < τ 
< τ2 and  tolerance time is considered as continuous variable. 
If 

 τ = 0, The OTFSM model is the same as the 
original model 

 τ = ∞, The OTFSM model will never be in fading 
state.                     

3  Development of outage tolerant FSM 
Channel model 

 In the proposed that in the OTFSM model short 
tolerable outages are considered as tolerant state along with 
satisfactory and outage state. States 1 to N- k are considered 
as outage states. States N- k+ 1 to N- k + m is considered as 
satisfactory states and state N – k + m +1 to N are 
considered as tolerant states. Figure one shows the plot for 
channel state versus time for OTFSM model. The model can 
be represented by three states. 

 

 
Figure 1- The timing diagram of proposed  OTFSM model 

 
O - Outage state, represented by subset S1                                                                                                            
S - Satisfactory state, represented by subset S2  
T- Tolerant state, represented by subset 3 
 

 
Figure 2- State diagram of OTFSM model with  satisfactory   

outage  and tolerate state 
 
State diagram  shows the probability of transition from 
satisfactory state to tolerant state pst and from tolerant state 

O T S 
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to satisfactory state is pts is assumed to be nonzero. 
Probability of transition from satisfactory state to outage 
state pso is nonzero however probability of transition from an 
outage to tolerant state pot is assumed to be zero. Channel is 
modeled as OTFSM where during tolerance time channel is 
supposed to be nonfading state as described above and made 
available to user. Model is based on following assumptions - 

i. This is a Markov model of fading channel subject 
to multiple outages. 

ii. The duration between the satisfactory instant and 
occurrence of an outage event is the 
satisfactory time and the time for the channel 
being in outage is random variable. 

iii.  Figure two   is the state diagram of this model. 
iv. Tolerant and outage state cannot occur at the same 

time. 

 The state space of the fading process of OTFSM model is 
given as  

   S1 = {1, ……… N- k}                                              (3) 
S2 = {N - k + 1, …… {N- k + m }                          (4) 
S3 = {N – k + m +1, -----N}                                   (5) 

The one step transition probability matrix of the model is 
defined as  

                              (6)                                                                 

For the proposed model   and  are assumed to be zero. 
The one step probability matrix for the OTFSM model can 
be represented as follows – 

                               (7)                                                               

Error probability matrix, PB , in which all entries of being in 
satisfactory state is set to zero, is given as  

                                     (8)                                                                   

 Steady state probability can be shown as   
                    (9)                                                 
                   (10)                                               
                   (11)                                             

  1                                               (12)                                                                     
As  and  are assumed to be  zero, solving the 
equations for steady state probabilities 

                   (13)                                                      

                                             (14)                                                                     

                    (15)                                                   

For existing model tolerant states are considered as outage 
states, therefore 

                                      (16)                                   

                                       (17)                                                               
                                          (18)                                                                 

Substituting above equations in equation (9) and equation 
(10) , steady state probabilities would be same as two state 
model, shown as below  

                                              (19)                                                               

                                             (20) 

4   Estimation of fading parameters 
 

For OTFSM model outage is considered when 
channel is in satisfactory state at time zero followed by n ∆t 
slots of outage state, equal to tolerance time, ttol.  AFD can 
be rewritten as below [17] – 

 
   PB (I - P B)-1                               (21)      

                                                                  

PB                               (22)    

                                          

( I - PB )                       (23)  

                                                

(I - P B)-1                 (24)                                             

PB (I - P B)-1                         

(25) 
                                           (26) 

Substituting in equation (21), AFD of OTFSM would be  
 

                                   (27)                                                         

Frequency of outage  f  � 
out  is given as [16] 

 
  (PB 

k-1 P) e B                                      (28)                                                                   
For OTFSM model    ) and  e B  =  
are considered and hence equation (28) can be rewritten as  
   

  )            (29) 
p �out   can be given as  
 

= Frequency of outage. AFD                                 (30)                          
 
Result are in agreement with the earler results for two stage 
FSM model [16]. Probabilities of being in any of the states 
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can be computed either using simulation using MATLAB or 
mathematically for different values of Doppler shift and fade 
margin. The work can be extended for continuous and 
arbitrary distributed tolerance time [19]. 
 

5   Results and discussions 
 

Observations were made for estimating AFD of OTFSM 
model.  Further AFD of the proposed model is evaluated for 
the different values of one step transition probability. It has 
been demonstrated that AFD is the continuous increasing 
function of tolerance time.  With tolerance time AFD 
decreases almost by ten percent as the value of ρ changes 
from one to two, as demonstrated in figure 3. Similarly, 
figure 4 demonstrates that the fading rate has an large impact 
on AFD. When fading rate is low i.e. low value of Doppler 
spread results in large value of AFD. The channel is likely to 
stay for larger time in the state once it crosses the threshold.  
Twenty percent fall in AFD results with the decrease in the 
Doppler spread from 120 Hz to 60 Hz.  
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Figure 3: Variation in AFD of OTFSM with Tolerance time 
with  various fade depth 
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Figure 4: Variation in AFD of OTFSM with tolerance time 

for various Doppler spread in Hz. 
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Figure 5: Variation in frequency of outage with Doppler 

frequency with tol1 < tol2 < tol3 
 
Figure 5 shows the variations in frequency of outage with 
Doppler frequency with tol1 < tol2 < tol3. There is a slow 
change in frequency of outage with large value of tolerance 
time. 
 

6  Conclusion 
 

The paper presents the development of Outage Tolerant 
Finite State Markov model, which is based on the concept of 
tolerable outage time. Various fading parameters of the 
channel such as AFD, outage probability and outage 
frequency are evaluate and their behavior  is studied  using 
proposed OTFSM model . Simulation of the proposed model 
is carried out and the results are validated with the earlier 
literature. Channel can be made available to the user under 
the tolerable outage times and hence will result in higher 
spectral efficiency. Presented work may be extended for   
relaying fading channels and descrete sampled fading 
channels of emerging mobile networks [21]. Results may be 
used for higher layer Protocol performance evaluation and 
physical layer parameters selection  of wireless networks. 
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Abstract— This article proposes a platform that integrates
wireless sensor networks and cloud computing for remote
monitoring of electric energy consumption by means of any
device (e.g., smartphones, tablets and notebooks) that has
access to the Internet. The solution proposed is different
from other available solutions in at least three respects:
it employs an intelligent method for monitoring electric
energy consumption; it uses Machine Learning techniques to
analyze the behavior of electronic equipment; and it sends
intelligent alerts to the device when an anomaly arises.
The results of the experiments showed the efficiency of the
method in detecting novelties in electronic equipment which
has made their use viable in our platform.

Keywords: Smart grid, intelligence, novelties and energy.

1. Introduction
In recent years, there has been a growing demand for

electricity on the part of industry, businesses and residential
dwellings. This has been the situation in both Brazil and
throughout the world because the per capita consumption of
electricity in Brazil and the rest of the world increased by
20% and 22% respectively in the period between 1999 and
2009 [4]. These increases in demand and supply require a
more intelligent electric system that can allow the consump-
tion of electricity to be reduced in every electronic appliance
by encouraging consumers to adopt efficient strategies for
the reduction of energy consumption in electrical equipment.

The information technology for electric power systems
integrated with electronic communications network and in-
frastructure, known as smart grid [6], allows the electric
power system to be monitored and managed at any place
and any time. As a result, the use of smart grids has become
increasingly important in the urban scenario since it provides
integration for various sources of energy such as: hydro-
electric, solar and atomic energy and wind power.

It is expected that smart grid will become a reality in the
next few years since industry, universities and governments
throughout the world are devoting financial resources just
to the development of smart grids. This can be confirmed

through different national and international schemes and
measures by governments, industry and the academic world
that are devoted to intelligent networks [6], [7] and [9].

Besides the advances in smart grid techniques, electrical
companies do not offer support for final consumers (for
example, the remote management of energy consumption).
Economical cost is the main reason that prevents companies
to offer these services. Therefore, total consumption is the
only metric available for final consumers. In this way, the
detection of anomaly energy consumption in each electrical
equipment is not trivial.

Thus, the integration of Wireless Sensor Networks (WSN)
in a smart grid is an interesting and cheap alternative to
deal with this issue [2], [5], [11] and [16]. One of the main
advantages of a WSN is its capabilities, to timely monitoring
each electronic equipment. Therefore, consumers could be
able to detect their electrical consumptions patterns. Based
on the consumption patterns that were detected, consumers
can change their habits arming a decrease in energy con-
sumption.

This study proposes an architecture that integrates WSN
and cloud computing for remote monitoring of energy con-
sumption by means of any device that has access to the In-
ternet. Our system sends data consumption of the electronic
equipments in a distributed way of accordance with each
sensor (see Figure 1), however the novelty detection for each
electronic equipment is individual. Some of the solutions
in the literature explore the question of monitoring energy
consumption [2], [5], [7], [11], [12] and [16]. However, these
solutions do not classify and detect novelties in electronic
equipment. Our solution makes use of an intelligent method
to monitor the consumption of electricity that is incorporated
in the platform, where Machine Learning (ML) techniques
are employed to analyze the behavior of the electronic
equipment and in this way, send intelligent alerts to the
mobile device (e.g., smartphone) when an anomaly arises.

The modeling used to detect novelties in the consumption
of electrical energy consumption employs Instance Based
Learning (IBL) concepts, Markov chains and entropy. The
aim is to carry out a behavioral study of the electronic equip-
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ment by defining reduction and/or re-education strategies for
energy consumption. This is because the feedback on the
monitoring of energy consumption, (both quantitative and
qualitative), is formed in an efficient instrument that can
allow assessment for decision-making.

The results of the experiments show that the proposed
method for this study achieves good results, achieving sat-
isfactory performance in the novelty detection in a decen-
tralized environment via WSN (see Section 4). Thus, the
integration of the method with our platform has made it
possible for the users to receive alerts when an anomaly
arises in their equipment.

Our solution differs from those that already exist in at
least three respects: it makes use of an intelligent method
for monitoring electric energy consumption; it employs
ML techniques to analyze the behavior of the electronic
equipment and it sends alerts in an intelligent way to the
mobile device when some anomaly arises.

The article is structured in the following way: Section
2 outlines a general review of the approaches that can be
used to explore the monitoring of energy consumption; the
approach used to provide intelligence in a smart grid as
shown in Section 3, the results are analyzed in Section 4
and finally Section 5 describes the conclusions and makes
suggestions for future work.

2. Related Work
Several studies have been published in the area of smart

grid in recent years and the aim of this section is to provide
a review of scientific work [2], [5], [7], [11] and [16] where
the focal point is largely on the monitoring of electric energy
consumption. However, in spite of all the advances in this
field, there still remain a number of challenges and problems
in the area. For example, the lack of a methodology for
novelty detection in a decentralized environment monitored
via WSN.

One of the oldest smart grid models is the Telegestore
Project [2]. Telegestore is a system that remotely manages
residential and commercial meters with a view to exploring
the low voltage distribution network between the transform-
ers and the meters. The main disadvantages with regard to
this study are: (i) the lack a method to detect anomalies (e.g.,
blackout) on the low voltage network; (ii) remote monitoring
by sectors is not explored; and (iii) due to its centralized
nature, the system is vulnerable to data overload.

Erol-Kantarci and Mouftah [7] propose the use of WSN
to manage the energy of a residence through the smart grid.
To achieve this, the researchers proposed a Coordination
Appliance (ACCORD) to reduce the cost of electricity at
peak periods. The disadvantages of the ACCORD are: (i)
not avail the benefits of the WSNs (e.g., monitoring by
sectors); (ii) The lack of a method for novelty detection in the
monitored environment; and (iii) experiments are simulated.

In Brazil, there are initiatives with regard to smart grids;
for example, the Monitoring Center for End-users (CMUF)
[11]. The aim of this project is to help people manage their
electric energy consumption; it is a low-cost system and easy
to install. However the disadvantages of the CMUF are: (i)
data collection is centralized; (ii) The system does not use
a distributed WSN for data collection; and (iii) no method
of novelty detection.

The study that most closely resembles to this paper is
of the [5]. The authors propose a smart meter to measure
electric energy in a residency. The meter consists of manage
electric energy consumption by enabling people within a
private residence or business to detect which equipment
consumes most. Despite the similarity, the disadvantages of
the smart meter are: (i) platform does not use a method
to novelty detection in electronic equipment; and (ii) server
cloud is not used to manage information.

3. Our Approach to Provide a Smarter
Smart Grid

This section sets out a model that is used to provide a
more intelligent smart grid. This intelligence is provided by
means of the Machine Learning technical system which was
implemented and integrated in the platform for monitoring
electric energy consumption. The aim is to send intelligent
alerts so that the users can make changes in their habitual
use and in this way, be more aware of the way they use
energy.

3.1 Discussion of the Techniques Used to Pro-
vide Intelligence

This section discusses the best practice techniques for ML
such as IBL, the Markov chain and entropy. The purpose is
to show how these techniques are used in smart grid to make
it become more intelligent.

The IBL was employed to provide this autonomy [14],
since it is an incremental ML technique that generalizes the
information on the basis of examples in training sessions.
This technique has a method known as K-Nearest Neigh-
bors (KNN) in which the nearest K training instances are
analyzed to determine the class of an unknown element.

In this way, the Markov chains [13] are coupled in the
method to capture the dynamics of the behavior of the elec-
tronic equipment in accordance with the KNN classification.
The Markov chain was used because the Markov decision
processes can be used to represent the relationship between
the different states of a process.

Since a set of Markov chains is generated as a result of
the interaction of the user with the electronic equipment, it
is possible to calculate the entropy variation [17] and thus
measure the degree of disorder in a system. In carrying this
out, the use of entropy was one of the essential techniques
for detecting novelties in our platform and letting it become
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Fig. 1: Operating scenario of the plataform.

more intelligent. In this way, autonomous alerts of an
intelligent kind, are sent to a smartphone when an entropy
variation occurs.

Hereafter is described the operation of our platform con-
structed/implemented, Subsection 3.2, and the model used to
provide more intelligence in our platform, Subsection 3.3.

3.2 Our Hardware and Software Prototyping
The proposed platform to carry out the monitoring of the

electric energy consumption comprises three stages:
• Stage 1 is responsible for the acquisition of data on the

consumption of energy by electronic equipment
• Stage 2 is related to an application that receives infor-

mation and processes it.
• The final stage is responsible for making available the

information about the consumption of electric energy
by the interested parties

Figure 1 shows, in a general way, how the energy con-
sumption remote monitoring platform functions. This was
carried out by creating some WSN prototypes (see diagram
1 in Figure 1) on the basis of mounting Wattmeters (de-
vices that measure electric energy consumption), and Kill-
a-Watt marketed by P31 Company, which are connected to
electronic equipment so that these are able to communicate
with the server. As Wattmeters not have access to any means
of communication was added to them a XBee2 module, in
order to transmit the info about energy consumption for a
server. It was essential to construct an infrastructure for this
(diagram 2, Figure 1) to carry out the monitoring via the

1P3 International innovative electronic solutions,
http://www.p3international.com

2Xbee-pro module datasheet, http://ftp1.digi.com/support/documentation
/90000976G.pdf

WNSs and transmitting the data that was read for Cloud
(diagram 3 in Figure 1). Thus makes it possible to carry out
the remote monitoring through an application for the cell
phone, smartphone, (diagram 4 and 5 in Figure 1).

Thus, the users receive the alerts and access to important
information of energy consumption on the diagram 4 in
Figure 1. It should be stressed that in the “monthly rate of
consumption” field there are color variations with the color
becoming more red as the electricity bill passes beyond the
threshold. The screen on the diagram 5 in Figure 1, carries
out the monitoring through the sectors or in other words,
by means of the consumption measurements for areas such
as the living-room, the kitchen, the bedroom, the bathroom
and the whole surrounding area, only possible because of
the WSN.

3.3 Collecting, Classifying and Detecting Nov-
elties

It is necessary to go through three stages to carry out
a behavioral study of the electronic equipment (the fridge,
television, modem, washing-machine, among others) with
the aim of detecting novelties in a smart grid:

• Data collection in the interactions between the users
using equipment;

• Processing the data collected in an IBL to classify
and obtain behavior equipment standards by means of
Markov chains;

• Calculating the degree of uncertainty of the electronic
equipment through the entropy variation of the Markov
chain.

The stages described earlier will be rearranged hereafter
to improve the presentation of this work.
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3.3.1 Collecting Data

This stage addresses the question of preparing the
database or in other words, the data collection relative to the
problem, as well as its separation both for a set of training
instances and for a set of unknown instances.

According to Morais & Mondaini [15] the data collection
requires very careful analysis to tackle the problem in a
significant way and reduce the risk of ambiguity and errors.
This is because the collected data must not only deal with
routine problems but also exceptions which broaden the
range of the problem.

The energy consumption information is stored in a
database, where real information about the devices is pro-
vided. This database has four attributes: (i) device id; (ii)
power in watts; (iii) date of equipment utilization; (iv) and
period of functioning time.

3.3.2 Classifying and Obtaining the Behavior

This stage outlines the method that has been chosen,
KNN, to classify the data and incorporate them in the
Markov chain. The aim is to obtain standards of behavior
for the electronic equipment.

The choice of KNN was based on two main reasons: (i)
KNN is a simple and efficient classification technique; (ii)
and it can be used in several problems with a low overhead
[18].

Fig. 2: Example of the KNN classification.

Figure 2 illustrates how the input data are classified to
provide a better understanding of the method that is used
for this study.

The graphs in Figure 2 represent the power of an elec-
tronic appliance (at each moment of time) as measured in
time and it is possible to find four distinct kinds of behavior
for energy consumption (unexpected, normal, standby and
disconnected).

As the KNN classifies the input standards for unknown
instances, a new Markov chain is generated to group these
instances to a determined behavior. Thus there are distinct
Markov chains for each time instant of the electronic equip-
ment because at each time instant, the instants can have a
different behavior.

(a) Transtion matrix.

(b) Markov chain.

Fig. 3: Example of a transition matrix and Markov chain, in
the T4 Instant of Figure 2.

In Figure 3, there is an example of a transition matrix
(Figure 3a) and a Markov chain (Figure 3b) for a T4
INSTANT is shown in Figure 2. This is a transition matrix
and a Markov chain which are updated at each time instant
in accordance with the KNN classification. In addition, the
Markov chain (Figure 3b) has arcs that represent a transition
between the states (unexpected, normal and standby) with
their respective probability, P(σ). The objective is to employ
the probability, P(σ), to measure the degree of uncertainty
in the system by detecting novelties/anomalies of an au-
tonomous and intelligent kind.

3.3.3 Detecting Novelty with the Entropy Variation of
Markov Chain

With the set of Markov chains generated, as previously
explained, it is possible to calculate the entropy variation
[17] through the following formula:

H(X) = −
∑
i=1

p(xi) logb p(xi)

Where logb denotes the logarithm of x at base 2 and the
p(xi) is the probability of an event that will be for another
state. Thus, each user interaction with the electronic equip-
ment generates an energy curve, which represents behavioral
changes of the equipment. In section 4 experiments are
realized of the types of novelties found in the equipments.
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4. Experimental Results
The aim of this section is to conduct experiments and

analyze results to validate the proposed method. This was
carried out by mounting a real environment to monitor the
consumption of the electronics equipment in a residence.
In this scenario, the appliances were located in different
rooms and for reasons of convenience, the Arduino gateway
was joined to the router to communicate with the Internet.
The data collection was carried out for the period of three
months and during this time it was possible to observe the
consumption profile of the user.

Figure 4 shows the experiment that was conducted of
the electronic equipment (refrigerator). Figure 4 shows the
entropy variation, where it is possible to notice the standard
behavior (without novelty) between periods 0 to 54 and 71
to 200 minutes and the unexpected behavior (with novelty)
between period 55 to 70 minutes.

(a) Electric energy consumption of the refrigerator during a period
something unexpected happening between 55 to 70 minutes.

(b) Detecting novelty with an unexpected change in the behavior of the
refrigerator according to the Graph 4a.

Fig. 4: Detection of novelties caused by changes in the
behavior of the appliance.

As the Graph 4a show the power consumption with
regard to time, it is essential to observe the behavior of
the refrigerator at each period. Thus, in the time interval
between 55 and 77 (Graph 4b), a sudden alteration in the
entropy can be noted which is caused by a change in the
standard behavior of the appliance (Graph 4a). This abrupt
change came about due to the shut off of the refrigerator
for 15 minutes (see Graph 4a in the between periods 55 to
70 minutes), or in other words, the equipment came out of
its usual state which was not expected. In spite of this, the
entropy variation begins to stabilize after 66 minutes. This
stabilization can occur in two ways: the first is due to a
change in the habits of the user (a question for feedback) and
the second is that in the course of time, the method considers
that the novelty is no longer something unexpected.

Another experiment that was conducted (Figure 5) is
related to the high electric energy consumption of a device
(a router) during a fixed period of time. The graph in Figure
5a is a good representation of this behavior and displays the

power used by the router over a period of time. In this graph
a high energy peak is noticeable in the period from 36 to 43.
Thus the Graph 5b which represents the entropy variation in
a time setting. This finds the occurrence of a novelty at the
same time instant as the Graph 5a due to an abrupt change
in the entropy. In this experiment the stabilization of entropy
variation also occurs as described previously.

(a) Consumption of energy during a fixed period of time
entropy variation: router.

(b) Detecting novelty in eletric energy consumption.

Fig. 5: Detection of novelties with an unexpected increase
of energy consumption.

Figure 6 shows the eletric energy consumption of the
washing machine. This appliance is not turned on con-
stantly in the outlet, hence consumption data of this equip-
ment are not behaved, unlike the refrigerator, router and/or
freezer, which are constantly connected. Equipments that
have similar characteristics to the washing machine, such as
microwaves, coffee and/or televisions, despite having data
no behaved it is possible to detect the novelties described
previously. Graphs 6a and 6b illustrate this scenario. Note
that at the beginning of 3rd week (Graph 6b) there was an
increase in the entropy variation. This increase is explained
by two reasons: (i) increased consumption of electricity
energy in 3rd week, compared to the previous weeks; (ii)
and changes in the habits of the user at the beginning of the
3rd week.

An analysis of the obtained data was also conducted with
the purpose of validating the experiments. The aim is to
estimate the power of classification and/or detection of the
method employed for a correct state with regard to the
behavior of the electronic equipment. This required statis-
tical measurements such as : sensitivity/recall, precision,
specificity and accuracy, which are used to estimate the
performance of the proposed solution. The ultimate goal is
to investigate the feasibility of employing entropy variation
to detect novelties in mobile devices.

Int'l Conf. Wireless Networks |  ICWN'13  | 231



(a) Electrical energy consumption of the washing machine, occurring
on the 3rd week a significant increase in energy consumption and/or
a change in the habit of the user.

(b) Detecting novelty in the same time instant as the Graph 6a.

Fig. 6: Detecting novelty in electronic equipment, washing
machine, which data not behaved.

According to Fawcett [8] these statistical measurements
have inherent features since the sensitivity of the total
number of samples is really positive (true positive); the
precision is the the total number of examples classified as
positive but which are not always so, or in other words,
true negative; specificity is the opposite of sensitivity and
in its negative classifications, only imports those that are de
facto negative (false positive) and accuracy makes it possible
to analyze how precise the method is when appropriately
classifying the behavior of an appliance. These statistical
measures are calculated from a confusion matrix shown
in Figure 7, which evaluates the results based on the loss
caused.

Fig. 7: Statistical measures calculated from the confusion
matrix.

Were carried eight partitions of the samples of the dataset
collection of three months. Each partition of the dataset was
divided in 25% of training instances and 75% of the tests
instances. This technique is known as hold-out, in which the
database is divided in two sets (training and test set) [14].
For does not exist degree of dependence in the experiments,
the division of training and test set was randomly replicated
8 times. The replications in the same subset have the aim
to contemplate the various behaviors that users have (for
example, different behavior at the end of the week compared
to other days).

The Results shown in Figure 8a (using 95% of confidence

interval) were very satisfactory since the sensitivity, preci-
sion, specificity and accuracy obtained 87%, 78%, 79%, and
83% respectively. In addition, Figure 8b displays a Receiver
Operating Characteristic (ROC) graph where the axes y and
x represent the rate of true positive and the rate of false
positive respectively, allowing intuitive visualization of the
efficiency of the method. Since Point A (Figure 8b) is located
in the region that shows good results, it can be found at a
point that approximates to a perfect classification known as
ROC Heaven (Point B).

(a) Statistical measurements.

(b) ROC Graph.

Fig. 8: The results obtained through statistical measure-
ments.

In this way, on the basis of the entropy variation it is
possible to send alerts to the user of the equipment in a
smartphone.

In the next section, there is a discussion of the experiments
that were conducted

4.1 Discussion of the Results
In this section, there is a discussion of the results obtained

with a view to investigating the influence of the method in
our platform.

On the basis of the experiments carried out, two types of
novelty (qualitative and quantitative) could be seen when the
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entropy variation of the Markov chain was employed:
• The first, shown in Figure 4, occurs when there is an

abrupt change in the standard behavior of the electronic
equipment or rather there is a difference in its habitual
state and it passes from State x to State y, which is
unexpected. (qualitative).

• The second, shown in Figure 5, occurs when the elec-
tronic appliance begins to consume more energy than
expected during a determined period. (quantitative).

Although they have two types of novelty, both are able
to be stabilized in the error, as can be observed in figures
4b and 5b. From the user standpoint, this can be regarded
as an advantage. The reason for this is that if the user does
not want to change his behavior when faced with defective
equipment or an excessive consumption of electricity, the
method used will not cause inconvenience with regard to
his alerts.

Another advantage concerns the messages sent to the users
since the alerts are essential to allow people to make changes
in their habits and even achieve a reduction in their electric
energy consumption. The reason for this is that when they
measure their consumption quantitatively, they can make
intelligent choices with regard to their use of energy.

In the light of this analysis, it can be claimed that the
method has a satisfactory performance and means that the
solution for this study is viable for use in our platform.
Moreover, the statistical measurements obtained results that
were similar to those of the authors [1], [3] and [19] in the
area of machine learning.

5. Conclusion and Future Work
In undertaking this study, a striking feature was the

importance of using a classifier system to detect novelties
in electronic equipment, in view of the growing demand for
electricity on the part of industry, businesses and residential
dwellings in recent years. accordingly, it is essential to
explore intelligent ways of allowing a reduction in electric
energy consumption in every electronic appliance and en-
courage consumers to adopt efficient measures.

Through an analysis of the results, it was possible to
know the degree of efficiency of the method employed
because the statistical measurements yielded good results
in the experiments. Hence it has become feasible to apply
the solution of the problem in our plataform so that those
concerned can receive alerts in the mobile devices (in our
application, with the Android platform) when something
unexpected occurs in their equipment.

The main contributions of this paper are as follows: (i)
We use a WSN for the construction of a prototype, where
it monitors the energy consumption of electronic equipment
individually; and (ii) Intelligent method (absolutely nonin-
trusive) based on the concept of ML to detect novelty in a
monitored environment.

As a means of giving continuity to the work that has been
carried out here, the implementation of a flexible interfaces
for the end-users as done in [10] can be cited for future
studies.
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Abstract— This paper presents a novel multihop routing 
protocol, which aims to simultaneously minimize data 
aggregation latency and maximize network lifetime. The 
protocol constructs a dynamic greedy growing tree (GGT) 
from sink to all sensor nodes. Latency and energy 
consumption minimization priority rules are applied to node 
selection at each step in the tree construction process. 
Latency minimization rules are applied first, and then 
energy consumption priority rules are applied to break any 
ties. The tree is constructed periodically to balance the 
energy consumption of nodes across the network. Priority 
Rules consist of the number of interfering neighbors, 
residual energy of senders and receivers, link quality, and 
load balancing. MATLAB simulations show that the 
proposed Energy Efficient Greedy Growing Tree (EEGGT) 
has the same latency performance as basic GGT.  However, 
EEGGT significantly outperforms basic GGT, Static GGT 
(SGGT) and Dynamic GGT (DGGT) in terms of network 
lifetime. 

Keywords— minimum delay routing, maximizing network 
lifetime, minimum delay data aggregation scheduling. 

 INTRODUCTION I.

A common difficulty encountered in the design of multi-hop 
routing protocols for wireless sensor networks (WSNs) is to 
minimize the delay and to simultaneously maximize network 
lifetime. These two goals seem to oppose one another. A 
routing protocol which aims to minimize delay usually 
achieves that goal by trading off network lifetime, and vice 
versa. On the one hand, a delay oriented routing protocol 
will typically chose the same subset of nodes in a portion of 
a route for data relaying purposes, simply because they 
represent distribution points in a least delay path. A such, 
these nodes will lose their energy before other nodes, since 
they have more work to do in terms of relaying radio 
messages and data processing. Consequently, the network 
suffers premature death. On the other hand, a network 
lifetime oriented protocol will typically choose a longer 
delay path, suitably because the nodes along that path have 

more energy than others. But, this network lifetime resultant 
path will consist of more hops than the least delay path; this 
results in a longer delay route. As such, more energy will be 
used, simply because there are more hops along the path. 
More nodes will be forced to perform radio relaying and 
data processing tasks, which means a higher total energy 
consumption amount, consequently leading to premature 
network death. A common goal in multi-hop routing 
protocols for wireless sensor networks (WSNs) is to achieve 
a compromise between minimizing the delay and 
maximizing network lifetime.  

An approach of achieving both goals simultaneously is to tie 
together the decision making rules of both goals with a 
common parameter that constrains the design of each. One 
such parameter is data aggregation. Data aggregation can be 
used to significantly reduce the amount of consumed energy 
in a network, since, in an aggregation enabled network, the 
nodes along a routing path work together to reduce the 
representation of sensor readings by performing averaging, 
min/max, data compression, data merging, etc. This 
significantly reduces the size of radio transmissions, albeit, 
at the cost of increased data processing, but, it is well known 
that the cost of radio transmission far exceeds that of data 
processing. By decreasing the amount of radio 
transmissions, this increases the network lifetime. 

A bridge connecting data aggregation and maximizing 
network lifetime with minimizing delay is to choose a 
minimum delay path such that the opportunity of parallel 
transmissions are maximized. When a protocol forms a 
minimum delay path, it should do so by choosing nodes in 
the path, which allow other nodes the opportunity to transmit 
simultaneously without interfering with the chosen nodes’ 
transmissions. In this way, there is more opportunity to 
perform data aggregation, resulting in decreasing the amount 
of consumed energy, while at the same time, minimizing the 
delay. Another benefit of maximizing parallel transmission 
is that the total amount of interference is reduced, thus 
saving the network even more energy by reducing the cost of 
retransmission due to collisions. 
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Other parameters that can be used to unify the goals of 
minimizing delay in a network and maximizing network 
lifetime are choosing nodes to take part on routing based on 
their residual energy; choosing destination nodes based on 
link quality; and choosing nodes to maximize load 
balancing. This paper presents a novel routing protocol for 
WSNs, which aims to minimize the delay while 
simultaneously maximizing the network lifetime, by 
unifying the two goals with parameter constraining decision 
making processes based on data aggregation, residual 
energy, link quality, and load balancing. 

The remaining sections of this paper are organised as 
follows. Section 2 presents related work in routing protocols 
for minimizing the delay and maximizing network lifetime. 
Section 3 gives the system model. Section 4 discusses the 
proposed protocol, which incorporates node residual energy, 
edge link quality, and network wide load balancing into the 
decision making process of a modified minimum latency 
aggregation scheduling (MLAS) protocol [1], [2]. Section 5 
describes the experiments and simulations which compare 
the proposed protocol with basic MLAS. Section 6 
concludes the paper and gives future work. 

 RELATED WORK II.

Minimum latency aggregation scheduling (MLAS) is a well-
known problem of constructing minimum delay routes by 
minimizing the number of time slots in routes and 
incorporating data aggregation [1]. Most of the previous 
MLAS work use two consecutive independent phases, i.e., 
tree construction phase and edge scheduling phase (time slot 
scheduling phase) [1], [3], [4], [5]. Two notable approaches 
are Chen et al.’s approach [4], which is based on the shortest 
path tree (SPT), and Huang et al.’s [3] and Wan et al.’s [1] 
approach, which is based on the dominating set tree (DST). 
However, two-phase approaches have some significant 
problems: First, the degree of latency varies greatly, even 
within the same algorithm, depending on the tree constructed 
initially. Second, the opportunity of parallel transmissions 
among nodes would decrease because the role of leaf nodes 
and non-leaf nodes are predefined. Therefore, Tian et al. [2] 
proposed a new aggregation scheduling by defining a greedy 
growing tree that only depends on one phase approach. This 
method easily assigns a minimum number of time slots for 
all the sender-receiver pairs. In all of the aforementioned 
works, the energy consumption of the network is largely 
ignored, and consequently, the network, while having 
minimum latency routes, dies prematurely, due to a large 
imbalance in node residual energy. This paper presents a 
novel routing protocol for WSNs, which starts with the work 
of MLAS [1], [2], and modifies this work by incorporating 
node residual energy, edge link quality, and network wide 
load balancing into the route formation decision making 
process. 

 SYSTEM MODEL III.

Consider a network G = (V, E) with V sensor nodes and E 
edges.  There is only one sink node b ∈ V.  Moreover, the 
communication graph of the network should be a digraph 
obtained from G by replacing each link in G with two 
oppositely directed edges u → v and v → u. That means all 
the sensor nodes are located in Euclidean plane and are 
equipped with omnidirectional antennas. Furthermore: 

1. All nodes have the same fixed transmission radius r. 
2. For simplify the problem, the interference range equals 

to the transmission radius, ρ = r. 
3. Each node works in half-duplex mode, so that it can 

either send or receive at one time slot. 
 

Fig. 1 shows an example network. Two pairs of 
communication edges S1→D1 and S2→D2 are interference 
free because the two line segments (S1, D2) and (S2, D1) are 
both longer than ρ.  However, S1 → D1 and S2 → D4 are 
exclusive interference edges that cannot be scheduled in the 
same time slot. In the subset of edges that belongs to 
interference free, multiple transmissions can be assigned in a 
same time slot. This model is referred to as the protocol 
interference model [6]. 

 

 Protocol interference model: Each node has a unit Fig. 1
transmission radius and an interference radius. 

Energy Model 

The energy model used in this work is the same as in [7]: 

∈
	

	
 

(1) 

	
 is the total energy consumption of the whole network. 

k is the number of bits received and sent by node i, r is the 
transmission distance. The and  are the energy 
consumption in reception and transmission, respectively. 

 is the electrical energy required for the circuits in 
receiver and transmitter. The amplification energy for 
transmission is denoted by . 
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Latency Model 

Consider the network G = (V, E) with V sensors. Define Ci 
as a subset of V. Therefore, the data aggregation process is a 
sequence of subsets C1, C2 . . . CK, CK+1 that satisfy the 
following conditions. 

1. Ck1 ⊃ Ck2,  ∀ 1  k1 < k2	  K + 1 
2. C1 = V, and CK+1 = Sink 
3. Data packets are gathered from all the sensors to the 

sink from CK to CK+1 in time slot K. 
 
Generally, the value of K is defined as the data aggregation 
latency. 

 ENERGY EFFICIENT GREEDY GROWING TREE IV.

The proposed algorithm modifies and extends the work done 
by Tian et al. [2]. In their paper, a Greedy Growing Tree 
(GGT) is proposed to schedule the aggregation process in a 
reverse order. In this algorithm, the spanning tree is 
constructed step by step, and the allocated time slot for each 
link is assigned along with the tree construction. In this way, 
the tree formation process starts from the sink. In the 1st step, 
the sink acts as the parent (receiver), and the algorithm 
searches for a child (sender). A sender is chosen based on a 
set of priority rules. This sender is connected to the sink and 
assigned a specific time slot. Any other node that is out of 
the interference range of the chosen node, but in the 
transmission range of the sink, is assigned the same time 
slot. In the 2nd step, the chosen node and any other nodes 
chosen (which was out of the interference range) in the 1st 
step now act as parents, and the algorithm searches and 
chooses the next sender (child). Similarly, any other node 
that is out of the interference range of the chosen node, but 
in the transmission range of the previously chosen parent(s), 
is assigned the same time slot. This continues until all of the 
sensors are connected to the spanning tree and every link has 
been assigned a specific time slot. 

The basic idea of GGT is to construct larger and larger 
spanning trees rooted at the sink: It starts by considering the 
sink as the only node in the tree and tries to find the sender; 
in each subsequent round, all non-leaf nodes of the 
temporary spanning tree are the candidates of receivers; and 
all leaf nodes are the candidate of senders [2]. However, the 
GGT is only proposed to address the MLAS problem. In our 
system model, we also have to consider about the energy 
consumption by all the sensors. In order to expand the 
lifetime of the network, we have to balance the energy 
consumed by each node. Obviously, in the spanning tree of 
the network, non-leaf nodes consume more energy than the 
leaf nodes. A leaf node has only one link, i.e., for 
transmitting its own data packet. Thus, the energy consumed 
by leaf nodes can be represented as: 

 (2) 
A non-leaf node has more than one link. There is one link 
for transmission, and i links for receiving data packets from 
all of its children nodes (e.g. the number of children is i, 
where (i ≥ 1 and i is an integer)). 

	

	
1 	 . 

(3) 

 
The next step describes how to select the <sender, receiver> 
pairs in each round. The goal is to maximize the opportunity 
of parallel transmissions and balance the energy 
consumption by deciding which node should have larger 
value of i and which one should has smaller value of i. The 
proposed algorithm favors the minimization of latency by 
applying the priority rules of [2] firstly, and then, secondly, 
it applies the node residual energy, link quality, and load 
balancing constraints to the <sender, receiver> selection in 
each step of the tree construction process. 

Basic Greedy Growing Tree (GGT) 

The MLAS problem can be solved by using the priority rules 
with the GGT of [2]. This work asserts that the selection of 
<sender, receiver> pairs should be considered as beneficial 
for both current and later rounds, and the choices that benefit 
later rounds have priority. Thus, they define a Priority Rule 
for selecting proper <sender, receiver> pairs. To facilitate 
the discussion, the following definitions and notations are 
used: 

Neighbor (I, V’) The set of neighbors of a node i in a 
node set V’ of G. 

NumNeigbor (I, V’) The number of neighbors of a node 
i in a node set V’ of G. 

NumNeigbor (I, V’\Z) The number of neighbors of a node 
i in a node set V’ but not in Z of G. 

Sizeof(V’) the number of nodes in a node set 
V’  of G. 

EnergyOf(i) the remaining energy of sender. 
EnergyOf(j) the remaining energy of receiver. 
 
Now, consider the network G = (V, E), let r as round index 
and Tr to be the temporary tree. The Priority Rules of GGT 
can be presented as follows: 

Priority Rule 1: First, sort all the nodes based on the 
increasing order of NumNeigbor (I, Tr). 

Priority Rule 2: For nodes with the same order by Rule 1, 
sort them based on the increasing order 
of NumNeigbor (I, Tr \Z). 

Priority Rule 3: For nodes with the same order by Rule 1 
and Rule 2, sort them based on 
lexicographic order. 
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The basic GGT algorithm uses he above rules to select 
<sender, receiver> pairs. As mentioned, this paper modifies 
and extends these rules to incorporate maximization of 
network lifetime. To better understand the extensions and 
modifications, the motivation and effect of the basic priority 
rules are explained first. 

Fig. 2 shows an example wireless sensor network with 20 
nodes. In this network, there are only two nodes in the 
temporary tree which are represented by color black. Now, 
consider the order of nodes a; b; c; d with Priority Rule to 
decide the sequence of adding them in the tree. 

 

 Example network for Priority Rules. Fig. 2

Based on the properties of node a; b; c; d as shown in the 
Table, we can use the Priority Rules to determine the order 
of adding in the tree for nodes a; b; c; d. 

Step1.  Increasing order by Rule1:  b = c = d < a 
Step2.  Increasing order by Rule2:  c = d < b 
Step3.  Lexicographic order by Rule3:  c < d 
Step4.  Final order:  c < d < b < a 

Therefore, node c has the highest priority and node a has the 
lowest priority among these four nodes. Accordingly, the 
algorithm would choose node c as the child of the parents, 
and node c becomes the parent for the next step. In next 
section, this example will be used again to explain the 
rationality of Priority Rule. 

Rationale of GGT 

According to the example network shown in Fig. 2, the GGT 
algorithm may be analyzed as follows: 

For Rule 1 (Comparing nodes a and b): 

Node a has two parents in the tree, but b only has one. For 
node a, all the neighbors of its two parents might be the 
sender in subsequent rounds. All of them would interfere 
with a, because two parents are definitely in a’s transmission 
range. However, only neighbors of one parent would 

interfere with node b. Accordingly, we can say that b has 
more opportunity in parallel transmission than node a. Thus, 
node b has priority over node a. 

For Rule 2 (Comparing nodes b and c): 

Node b and c have the same number of neighbors in the tree. 
That is the reason why we need Rule 2. Node c has less 
number of neighbors outside of the tree than node b. That 
means if b or c acts as receiver after they join in the tree, 
choosing c may increase the opportunity of parallel 
transmission because it only has four potential senders. Only 
four potential transmissions would interfere with c in this 
way, but for b, the number of potential transmissions is 
seven. 

Rule 3 is actually only used for braking the ties; so, it 
provides no help in addressing the MLAS problem or the 
maximizing the network lifetime problem. 

With the above analysis of the Priority Rule, we find that 
each rule is reasonable for its particular situation. However, 
the reason why Rule 1 has higher priority than Rule 2 is not 
quite obvious. In fact, the following discussion shows that 
Rule 2 might have higher priority in certain circumstances. 
Let’s consider a special case as shown in Fig. 3. 

 

 Special case for Priority Rule. Fig. 3

Considering the scenario indicated by Fig. 3, node b would 
be given higher priority than node a, with the help of Rule 1. 
But, it is apparent that more collisions might occur if node b 
was chosen.  

Special Node Processing in Basic GGT 

The basic GGT algorithm proposed in [2] applies a higher 
priority to special nodes, such as the so called Articulation, 
Pilot and Critical nodes. Their rationale behind the special 
treatment stems from their concern that the network might 
become partitioned if these special nodes were not treated 
with higher priority than Priority Rule 1. They define an 
Articulation node as a node through which the traffic of a 
subset of other nodes T ⊃	 G must pass in order to be 
received by the sink. And, if this articulation node is not 
given higher priority, then the subset T would be cut-off 
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from the sink. However, our simulations show that the 
Articulation, Pilot, and Critical nodes are not necessary to 
consider first. Therefore, all the nodes can be treated equally 
and ordered simply by the Priority Rule if we only consider 
addressing the MLAS problem. So in our new routing 
protocol, the special treatment of nodes has been removed 
and the simulation shows no ill effects on the aggregation 
latency. 

Energy Efficient Extension to Basic GGT 

Since the network lifetime is significant in WSNs, we now 
take the energy consumption into account. There are two 
limitations in GGT algorithm: First, Rule 3 has no 
contribution in minimizing latency. Choosing a 
lexicographic order means that the order of the nodes would 
remain the same all the time. However, the order made by 
Rule 3 can be more useful if it is based on the remaining 
energy of the nodes. Second, GGT does not mention 
anything about the link selection; it only focuses on node 
selection. That means even if a node is chosen in a specific 
step, the link selection among all the possible links for this 
node is random. This process can also be modified if the 
quality of the link can be taken into account. Notice that if 
we do not change Rule 1 and Rule 2, the latency would not 
be changed (This latency is denoted as τ ). 

Energy Efficient Extensions 

1. The static GGT can be easily changed to dynamic if the 
tree is reconstructed periodically. The minimum time of this 
periodic interval is set to the time required to completely 
gather the data from all the sensor nodes in the network; as 
such, this interval is the latency for one round τ. After every 
interval τ, the GGT is reconstructed. The added benefit of 
this modification is that the sensor load and energy 
consumption may be more balanced, different nodes will 
generally take part in the routes, since the link selection is 
random in the Priority Rules. 
2. Rule 3 can be replaced by sorting the nodes in decreasing 
order of the remaining energy of each node. In this case, the 
node which has higher remaining energy would be chosen 
first. Since a node entering the tree has a higher chance to be 
a non-leaf node than the remaining nodes, with this 
extension, better energy balancing can be achieved, since a 
non-leaf node requires more energy in its role. (The number 
of links on a specific node is proportional to the priority of 
the node.) 
3. Alternatively, Rule 3 can be replaced by sorting the 
nodes in decreasing order of link quality. The link quality is 
defined as min{EnergyOf(i), EnergyOf(j)}. The rationale 
behind this extension is that it would make more energy 
conserving sense to choose the node with the higher link 
quality than other contenders. For instance, if a node had 
higher residual energy, but its receiver had very low residual 
energy, then choosing that node would not be a good choice. 

Instead of choosing the node with higher remaining energy, 
this extension proposes to choose the best link between 
sender and receiver nodes. 
4. Moreover, Rule 3 can be replaced by sorting the nodes in 
decreasing order of receiver residual energy. This extension 
proposes to sort the nodes in decreasing order of 
max{EnergyOf(j)}, where j is the index of nodes in the tree 
which can act as the receiver of this specific new sender. 
5. Finally, the link quality between the sender and receiver 
may not be the most energy efficient choice, particularly 
when the receiver is over loaded. The basic GGT does not 
consider the number of links on the existing nodes in the 
growing tree. When a node is chosen by the Priority Rules in 
a certain step of the GGT algorithm, an arbitrary parent of 
the growing tree is chosen as the receiver of the chosen 
node’s traffic. Perhaps, this is the closest parent. Many such 
nodes may also be sending their sensor data to this same 
arbitrarily chosen parent, and this parent would consume 
more energy than other parents in the range of the chosen 
node, thus leading to premature network death. It would be 
better to incorporate the number of links currently being 
handled by the parent into the decision making process. This 
extension proposes to use set the priority of parent node 
selection to be proportional to its remaining energy and 
inversely proportional to its connections. More details would 
be discussed in simulation part based on Fig. 13. 
 
Algorithm for Energy Efficient GGT 

Table 1 gives the one-round of the tree construction process 
proposed in the paper. 

Table 1 Modified basic GGT construction algorithm. 
Step Action 

0 
Initialization: Start from the sink node by regarding 
it as the only node in the Tr, r ← 1. 

1 
Adopt Rule 1: Choose the node which has highest 
priority in Rule 1 as the next member. 

2 
Single Node Case: If  only  one  node  is  chosen  by  
Rule  1,  go to  Step  6. Otherwise, continue. 

3 
Adopt Rule 2: Choose the node which has highest 
priority in Rule 2 as the next member. 

4 
Single Node Case: If  only  one  node  is  chosen  by  
Rule  2,  go to  Step  6. Otherwise, continue. 

5 

Remaining Energy judgement: Choose the node 
along with the best link by choosing the one which 
has higher min{EnergyOf (i), EnergyOf (j)}. If more 
than one node is chosen, determine the selection 
based on max{EnergyOf (i)}. If the final decision is 
still uncertain, choose the link randomly. Goto Step 7.

6 

Link selection: Connect the best link which has 
max{EnergyOf (j)} or max{EnergyOf (j)/(number of 
j’s childs + 1)}. If more than 1 link has the highest 
remaining energy, then choose it randomly. 

7 
Iteration Rule: r ←r + 1, if r ≠ V, go to Step 1. 
Otherwise Stop. 
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The algorithm shown in Table 1 indicates one-round tree 
construction. In simulation, the tree would be reconstructed 
every time period τ. The details of the algorithm for Rule 1, 
Rule 2 and interference judgement can be found in [2]. So 
next, only the detailed algorithm for energy judgement is 
listed in the following. 

Table 2 Energy balancing algorithm. 
Step Action 

0 
Initialization: The initial energy of each node is set 
as E0 and energy of sink is assumed to infinity. 

1 

Attribute update of each potential candidate: 
After finding out the potential candidate for the tree 
(based on the transmission range), update their at- 
tribute  of  energy  from  its  own  remaining  
energy   to min{EnergyOf (i), EnergyOf (j)}. 

2 

New Rule: If a winner cannot be obtained after 
Rule 1 and 2, then compare their attributes of 
energy derived from step 1. If multiple nodes still 
have the same attribute of energy, then perform a 
random selection. 

3 

Decide its parent in the Tree: Two different ways: 
1: choose the parent which has max{EnergyOf (j)}. 
2: choose the parent which has max{EnergyOf 
(j)/(number  of  j’s childs + 1)}. 

4 

Complete the tree construction and start 
transmitting: Data aggregation starts after the tree 
is constructed. At the end of each round, calculate 
the remaining energy of each node. 

5 

Renew status: After each round of transmission, 
remove the dead ones and renew the status of each 
node for next tree construction process. And go 
back to Step 1. 

 
There would be 2 main phases in the whole process. In the 
1st phase, the tree construction process is performed time4-
slot-by-timeslot until all the nodes are added in the tree. In 
the 2nd phase, data transmission is performed. After each 
round of data transmission, the tree is reconstructed. 

EEGGT for Example Network 

Consider an example network with 12 sensor nodes and one 
sink. Small letters indicate the index of all the nodes and 
their remaining energy are represented by different 
numerical numbers. Assume that the remaining energy of the 
sink is positive infinite and energy consumed in transmission 
and reception are 2 units and 1 unit respectively. The initial 
network is shown in Fig. 4. 

  

 Initial network for tree construction. Fig. 4

In the first round, the tree construction starts from the sink. 
Obviously, node a; b; c are the next potential members in the 
tree. By adopting Rule 1, three nodes get the same order. 
Then we need to use Rule 2, a and c have higher priority 
because they have less number of neighbors not in the 
temporary tree. In order to determine the selection between 
node a and c, the remaining energy judgement in step 5 is 
necessary. With all the criteria illustrated above, ‘a → sink’ 
is chosen in the first time slot s1. Next, the node b, c, d, and 
e become the candidates of potential members. With Rule 1, 
we get an order c = d = e < b. Since some nodes have the 
same order, Rule 2 is applied to figure out a new order, thus 
we have c < d < e < b. Apparently, the next member c can 
be chosen and d can be chosen simultaneously in time slot s2 
because of the interference free judgement. This tree 
construction process continues regarding to the Energy 
Efficient GGT algorithm until all the nodes are connected in 
the spanning tree. This process is completely shown in Fig. 5 
(A). 

 

 (A)Tree constructed in 1st round.  (B)Tree Fig. 5
constructed in 2nd round. 
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However, after one round data aggregation process, the 
remaining energy of the nodes changes to the situation in 
Fig. 5 (B). We can easily find out the difference of the 
output of (A) and (B). The tree reconstructs in a different 
way because the factor of remaining energy affect the node 
selection and link selection. For instance, node h is chosen in 
the last order in both (A) and (B), but they select different 
link for h. In (A), node d has the highest remaining energy of 
9, so it is more suitable to be the receiving node of h. In (B), 
node e has the highest remaining energy of 6 because d 
consumed more energy in the first round than e, which 
means h → e becomes a better choice. 

This example shows that the Energy Efficient GGT 
algorithm does really balance the energy consumption 
among all the nodes by periodically reconstructing the data 
gathering tree. Moreover, the latency caused in (A) and (B) 
is the same in 7 time slots. In other words, Energy Efficient 
GGT algorithm maintains the latency of traditional GGT 
algorithm in solving MLAS problem, but, it improves the 
GGT algorithm by increasing the network lifetime. 

 SIMULATION V.

First, randomly deploy N sensors into a square region with 
edge length L; the density of node is determined by O(N/L2). 
Besides, the sink and all the sensors have a same 
transmission range λ. In multi-hop communications, the 
networks are considered to be fully connected when all the 
nodes are reachable. The connectivity depends on the radio 
range; thus, the radio range of the nodes should be 
configured optimally.  In the simulation, we choose N = 50, 
L = 50 so that O(N/L2) = 0.02. In order to ensure the 
network connectivity, λ has 3 different values 15; 20; 35. 
Since the network deployment and the location of sink have 
great impact on the performance, two different sensor 
networks with sink located at the corner and center, 
respectively, were setup. The remaining simulations are all 
based on the networks shown in Fig. 6 and Fig. 7. 

 

 Random deployed sensors network with sink located Fig. 6
at the corner. 

 

 Random deployed sensors network with sink located Fig. 7
at the center. 

The location of the sink does not only affect the time 
scheduling for data aggregation, but also leads a great 
difference in performance of network lifetime. 

Figure 8 examines the correctness of my idea that 
considering special nodes is almost useless. Modified GGT 
shows almost the same performance in aggregation latency 
with traditional GGT; however it simplifies the time 
scheduling process by removing the step for considering 
local optimization which may be caused by some special 
nodes. 

 

 With sink at the center, the performance of Fig. 8
aggregation latency. 

Traditional GGT is considered as a static transmission 
process which means that the tree would never be changed, 
it is denoted as SGGT. On the other hand, the tree 
construction can be re-built every round based on the 
remaining energy of the sensors, this process is called 
DGGT. EEGGT is an energy efficient GGT which is based 
on our proposed algorithm; the MLAS problem, remaining 
energy of each child node and parent node, the link quality 
and energy balancing are all taken into account. Simulation 
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ends when there is no path to the sink, meaning that all 
neighbors of sink are out of energy. 

In Fig. 9, we can easily find that EEGGT has longer network 
lifetime that it runs more rounds based on the same random 
sensor network. And in this situation, only EEGGT makes 
all sensors exhausted; this implies the energy balancing 
performance of the protocol. The difference would be more 
obvious for lower network nodes density. 

 

 With sink at the corner, the performance of network Fig. 9
lifetime. 

Consider the sink located at the center of the field in Figure 
10. Using EEGGT still has advantage in expanding network 
lifetime and we can find that SGGT has more live nodes 
remaining when the network has been already collapsed 
(neighbors of sink are all running out of energy). However, 
the EEGGT method best balances the energy consumption. 

 

  With sink at the corner, the performance of network Fig. 10
lifetime. 

Keep the sink located at the corner and change the trans- 
mission range λ = 15 and 35 to see the difference. The 
longer transmission range leads to more choices for selecting 
new < sender, receiver > pair.  In Fig. 11, the choices of 
choosing new node and adding new < sender, receiver > 

pairs are highly limited by the transmission range λ = 15. If 
the tree construction process is static, the network breaks 
down very fast. However, for DGGT and EEGGT, since 
they will reconstruct the tree in every round, they can choose 
different new < sender, receiver > based on current 
remaining energy of nodes. In this case, SGGT shows 
significant inferiority in network stability and lifetime. 
Whereas, EEGGT still performs better. 

 

  With λ = 15, the performance of network lifetime. Fig. 11

Figure 12 indicates another problem of the network. When λ 
is relatively high, the simulation can last for many rounds 
even the number of live nodes is very small. Since the sink 
can reach most of the nodes in this extreme case, the 
network turns to be very similar to direct transmission after 
some long distance nodes died. 

 

  With λ = 35, the performance of network lifetime. Fig. 12

Actually, when we have already made the decision on which 
new node to add in the tree, it is not optimal for energy 
consumption if we choose to connect the parent which has 
higher remaining energy. Because, the tree is reconstructed 
at the beginning of next round, the data transmission and tree 
construction is not working simultaneously, which means 
that maybe a lot of nodes would choose the same parent in 
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one tree construction process. So, some nodes would deplete 
its energy very fast. We can also consider the number of 
child nodes of these potential parents, which should be 
inversely proportional to the priority of parent selection. As 
in 2- EEGGT, each new added node chooses its receiver 
which has max{EnergyOf (j)/(number of j’s childs + 1)}, the 
performance is enhanced in a certain extent as shown in Fig. 
13. 

 

  The performance with different parent searching Fig. 13
method. 

 CONCLUSION AND FUTURE WORK VI.

In this paper, a modified greedy growing tree EEGGT is 
proposed. It simplifies the original GGT by removing the 
process of differentiating special nodes.  And EEGGT  does 
not only aim to minimize the aggregation  latency  in  multi-
hop wireless sensor networks, but also balance the energy 
consumption so that expanding the lifetime of the network. 
Though minimizing data aggregation time is still considered 
in the first place, the proposed novel protocol shows good 
energy efficiency. Simulation demonstrates that EEGGT has 
nearly the same performance in minimizing latency as 
traditional GGT. Furthermore, this modified protocol has 
much better energy saving and balancing. Moreover, 
numerical experiment also indicates that different parent 
searching method would lead to a great difference in the 
performance of network lifetime. However, the Minimum 
Aggregation Latency Problem and Energy Efficiency 
Problem are considered separately with different priority in 
this work. Future work can consider to set up joint rules for 
finding new <sender, receiver> pairs for these two goals. 
Besides, the transmission range is assumed fixed and same 
for all the sensors in this paper. For a more general case that 
sensors could adjust their transmission radius, the tree 
construction process would be much more complicated for 
the difficulty in interference judgement. And it needs to be 
considered as a Minimum Spanning Tree. 

 

REFERENCES 

[1] P. J. Wan, C. H. Huang, L. Wang, Z. Wan and x. Jia, 
"Minimum latency aggregation scheduling in multihop 
wireless," in Proceedings of the tenth ACM international 
symposium on Mobile adhoc networking and computing, 
New York, 2009.  

[2] C. Tian, H. Jiang, C. Wang, Z. Wu, J. Chen and W. Liu, 
"Neither shortest path nor dominating set: Aggregation 
scheduling by greedy growing tree in multihop wireless 
sensor networks," IEEE Transactions on Vehicular 
Technology, vol. 60, pp. 3462-3472, 2011.  

[3] S. H. Huang, P. J. Wan, C. Vu, Y. Li and F. Yao, 
"Nearly constant approximation for data aggregation 
scheduling in wireless sensor networks," in 26th IEEE 
International Conference on Computer Communications, 
2007.  

[4] X. Chen, X. Hu and J. Zhu, "Minimum data aggregation 
time problem in wireless sensor networks," in 
Proceedings of the First international conference on 
Mobile Ad-hoc and Sensor Networks, Heidelberg, Berlin, 
2005.  

[5] V. Annamalai, S. Gupta and L. Schwiebert, "On tree-
based convergecasting," vol. 3, pp. 1942-1947, March 
2003.  

[6] P. Gupta and P. Kumar, "The capacity of wireless 
networks," Transactions on Information Theory, vol. 46, 
pp. 388-404, March 2000.  

[7] W. Heinzelman,, A. Chandrakasan, and H. Balakrishnan, 
"Energy efficient communication protocol for wireless 
microsensor networks," in Proceedings of the 33rd 
Annual Hawaii International Conference, 2000.  

 

 

242 Int'l Conf. Wireless Networks |  ICWN'13  |



Enhancing Productivity of Costs and Energy through VNC 

and SAN 
 

Sheida Shirazi
1
, Mohammad Heidari Reyhani

 2
, Mohammad Ganji

3
, Marjan Abdyazdan

4 

1
Department of Computer Engineering, Mahshahr branch, Islamic Azad University, Mahshahr, Iran. 

e-mail: shirazi85@gmail.com 
2
Department of Computer Engineering, Mahshahr branch, Islamic Azad University, Mahshahr, Iran. 

e-mail: mohammad.hr2010@gmail.com 
3
Department of Computer Engineering, Tarbiat modares University, Tehran, Iran. 

e-mail: m_ganji2011@yahoo.com 
4
Department of Computer Engineering, Mahshahr branch, Islamic Azad University, Mahshahr, Iran. 

e-mail: m.abdeyazdan@mahshahriau.ac.ir , abdeyazdan87@yahoo.com 

 

 

Abstract  
SAN, which stands for Storage Area Network, is a data 

sharing architecture widely used for its great security and 

access as well as its compatibility with a variety of 

operating systems. In view of the importance of networks 

optimization, this system has recently shifted from a sole 

data sharing to resource sharing. As the reduction of energy 

consumption has become a vitally important issue 

worldwide, Iran has also taken appropriate actions in this 

regard which subsequently embraced by different 

organizations. A great deal of energy consumption 

reduction and costs cutbacks could be achieved through 

utilizing Virtual Network Computing in the system. The 

present article presents procedures for reducing energy 

consumption. 

Key words: Virtual Network Computing, Resource sharing, 

SAN architecture, optimization, energy consumption 

reduction 

 

Introduction 

In the past, it was believed that every user would 

need separate and allocated resources; nowadays, 

however, we need to make offices smaller and reduce 

expenses as much as possible due to economic 

reasons, such as the rent of a place, cost of electricity, 

and air-conditioning. On the other hand, technical 

issues may also arise that necessitate the 

centralization and making offices smaller of which 

maintenance, imposing restrictions, having access to 

hardware, updating essential software programs on a 

server, to name but a few. In recent years, great 

innovations and technological advancement have 

emerged in this area that could generally be 

considered as solutions one of which is resource 

sharing services. 

As the article continues, concepts of resource sharing, 

its subcategories, and implementation will be 

introduced, then a study of energy consumption and 

the conclusion will follow. 

 

 

Resource sharing 

Resource sharing familiarizes us with the concept 

that multiple users could utilize a piece of hardware 

simultaneously. For instance, a single processor may 

process multiple systems or a Grid Computing central 

system, which is a special type of resource sharing, 

may distribute input processing to other systems 

having lower amount of load. 

These actions enjoy multiple advantages: firstly, the 

speed of processors will be boosted. Secondly, 

systems with higher load could be assisted by idle 

systems. Lastly, maximum productivity will be 

achieved by means of keeping time and hardware to a 

minimum. The upcoming sections will explain more 

area of resource sharing. 

 

Virtual Network Computing (VNC) 

Virtual Network Computing could be considered as a 

subcategory of resource sharing. This technology is 

currently very sophisticated and important as a 

representation of which could be found in every large 

computer network and server room. In virtualization 

as well as centralizing processing in one place, it is 

also possible to meet the demands of a particular 

server as nothing more than a display, keyboard and 

mouse would be needed and an interface or thin 

client can link them to the server. By help of this 

technology, the need for multiple computers in a 

workstation is eliminated and the heat produced will 

be reduced compared to before. The consumption of 

energy is reduced and there is no need for physical 

activity to upgrade systems. A practical example of 

this type of network will follow. 

 

Virtual Machine (VM) 

After understanding how hardware is used, it is time 

to learn about network software, that is, the operating 

system. Virtual operating systems or virtual machine 

make it possible for mother or principal systems to be 
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implemented on a server and clients to use their own 

separate operating system. In this case, installing 

multiple operating systems on a virtual machine, we 

enable users to use their OS to meet their needs 

without any change in clients. An advantage of these 

systems is that the need to install and run clients and 

OSs that serve all clients will be removed once they 

have been installed for the first time. Memory space 

will be optimized due to centralizing and eliminating 

the needs for multiple OS and software installation. 

 

SAN architecture 

SAN is a data sharing architecture that enables saving 

of all system data through substrate network. 

Enjoying high determination coefficient, data 

sustainability and security, SAN is employed by a 

large number of network users. One of its foremost 

characteristics, namely being centralized, it could be 

protected in the event of fire and earthquake and 

could be the best place for backup servers. SAN is 

best coordinated with and consolidated into modern 

virtual technologies to produce the best efficiency 

and productivity for users. SAN, per se, could also be 

used for regular systems and under different models 

with a capacity of 200 terabytes. 

 

Employing SAN and VNC together 

By combining the above-mentioned technology and 

architecture, SAN is employed to meet the 

requirements of storing and maintaining data. On the 

other hand, VNC is employed for centralized system 

processing and as a substrate operating system in a 

way that clients are connected to main VNC server 

through the Ethernet or optical fiber and SAN is 

usually linke to VNC through optical fiber. 

Considering the implementation of the network 

above, we expect to meet the following objectives: 

 Centralizing of the core of all 

systems in a unitary space 

 Removing computer case from 

users surroundings 

 Increasing data coefficient of 

determination 

 All data are kept on a server in 

a separate room so it is much 

easier to protect one room 

against natural disasters and 

human infiltration than is the 

case with several hard disks of 

a large number of systems. 

 Reducing maintenance costs 

 Whenever there are a small 

number of physical parts, 

damages will be significantly 

decreased because all critical 

hardware is centralized in a 

VNC server. 

 It is easier to effect change and 

repair software when there are 

VM and a central operating 

system. 

 Reducing computer accessories 

procurement costs 

 Due to not having to buy 

systems of different usability 

and capacity, it will be 

possible to purchase all needed 

parts uniformly and in bulk i.e. 

monitors and mouse. As a 

result, the power of these 

systems could be defined m 

means of VNC according to 

users’ needs. 

 Reducing ambient temperature 

 Through removing computer 

cases from workstations and 

replacing 10 computers with 

one server, the ambient 

temperature will be reduced 

and so will the air-conditioning 

costs. 

 Increasing productivity through 

decreasing costs 

 Reducing labor force in hardware 

department 

 Upgrading systems through 

improving access 

 The ability to use multiple OS on a 

server simultaneously 

 Energy consumption optimization 

 Every system, whether 

working or standby, consumes 

energy. When it becomes 

virtual the energy consumption 

will be decreased by more than 

1/5. 

 Imposing restriction and 

monitoring fairly easily 

 

Presenting a proposal for Masjed Soleiman 

Petroleum and Gas headquarter 

The hardware and software requirements of 

headquarter having been examined and estimated, the 

following system was proposed which is currently 

being assessed. 

The capabilities of the proposed server to serve 30 

clients are listed as shown in the table below: 
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Main server 7G 380 HP DL 
Product description DL 380G& X5670  

12MB (2P) 

Processor family Intel® Xeon® 5600 

series 

Processor Core 

available 

6 or 4 or 2 

Number of 

Processors 

3 

Maximum memory 384 GB 

Memory type PC3-10600R 
RDIMMs DDR3 

Memory slots 18 DIMM slots 

Storage controller (1) Smart Array 

P411/1GB 

Power supply (2) 750 Watt hot 
plug CS HE 

The parts that should be installed corresponding to 

the requirements of the head quarter are listed in the 

following table: 

 
description Qty Model Sum 

CPU 3 X5670 

(6 core, 

2.93 
GHz, 

12MB 

L3, 
95W) 

18 core 

,52.74 

GHz 

Memory 18 HP-16 

GB, 
DIMM 

240-pin, 

DDR3 

288 GB 

 

We need three servers like the one described above to 

meet our needs accordingly while having better 

efficiency. Consequently, in case of any problem for 

one of the servers, the other two servers will 

compensate. 

The space needed for storage on SAN whose server 

enjoys these specifications: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

P2000 G3 FC Controllers 
Capacity SFF: 21.6 TB SAS 

Controller Cache 2 GB per controller 

Protocol (host 
connect) 

8 Gb Fibre Channel 

Sequential Reads 

MB/s 

1,572 

Sequential Writes 
MB/s 

790 

OS Support Fibre 

Channel ports 
Microsoft 

Windows Server 
2008 IA32, x64, 

IA64 (Standard, 

Enterprise, 
Datacenter) 

Microsoft 

Windows 2003 SP1, 
SP2, and R2 and 

2003 R2 IA32, x64 

Red Hat Linux 
(32/64) SuSE SLES 

(32/64) 

Hyper-V VMware 
OpenVMS 

Apple Mac OS 

Solaris 10 (x86) 

SAS & SATA 
Drives (SFF 2.5-

inch) 

HP 900GB 6G SAS 
10K rpm SFF (2.5-

inch) Enterprise 3yr 

Warranty Hard 
Drive 

Input Power 

Requirements 

110VAC 3.32A, 

344-390 W; 
220VAC 

1.61A,374-432W 

 

We need two of these severs each of which having a 

volume of 16 TB. The above-mentioned server is 

linked to the main server, to which clients connect, 

through optical fiber. At the site of headquarter a 

built-in wiring is used for making a network so RG45 

cables are needed. The other equipment needed for 

running a centralized system including monitor, 

keyboard, mouse, and Thin Client- HP 2020. 

To manage operating systems, VM Ware Base 

software is installed on the server and all clients will 

have access to Windows 7, Ultimate installed on VM. 

 

Energy consumption 

In a discussion of energy consumption, a comparison 

will be made between the consumption in traditional 

networks and the networks with new approaches such 

as the model of National Petroleum Company: 

1. Consumption in traditional network 

serving 30 clients with one server: The consumption 

for each system is as the following: 

 

A. Monitor 120W 

B. Case power 400 W 

Sum= 520W 

The amount of consumption for one server 

Server 1000W= (30*520) +1000=16600W 
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2. Consumption in networks like 

National Petroleum Company: 

A. consumption per client 

Monitor 150W+ Thin Client= 4500= 

30*150= Sum 

B. consumption per VNC server 

W285W= 95*3 CPU= W1500= 2*750 

Server= 5355W= (3*1785) Sum= 

C. consumption per SAN server 

864W= 2W*432Sum= 

Total consumption: 

10719= 864+5355+4500Sum= 

As a result, it would be apparent that the new system, 

in addition to all abovementioned advantages, 

consumes about 600 W less which consequently 

saves up more money. 

 

Conclusion 

It could be possible to save up more energy by means 

of resource sharing in SAN and virtualization. 

Moreover, instead of using several computers, one 

server could be used to serve all computers, which 

may otherwise work without any load or may be on 

standby and consume energy, so that much less 

energy is used by far. Using software, virtualization 

makes managing resource possible and consolidates 

purchasing hardware that in turn results in cutbacks. 

Additionally, due to being more centralized, a 

significant reduction in security and maintenance 

costs are expected. 
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Abstract: the emergence of wireless sensor networks (WSNs) is 

essentially toward the miniaturization and ubiquity of 

computing devices. Sensor networks are composed of thousands 

of resource constrained sensor nodes and also some resourced 

base stations are there. The route of each message destined to 

the base station is really crucial in terms network lifetime. This 

paper introduces a new routing algorithm based on minimum 

energy and residual battery algorithms. Using energy threshold 

to switch routing path. 

 

Keywords-: WSN; Energy-aware routing; routing protocols; 

meta-data, Negotiation, network lifetime, energy threshold. 

1.  INTRODUCTION: 
 

A wireless sensor network (WSN) [1, 2] in its simplest 

form could be defined as a network of (possibly low-size and 

low-complex) devices denoted as nodes that can sense the 

environment and communicate the information gathered from 

the monitored field through wireless links; the data is 

forwarded, possibly via multiple hops relaying, to a sink that 

can use it locally, or is connected to other networks (e.g., the 

Internet) through a gateway [1]. . Each node has three basic 

components: 

 

1. Sensing unit 

2. Processing unit 

3. Transmission unit 

The node senses the data from the environment processes it 

and sends it to the base station. These nodes can either route 

the data to the base station (BS) or to other sensor nodes such 

that the data eventually reaches the base station. In most 

applications, sensor nodes suffer from limited energy supply 

and communication bandwidth. These nodes are powered by 

irreplaceable batteries and hence network lifetime depends on 

the battery consumption. Innovative techniques are 

developed to efficiently use the limited energy and 

bandwidth resource to maximize the lifetime of the network. 

These techniques work by careful design and management at 

all layers of the networking protocol. For example, at the 

network layer, it is highly desirable to find methods for 

energy efficient route discovery and relaying of data from the 

sensor nodes to the base station. 

 

The route of each message destined to the base station is 

really crucial in terms network lifetime.  On the other hand 

there are many factors that affect the network life time such 

as topology of the network, the transmission rate, 

transmission range and routing protocol. 
 

 

Figure 1 : WSN structure 

The simplest forwarding rule is to flood [3] the 

network: Send an incoming packet to all neighbors. As long 

as source and destination node are in the same connected 

component of the network, the packet is sure to arrive at the 

destination. To avoid packets circulating endlessly, a node 

should only forward packets it has not yet seen 

(necessitating, for example, unique source identifier and 

sequence numbers in the packet). Also, packets usually carry 

some form of expiration date (time to live, maximum number 

of hops) to avoid needless propagation of the packet (e.g. if 

the destination node is not reachable at all). While these 

forwarding rules are simple, their performance in terms of 

number of sent packets or delay. Determining these routing 

tables is the task of the routing algorithm with the help of the 

routing protocol. In wired networks, these protocols are 

usually based on link state or distance vector algorithms 

(Dijkstra’s or Bellman–Ford [4], [5]). In a wireless, possibly 

mobile, multi hop network, different approaches are required. 
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Routing protocols here should be distributed, have low 

overhead, be self-configuring, and be able to cope with 

frequently changing network topologies. This question of ad 

hoc routing has received a considerable amount of attention 

in the research literature and a large number of ad hoc routing 

protocols have been developed.  
 

A commonly used taxonomy [6] classifies these protocols as 

either (i) table-driven or proactive protocols, which are 

“conservative” protocols in that they do try to keep accurate 

information in their routing tables, or (ii) on-demand 

protocols, which do not attempt to maintain routing tables at 

all times but only construct them when a packet is to be sent 

to a destination for which no routing information is available. 

In addition to energy efficiency, resiliency also can be an 

important consideration for WSNs. For example, when nodes 

rely on energy scavenging for their operation, they might 

have to power off at unforeseeable points in time until 

enough energy has been harvested again. Consequently, it 

may be desirable to use not only a single path between a 

sender and receiver but to at least explore multiple paths. 

Such multiple paths provide not only redundancy in the path 

selection but can also be used for load balancing, for 

example, to evenly spread the energy consumption required 

for forwarding. 

 

 
2. RELATED WORK 
 

AODV [7] is the widely used algorithm for both wired 

and wireless network. Ad-Hoc On-Demand Distance Vector 

is known as one of the most efficient routing protocols in 

terms of using the shortest path and lowest power 

consumption. AODV is a reactive protocol that builds routes 

between nodes on-demand i.e. only as needed. Messages to 

other nodes in the network do not depend on network-wide 

periodic advertisements of identification messages to other 

nodes in the network. 

 

Figure 2: a) Timing diagram b) Hello packet 

 It broadcasts “HELLO” messages to the 

neighboring nodes. It then uses these neighbors in routing. 

Whenever any node (Source) wants to send a message to 

another node (Destination) that is not its neighbor, the source 

node initiates a Path Discovery in which the source would 

send a Route Request (RREQ) message to its neighbors. 

Nodes that receive the Route Request could update their 

information about the sending node. The RREQ should 

contain the IP address of source node. On the other hand the 

RREQ contains a broadcast ID that necessary to identify that 

RREQ. The RREQ has to have a current sequence number 

that determines the freshness of the message. Finally, the 

RREQ should keep track of the number of nodes that visited 

through path discovery in a variable of Hop Count. When a 

node receives a RREQ it would check wither it has received 

the same RREQ earlier (using IP, ID, and Sequence number), 

if so, it would discard it. On the other hand, if the recipient of 

the RREQ was an intermediate node that doesn’t have any 

information about the path to the final destination, the node 

increases the hop count and rebroadcasts the RREQ to its 

neighbors. If the node that received the RREQ was the final 

destination, or an intermediate node that knows the path to 

the final destination, it sends back the Route Reply (RREP).  

This RREP should keep track of traverse path of the RREQ 

but from destination to source. As shown in figure 2, when 

the source node receives the RREP, it should then start 

sending data. 

Heinzelman et.al.[8] Proposed a family of adaptive 

protocols called Sensor Protocols for Information via 

Negotiation (SPIN) that passes all the information at each 

node to every node in the network assuming that all nodes in 

the network to be a potential base-stations(BS). In this 

algorithm the user has the ability to query any node and get 

the required information or data immediately. These 

algorithms make assumes that nodes in close proximity have 

similar data, and hence there is a need to only distribute the 

data that other nodes do not posses. The SPIN family of 

protocols uses data negotiation and resource-adaptive 

algorithms. Nodes running SPIN assign a high-level name to 

completely describe their collected data (called meta-data or 

Meta content). Meta data in its simplest definitions is 

describes as Data of Data. That’s it, Meta data should provide 

data about one or more aspects of the original data, for 

example Meta data aspects may be the Mean of creation of 

that data, Purpose of the data, Time and date of creation, 

Creator or author of data, and Location on a computer 

network where the data was created) and perform meta-data 

negotiations before any data (we means here original data) is 
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transmitted. Its importance arises from the fact that we have 

used to make sure that there is no redundant data sent 

throughout the network. That’s it to reduce the overhead on 

the network and to save power. The semantics of the meta-
data format is application-specific and is not specified in 
SPIN. For example, when sensors want to send meta-data 
for an event in certain area, it would use its ID. On the other 
hand, SPIN algorithm has the ability to access to the energy 
level of the node and monitor the protocol it is running 
according to how much energy is remaining in a certain 
node. These protocols are known as a time-driven fashion 
and broadcast the information all over the wireless sensor 
network, despite the fact that the user does not request any 
data at that moment. SPIN's meta-data negotiation 
approach solved the traditional problems of flooding, and 
thus achieving a lot of energy efficiency because you send 
meta-data, not all data as used to in flooding. In SPIN, there 
are three stages in which sensor nodes use three different 
types of messages ADV (advertise) REQ (request) and DATA 
to communicate with other nodes. ADV is used to advertise 
new data, REQ to request data by the node or sink or user 
itself and DATA is the actual message itself. The protocol 
starts when a node gets new data that it is willing to share 
with other nodes, after that it broadcasts an ADV message 
containing meta-data. If any nodes that receive ADV was 
interested in that data, it sends a REQ message for the DATA 
and the DATA is sent to this neighbor node. The neighbor 
sensor node then repeats this process with its neighbors. As 
a result, the entire sensor area will receive a copy of the 
data. 

 

3. POWER AWARE ROUTING 
 

Several algorithms had been developed for routing 

in wireless sensor network, some of these algorithms and 

protocols are energy based algorithms. In these algorithms 

we take the network graph, assign to each link a cost value 

that reflects the energy consumption across this link, and pick 

any algorithm that computes least-cost paths in a graph. An 

early paper along these lines is reference [10], which 

modified Dijkstra’s shortest path algorithm to obtain routes 

with minimal total transmission power.  

 

One of the most important algorithms used is known as 

minimum energy per packet or per bit. The most 

straightforward formulation is to look at the total energy 

required to transport a packet over a multi hop path from 

source to destination (including all overheads). The goal is 

then to minimize, for each packet, this total amount of energy 

by selecting a good route. Minimizing the hop count will 

typically not achieve this goal as routes with few hops might 

include hops with large transmission power to cover large 

distances – but be aware of distance-independent, constant 

offsets in the energy-consumption model. Nonetheless, this 

cost metric can be easily included in standard routing 

algorithms. It can lead to widely differing energy 

consumption on different nodes [11]. 

 

Some researches went to routing considering available 

battery energy, as the finite energy supply in nodes’ batteries 

is the limiting factor to network lifetime, it stands to reason 

to use information about battery status in routing decisions. 

Some of the possibilities are Maximum Total Available 

Battery Capacity Choose that route where the sum of the 

available battery capacity is maximized, without taking 

needless detours (called, slightly incorrectly, “maximum 

available power” in reference [12]). Minimum battery cost 

routing Instead of looking directly at the sum of available 

battery capacities along a given path, MBCR instead looks at 

the “reluctance” of a node to route traffic [11, 13]. This 

reluctance increases as its battery is drained; for example, 

reluctance or routing cost can be measured as the reciprocal 

of the battery capacity. Then, the cost of a path is the sum of 

this reciprocals and the rule is to pick that path with the 

smallest cost. Since the reciprocal function assigns high costs 

to nodes with low battery capacity, this will automatically 

shift traffic away from routes with nodes about to run out of 

energy. 

 

Min–Max Battery Cost Routing (MMBCR) This 

scheme [11, 13] follows a similar intention, to protect nodes 

with low energy battery resources. Instead of using the sum 

of reciprocal battery levels, simply the largest reciprocal level 

of all nodes along a path is used as the cost for this path. 

Then, again the path with the smallest cost is used. In this 

sense, the optimal path is chosen by minimizing over a 

maximum. The same effect is achieved by using the smallest 

battery level along a path and then maximizing over these 

path values [12]. This is then a maximum/minimum 

formulation of the problem. Minimize variance in power 

levels To ensure a long network lifetime, one strategy is to 

use up all the batteries uniformly to avoid some nodes 

prematurely running out of energy and disrupting the 

network. Hence, routes should be chosen such that the 

variance in battery levels between different routes is reduced. 

 

Minimum Total Transmission Power Routing 

(MTPR) Without actually considering routing as such, 

Bambos [15] looked at the situation of several nodes 

transmitting directly to their destination, mutually causing 

interference with each other. A given transmission is 

successful if its SINR exceeds a given threshold. The goal is 

to find an assignment of transmission power values for each 
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transmitter (given the channel attenuation metric) such that 

all transmissions are successful and that the sum of all power 

values is minimized. MTPR is of course also applicable to 

multihop networks. 

 

Archan Misra and Suman Banerjee [14] used to 

Maximize Network Lifetime for Reliable Routing in Wireless 

Environments (MRPC), they depended on the fact that 

selecting the path with the least transmission energy for 

reliable communication may not always maximize the 

lifetime of the ad-hoc network. On the other hand since the 

actual drain on a node’s battery power will depend on the 

number of packets forwarded by that node, it is difficult to 

predict the optimal routing path unless the total size of the 

packet stream is known during path-setup. MRPC works on 

selecting a path, given the current battery power levels at the 

constituent nodes, that maximizes the total number of packets 

that may be ideally transmitted over that path, assuming that 

all other flows sharing that path do not transmit any further 

traffic.  

 

 
4. PROPOSED WORK 

 

MRPC algorithm has a problem in that it uses a path that 

consumes much power. Simulation results shown that the 

transmission power per packet was higher than that of 

minimum energy algorithm.  

Figure 4 below shows that MRPC algorithm would 

take path P1 (A -- C -- F -- H) because it would send 3 

packets from  to   while it would send only 2 packets 

through P2 (A –B – E -- H) despite the fact that sending a 

packet through P1 (6 units) consumes much more power than 

P2 (only 3 units). We proposed a new algorithm called 

NEER (Normalized Energy Efficient Routing). 

 

Figure 3: Graph G and its components 

Our algorithm could be summarized as following: 

 Let G represent sensor network graph 

 u,v represents nodes. 

 Edge (u,v) is the link between u and v 

 ce(u) :residual battery of node u 

 w(u,v) is the weighted cost of edge(u,v) 

 c(u,v) is the total number of packets that could be 

sent from u to v. this value is defined as 

ce(u)/w(u,v).  

  

Step 1: [Initialize] 

 

Eliminate from G every edge (u, v) for which  

ce(u) < w(u, v).this condition is used to ensure we could send 

at least one packet through this path. 

For every remaining edge (u, v) let  

c(u, v) = ce(u)/w(u, v). 

 

Let L be the list of distinct c(u, v) values. 

 

Step 2: [Binary Search] 

 

Do a binary search in L to find the maximum value max for 

which there is a path P from Source to destination that uses 

no edge with  

c(u, v) < max. 

For this, when testing a value q from L, we perform a depth- 

or breadth-first search beginning at the source. The search is 

not permitted to use edges with c(u, v) < q. 

Let P be the source-to-destination path with lifetime max. 

 

Simultaneously we should find minimum energy path using 

Dijkstra’s algorithm as following: 

 

 

Step 3: [Wrap Up] 

 

If no path is found in Step 2, the route isn’t possible. 

Otherwise, use P for the route. 

Also find Min(x) ,  x  P 

Our new algorithm power aware routing needs to use a new 

hybrid algorithm that takes the advantages of both. Here we 

use the following equation 

Z=µ *(x) + (1- µ) (y) 

Where µ, (1- µ) are the weight of that of the factors. (µ<1). 

X: Minimum energy value 

Y: P candidate value  
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If Z was above a certain value (threshold) we would 

use MRPC, if Z was less than that threshold, then we use 

minimum energy approach. In figure 5 below we could see 

our proposed algorithm flow chart that explain our algorithm 

steps in details. 

In this case we took two factors in consideration. 

The total power consumed through that path and the residual 

battery in all nodes of that path. But we should note that we 

use weight in our new algorithm. The higher weight is for 

minimum energy factor. In such case we guarantee that we 

use minimum energy algorithm as long as possible but not to 

power off these nodes.  

 

Figure 4: NEER flow chart 

 

5. ANALYSIS: 

There are some parameters used in simulation that could be 

summarized as following: 

Table 1: Simulation Parameters 

Parameter Description 
Channel type Wireless channel 

Mac protocol Mac/802_11 

number of nodes 40 

routing protocol Proposed Algorithm, MRPC, ME 

grid size 800 X 800 

packet size 64 

simulation time To die 

Topology Random , Flat 

Initial energy 7 joule  

Source node 7 

Destination node 7 

Here we would study the behavior of NEER 

algorithm in comparison with MRPC and Min-Energy 

Protocol in three fields. First factor is the total number of 

Dead nodes according to time. In this factor we expect that 

nodes are died slowly at the beginning of running for NEER 

algorithm and would die suddenly at the end of execution, 

since it takes the features of both of (MRPC and Min-

Energy). The expected behavior of NEER algorithm is 

shown in figure (4). 

 

Figure 5: Expiration sequence 

If we want to compare between these algorithms 

according to total sent packets by the network nodes, we 

expect that our algorithm would send packets more than Min-

energy and less than MRPC as shown in Figure (5). 

 

Figure 6: Number of sent Packets 

Finally we would study energy per packet; here we 

also expect that energy per packet would be also between 
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MRPC and Min-Energy, more than Min-Energy, less than 

MRPC. Figure (6) explains the idea. 

 

Figure 7: Energy per Packet 

 

6.  CONCLUSION 
 

In this paper we aim to introduce a new hybrid algorithm 

that could increase network life time as long as possible 

using minimum energy and residual battery. In this paper our 

algorithm depends mainly on power consumption algorithms 

that are used in WSN. This algorithm is based in the fact that 

most power is consumed during transmission not during 

computations. This algorithm in fact takes advantages of two 

important protocols. It takes the advantage of consuming 

least power through minimum energy protocol. On the other 

hand the presence of MRPC protocol would increase network 

life time as long as possible. In this way, the proposed 

algorithm would use minimum energy protocol as long as the 

residual power is over a known threshold. 
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Abstract— Cooperative communication is a vital area of 
research in wireless sensor networks due to its advantages 
for spatial diversity. Specifically, selective single relay 
cooperative communication is an area of vast research 
interest due to its simplicity and practicality. In this paper, 
we propose a selective single relay cooperative 
communication scheme for wireless sensor networks which 
adapts power control and considers residual energy when 
electing potential relay nodes. Based on the received signal 
strength of the RTS/CTS messages, potential relay nodes 
compute the required transmission energy needed for data 
transmission from the source to itself and from itself to the 
destination. The required transmission energy from source 
to destination is also obtained through the MAC layer 
signaling. Node with the minimum transmission energy and 
highest residual energy is then elected as a relay for 
cooperative communication based on a fuzzy inference 
system. Our simulation results confirm that our scheme 
achieves significant energy savings in data transmission and 
enhances network lifetime. 

Keywords— selective single relay routing, maximizing 
network lifetime, minimum transmission energy, received 
signal strength, residual energy, cooperative communication 

 INTRODUCTION I.

In recent years, wireless sensor networks have emerged as 
an important research area in the field of wireless 
communication for information acquisition, processing and 
transmission. In this technology, multiple independent nodes 
communicate with each other in a wireless medium to 
acquire, monitor and process data in various scenarios. In 
military research, wildlife monitoring, natural disaster 
warning system, etc. wireless sensor networks enables 
researchers an exclusive access for data acquisition and 
transmission. In typical ad hoc wireless networks, nodes 
communicate with each other without the need of any central 

base station and thus acquire and process information 
independently. 

One of the main design challenges for wireless sensor 
networks is the finite energy of the nodes due to short 
battery life. Therefore, the minimization of transmission 
energy for these nodes poses a big challenge for a longer 
lifespan of the network.  

Cooperative communication achieves the spatial diversity of 
a traditional antenna array due to its ability to share and 
transmit information jointly between multiple nodes [1], [2]. 
It has been an interesting research  area for a number of 
researchers and the diversity performance and outage 
behavior of cooperative communication with different 
protocols have been studied [1], [3]. Distributed coding 
strategies have been applied and its feasibility studied for 
cooperative communication protocol in [4], [5]. 

Cooperative communication for cluster based networks has 
been studied in [6] and it has been shown that it greatly 
reduces the overall energy consumption among nodes and 
enhances network lifetime. Even in multi-hop wireless 
sensor networks, cooperative communication achieves 
significant energy consumption and reduces delay by 
enabling a cross layer approach [7]. A bandwidth-power 
trade-off analysis was conducted to analyze the energy 
efficiency for a low power low spectral environment [8] in 
[9] by the authors and it was proven that a simple decode 
and forward relay strategy achieves significant energy 
savings compared to the direct transmission.  

In [10], the authors show that when the transmission 
distance between two nodes is large, collaboration among 
nodes in transmission and receive presents significant energy 
savings in a clustered network. This was done considering 
all the overheads for collaboration among the nodes. 
Cooperation of different number of nodes with distributed 
space time coding for inter-cluster communication was 
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investigated in [11] and it was shown that as the cooperation 
between nodes increased, the performance was degraded. 
This is because as the nodes cooperate more, the cooperation 
overhead also increases and increases the energy cost.  

However, power control at the transmitting nodes can 
greatly enhance the energy savings of a cooperative 
communication scheme based on single relay cooperation. 
Minimization of link outage probability was achieved by 
[12] by employing optimal energy distribution among the 
cooperating nodes. A power allocation scheme for a simple 
decode and forward cooperation protocol, was also analyzed 
based on the symbol error rate (SER) analysis. However, in 
this case, the source and relays need the channel state 
information on all links. 

In [13], the authors compute the energy efficiency for a 
selective single relay based cooperative communication. A 
novel scheme was proposed which jointly considers the 
MAC layer design and the physical layer power control. 
This scheme selects a “best” relay from a set of potential 
relay nodes; this relay is used in the cooperative 
communication between the source and the destination. The 
authors derived power control solution corresponding to two 
policies: one is to minimize the overall energy consumption 
per packet and the other is to maximize the network lifetime. 
The network lifetime is defined as the network operation 
time until the first node completely drains out its energy. 
Their scheme achieves significant energy conservation and 
enhances the network lifetime considerably. However, this 
schemes employs channel state information for determining 
the link quality. In wireless sensor networks, computing the 
channel state information is not a trivial task. Because of the 
unpredictable and fast changing nature of the wireless 
medium, obtaining the channel state information is highly 
prone to errors. In general, sensing of the channel at the time 
of data reception is one way of obtaining the instantaneous 
channel quality. For a fast fading environment, statistical 
characterization of the channel is more feasible. In [13], the 
authors adopt two important assumptions among others.  The 
fading channels between the two nodes are flat in frequency 
and remain constant during one data transmission. The 
second one is the reciprocal channel from node A to node B 
is the same as the channel from node B to node A. However, 
when the node senses the channel to obtain the average 
channel gain, it may be prone to sensing error and noise 
from the medium. Channel state information corrupted with 
noise or sensing error might produce wrong estimation of 
channel quality and degrade the system performance.  

In this paper, we propose a selective single relay based 
cooperative communication scheme based on estimation of 
link quality by the received signal strength of messages. We 
employ power allocation for source and relays to minimize 
the overall energy consumption per packet. Moreover, we 
consider the signal strength and residual energy of each 

potential relay nodes to select the “best” relay for 
cooperative communication. A novel fuzzy inference system 
was investigated to select the relay. Our scheme finds the 
best relay with minimum energy consumption from the 
received signal strength of MAC layer RTS/CTS signaling, 
without the need of error prone channel state estimation. 
Additionally, it considers the residual energy of the potential 
relay nodes when electing the best relay to enhance network 
lifetime. Our simulations confirm that our novel scheme 
achieves significant performance gain when compared to the 
techniques employed in [13] with minimum computational 
complexity and cost. 

This paper is organized as follows. Section 3 describes the 
system model, different phases of the protocol involving 
relay selection, data transmission and sleeping strategy. 
Section 4 provides the performance evaluation of the 
simulation results. Section 5 describes some of the 
limitations of this scheme and Section 6 concludes the paper. 

     
 Snapshot of the proposed network: * nodes are Fig. 1

Potential Relay nodes and + nodes are source and 
destination nodes. 

 SYSTEM MODEL II.

As shown in Fig. 1, we deploy nodes in a decentralized 
fashion in our network. Nodes communicate with each other 
in an ad hoc fashion. We assume one hop transmission range 
in our network. All the nodes are within the maximum 
transmission range of each other. The instantaneous 
transmission power of the nodes can be adjusted tailored to 
the transmission distance. We assume flat fading in the 
network and the fading is constant during one data burst 
transmission. Moreover, reciprocal channel from node B to 
node A is the same as the channel from node A to node B. 
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Let us consider the following scenario. A node t transmits a 
frame with transmit power Pt. Node r receives this frame 
with power level Pr . It can be related to the transmit power 
as (1): 

		 k	 	  
(1) 

 
We assume omnidirectional antenna and homogeneous 
receivers at all nodes. k is a proportionality constant and is 
assumed to be 1. α is the path attenuation coefficient. This is 
assumed to be 2 for short distance links. We employ the 
same principle as in [14], [15] where nodes choose the 
transmit power in a way so that the received power is above 
a certain threshold. When the received power minimally 
exceeds this threshold value, minimum energy consumption 
is achieved. 

		 	 	  (2) 
 
In search for the optimal transmission power level, we 
created a theoretical model for it from an information 
theoretic point of view. The study shows the relationship 
between optimal transmission power and link distance. In a 
slow fading channel model, the maximum rate of reliable 
data transmission supported by the channel is given by (3): 

	 1 | | 	  (3) 
 
Here, h is the mean channel gain and SNR is the signal to 
noise ratio. Since the received signal strength is related to 

the transmission power as 	 	  and signal to noise ratio 

is given by	  , the relationship between the maximum 

possible rate of reliable data transfer and transmission power 
is given by (4): 

	 1 | | 	  

(4) 

 
We assume the noise variance to be 1 and 1 for 
simplicity. As the node is transmitting at a power level of Pt , 
energy needed to reliably transfer per bit is given by (5): 

	

	 1 | | 	

 
(5) 

 
It can be derived from (5) that the transmission energy 
needed to successfully transfer one bit in a slow fading 
environment is [16]: 

ln 2 	 	  (6) 
 
To get minimum energy consumption given the link 

distance, the minimum transmission energy for successful 
data transfer is given by (7): 

∝  (7) 
 
This confirms that the minimum transmission energy for 
successfully transmitting data is directly proportional to link 
distance. If we assume that all the packets are of constant 
size then we can find from (2): 

	  (8) 
 

Relay Selection 

When a node has data to send, it sends out an RTS message 
according to the IEEE 802.11 protocol with energy Emax. All 
the nodes hearing the RTS message wakes up from sleep 
(the sleep strategy will be discussed in section 3). The 
destination node receives this RTS and sends CTS 
accordingly. All nodes hear this CTS message. Based on the 
received signal strengths of both the RTS and CTS 
messages, the overhearing nodes estimate the link distances 
from the source and destination by equation (8) and is 
denoted by di, s and di, d (for node i). The destination node 
estimates the link distance between source and itself by the 
RTS message and sends this information with CTS. This is 
denoted by ds, d. At this stage all the nodes know the link 
distance between itself and the source and destination and 
also have information about the link distance between the 
source and destination nodes.  

Overhearing nodes compete with each other to be in the 
Potential Relay set. Potential Relay set is given by the nodes 
who satisfies: 

, , 	 , 	 	 ,  
∈  

(9) 

 
If a node is in the potential relay set, it stays awake. Other 
nodes go back to sleep and do not wake up unless they hear 
another RTS message. Nodes who are in the  
set, compute the minimum transmission energy required for 
a cooperative data transmission from source itself which is 
denoted as ,  per packet and from itself to the 
destination node which is denoted as ,  per packet 
using equation (8). Minimum energy needed to transmit 
from source to destination directly is also computed which is 
denoted by ,  per packet. The nodes belong to the 

 if the following condition is met 

, , 	 		 ,  (10) 
 
Members of  set who do not move onto the 

 go to sleep and do not wake up until they hear the 
next RTS message. 
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Members of the  now go through a fuzzy control 
system to determine a metric which is denoted by  to 
determine their eligibility of being elected as the final relay. 
The fuzzy control system is employed in all the member 
nodes of the   . The inputs of the control system are 
required transmission energy and residual energy of the node 
which are denoted by  and  correspondingly (for 
candidate node i). The output of the system is the unique 
metric   . We used the triangle membership function 
in this system. The inputs and outputs have three linguistic 
variables named Low, Medium and High. The fuzzy rules are 
defined in the table below.  

Table 1: Fuzzy rules for sensor node selection. 

Residual Energy 
Transmission 

Energy 
 Low Medium High 

Low Medium High High 
Medium Low Medium High 

High Low Low Medium
 

Each member node of the  computes a unique 
output metric  to compete with each other. The  node 
with the highest metric gets to be the chosen best relay. 
Nodes with their unique metric waits for a back-off time ti  

and sends a beacon message with  energy to the 
source notifying elected relay and , . The source 
node uses this energy when transmitting packets to the relay 
node. This back off time is related to the metric by: 

	 	 	  (11) 
 
Here,   is a random number. The formulation of  
with the random number ensures that no collisions occur if 
two or more nodes achieve the same metric. When the 
beacon message is heard by other member nodes of  

 , they discard the back-off time and go to sleep 
until they hear the next RTS message.  

Data Transmission 

The source node receives the beacon message from the best 
relay and knows the minimum transmission 
energy	 ,  per symbol. It sends data packet with this 
energy to the relay node. The best relay node receives the 
packet and decodes the data.  

The best relay decodes the data from the source node and 
forwards it to the destination node with minimum 
transmission energy ,  per symbol. The destination 
node receives the data from the best relay and sends an ACK 
message to the source node with Emax .  After a successful 
data transmission, the source, relay and destination go to 
sleep until they hear another RTS message. 

Sleep Strategy 

In order to improve network lifetime and mitigate idle 
listening, we employ low power listening in our cooperative 
communication scheme. We adopt an Ultra-low power RF 
wake up sensor proposed in [17]. Here, authors propose a 
new RF sensor which is a dedicated small RF module to 
check potential communication by sensing the presence of a 
RF signal. Effects of duty cycling, sleep delay and idle 
listening can be successfully mitigated by the employment 
of this RF wakeup sensor. While consuming only 1% energy 
of an idle node, this wake up sensor is able to turn off their 
communication module and perform carrier sensing. By 
employing this wakeup sensor in our scheme, nodes can 
detect a RTS signal which has higher signal strength than the 
predefined threshold while their communication module is 
turned off for sleeping. In this case, the RF wakeup sensor 
interrupts the processor to notify about the communication 
occurrence in the medium. This enables our scheme to 
achieve significant energy savings. Moreover, nodes can 
wake up on demand wherever there is an RTS message 
which enables zero sleep delay and zero idle listening.  

 PERFORMANCE EVALUATION III.

In this section we compare our scheme with [13] which also 
uses a selective single relay for cooperative communication. 
For fare comparison, we considered sleep delay and cost in 
the scheme that is described in [13]. Also, overhead for 
RTS/CTS signaling and relay competition were also 
considered for comparison.  

Simulation Environment 

We assume our network to be a random ad hoc network 
where nodes are distributed randomly in a rectangular area 
of 100x100 meters. Each round initiates a data flow from a 
source to destination which are chosen randomly. Because of 
the assumption of the one hop transmission range, all nodes 
can hear the RTS/CTS messages of each other in our 
network. The RTS/CTS signaling is done with maximum 
energy Emax . The channel condition remains constant for one 
data burst during one round of data transmission but changes 
as soon as the burst ends. The compared scheme [14] is 
denoted as EECC for presentation brevity in the 
performance measurement figures. The packet length is set 
to be 1000bits. Symbol duration, 	is 10-4 s. Packet length 
in symbols is set to be packet length in bits (nb)/ Data rate in 
symbols(R). The maximum transmission power is denoted 
as Pmax . Maximum energy is given by 	 	 	 . 
Minimum threshold energy for reliable data transfer is 
denoted as 1 10 8 J per symbol. 

Overall Energy Consumption 
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In this case we vary the maximum transmission energy from 
0 to 3.5	 10  J per symbol and investigate the effect in 
overall energy consumption per packet in both the schemes. 
Number of participating nodes was 10. Symbol duration was 
set to be 10 4s. Packet length in bits was set at 1000bits. 
Data rate per symbol was set to be 2. We conducted the 
simulation for 2000 rounds for both the schemes. Each node 
was given an initial energy of 5 Joules.  was set to be 
1 10  J per symbol.  

  
 Energy consumption per packet as a function of Fig. 2

maximum transmission energy. 

From Fig. 2, we can see that our scheme and the compared 
scheme achieve significant energy savings in overall energy 
consumption per packet even with the varying maximum 
transmission energy. As the maximum transmission energy 
is increased both the schemes performed well in minimizing 
the overall energy consumption per packet and give a steady 
value. It also proves that, both the schemes spend almost 
similar amount of energy for reliable data transmission per 
packet. 

Network Lifetime with Varying Data Rate 

In this case, we vary the data rate per symbol in both the 
schemes from 1 to 4 and investigate the effect in network 
lifetime. Maximum transmission energy was set to be 
3.5	 	10 J per symbol. Total of 5000 rounds were 
conducted in this simulation.  

  
 Number of rounds with respect to the data rate per Fig. 3

symbol R in a uniform traffic scenario. 

We can see from Fig. 3, that as we increase the data rate, 
network lifetime decreases. This is because as the data rate is 
increased with constant packet length, more energy is spent 
to transmit that data. As a result of more energy 
consumption per packet, the nodes deplete more energy and 
the network lifetime decreases. However, our scheme 
performs significantly better than the compared scheme. 
This is partly due to the employment of fuzzy control system 
that also considers the residual energy of relay nodes. This 
ensures that nodes are considered of their residual energy as 
well as transmission energy when electing the best relay. 
This performance boost is also debited partly due to the 
employment of sleep schedule in our scheme. Nodes go to 
sleep when they are not receiving or transmitting any data. 
Moreover, nodes participating in the relay election also go to 
sleep when they are not selected. This ensures maximum 
energy savings and thus improves the network lifetime with 
increasing data rate. 

Number of Packets Transmitted 

In this case we vary the number of nodes in the network 
from 5 to 30 and investigate the effect on number of packets 
transmitted. The maximum transmission energy was set to 
be 1	 	10  J per symbol. Data rate was set to be 2 per 
symbol. Nodes were given an initial energy of 5 J. 

From Fig. 4, we can see that with the increase of 
participating nodes in the network, the number of packets 
transmitted also increases for both the schemes. This is 
because as more nodes are in the network, there are more 
opportunities for cooperative communication. Also, as the 
number of nodes increases, the density of nodes increases 
which makes it more energy efficient for one hop 
cooperative communication. The transmission energy 
needed decreases as there are more dense nodes in the 
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network for cooperative communication. We can also see 
that our scheme achieves superior performance against the 
compared scheme. This is also because of jointly 
considering the residual energy and transmission energy 
needed when electing the relay nodes. With similar amount 
of energy consumed per packet, our scheme performs better 
in all the cases of varying number of nodes. 

  
 Total packets transmitted as a function of number of Fig. 4

nodes employed in the network. 

 LIMITATIONS IV.

Our scheme performs significantly well compared to the 
scheme in [13]. But it has some limitations. Our scheme uses 
the received signal strength to measure the minimum 
transmission energy needed to successfully transmit the data. 
In [16], authors argue that it is not always possible to 
calculate the optimal energy cost over a link with this 
principle.  The link error rate has a significant effect on 
choosing transmission energy higher than a threshold value. 
The authors show that the link error rate decreases as the 
transmission energy is increased. Moreover, our scheme 
does not consider the retransmission cost for reliable packet 
delivery on individual links. For reliably delivering a frame, 
it may be needed to be delivered multiple times for 
successful receipt by the destination node.  

 CONCLUSION  V.

In this paper, we propose a novel received signal strength 
and residual energy based single relay cooperative 
communication protocol for wireless sensor networks. Our 
protocol elects the best relay with minimum transmission 
energy cost and highest residual energy. Minimum 
transmission energy is estimated by received signal strength. 
Simulation results confirm that our scheme achieves 
significant energy savings and enhances network lifetime 
when compared to similar schemes. 
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Abstract— This paper presents the results of a research 

concerning admission control (AC) on Wireless Mesh 

Networks (WMNs). At first, there is an introduction to 

WMNs and its problems. Later, topics as quality of service 

(QoS) and admission control en WMNs are presented, 

alluding to neural networks as an alternative to achieve the 

admission control in communication networks. Next, the 
results of different conduced test using a network simulator 

are presented to deem admission control under diverse 

scenarios in the same test topology, in order to quantify 

throughput of the network traffic. Lastly, both results are 

collate, those from using the traditional techniques and 

those with neural networks, based on the results of this 

work, the conclusions are drawn.   

Keywords: wireless mesh networks; admission control; 
neural networks; quality of service; throughput; network 

simulator. 

 

1. Introduction 
WMNs (WMNs) are multi-hop networks “Fig. 1”, that 

can be defined as “an autonomous and spontaneous set of 
mobile routers connected by wireless links that do not 
require a fixed infrastructure” [1].   

 

Fig. 1.  Wireless mesh networks (WMNs) 

On the one hand, a wireless network is made up of one or 
more Access points (Aps) plugged by an UTP cable to a 
wired network thus, be connected to more Aps in order to 
increase the coverage. On the other hand, WMNs allow a 
wireless communication among the different Aps “Fig. 2”; 

these are simple networks bearing in mind that all the APs 
share the same frequency channels which turn important 
when streaming the information from a point to another [2] 

 

Fig. 2. A comparison between traditional networks and WMNs 

Among the principal characteristics of the WMNs [3], 
there is the presence of redundant links and the capacity to 
react to changes of topology (dynamic topology). 

Despite all the advantages of the WMNs, they are still 
networks in progress, therefore, they do exist prominent 
research possibilities on searching standards and protocols 
for the purpose of solve the existing problems among the 
different layers of its architecture.  

There is a detailed description on [2], [4] and [5], about 
the WMNs performance on each layer of the Open Systems 
Interconnection (OSI) model, underlying those research 
challenges for each layer.  

On the whole, for the WMNs, QoS’s guarantee is a 
determining factor for the viability of its implementation. 
QoS's schemes are intended to optimize the actual capacity 
of the network (which is the principal limitation of the 
wireless networks) by: The application of admission control 
techniques; bearing in mind that the intention of a admission 
control system is to determine if the available resources in 
the network can allow new traffic without affecting the QoS 
of the existing traffic; a fair assignment of the existing 
resources.  
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2. Quality of service, admission control 

and neural networks 

 

2.1 Proposal Offer to improve QoS in WMNs 

Next, there is a count of those existing proposals 
designed to better QoS in WMNs. “Fig. 3” shows a summary 
of the state of the art that will help to understand the 
sequence in which they are going to present some findings. 

 

Fig. 3. Conceptual map, state of the art. 

In [6], inside the formulation of the issue and before 
determining the WMNs' theoretical capacity, emphasis is 
placed on the concept of impartiality of multi-hop networks, 
the capacity MAC and the collision domains (physical 
segment where two or more nodes attempt to send a signal 
along the same channel at the same time) are defined as 
essential blocks to do the estimation. The authors 
demonstrate that for the performance of the WMNs 
decreases in the form f (1/n), where n is the total number of 
nodes in the network.  

Due to the need of supporting diverse types of traffic on 
the WMNs, in [7] it is proposed a scheme to prioritize 
traffics, through the addition of QoS's classification methods. 
This becomes a requisite, since the WMNs process real-time 
traffic as: Voice IP and videoconferences, which present 
QoS's high requirements with regard to delay jitter; and non-
real-time traffic as: a FTP and web browsers, in both cases, 
the QoS is more related with the reduction of data loss.    

Admission control is used in [8], to propose a 
methodology to estimate the available bandwidth in the 
MAC layer, by using an admission control algorithm (ACA) 
to support QoS in WMNs and to address the traffic in 
accordance with the requirements. When it is real-time 
traffic, all the nodes in a route enable traffic based on the 
estimated bandwidth. In a different way, for non-real-time 
traffic, these procedures seek to fit the throughput so as to 
avoid a jammed network. Lastly, after several tests the 
efficiency of the algorithm is demonstrated.  

To obtain the results in [8], several activities are realized 
under ns-2. The first one is to predict the available 
bandwidth. The second one is to locate the admission 
control. On third place, several traffics must be 
differentiating. Finally, to support mobility. All these lead to 
the conclusion that using admission control algorithms there 
is improvement in QoS. As a consequence to optimize 
admission control systems becomes a core tasks in the 
project. 

 

2.2 Admission control in WMNs 

The primary medium access mechanism underpinning 
multi-hop wireless networks is the IEEE 802.11 protocol: 

 Low cost 

 Easy setup 

 high physical data rates (>54Mbps) 

The most important feature of such IEEE 802.11-based 
mesh networks is that the radio links share the radio 
resources using a carrier sense multiple access (CSMA) 
based on random access protocol In CSMA for WMNs, the 
carrier sensing operation must now cope with the following 
two forms of asymmetry: 

 Contention asymmetry: This introduces 
asymmetry in the level of contention each 
link/node experiences. 

 Traffic asymmetry: The rate at which a link-i 
contends for the radio channel is a direct 
function of the traffic, i it needs to carry 

CSMA in WMNs could present two types of problems, 
“Fig. 4”: 

 Hidden terminal problem 

 Expose terminal problem 
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Fig. 4. Hidden terminal and exposed terminal. 

To avoid the hidden and exposed terminal problem, the 
IEEE 802.11 basic CSMA access mechanism is extended 
with a virtual carrier sensing mechanism “Fig. 5”. 

request-to-send (RTS) / clear-to-send (CTS) 

 

Fig. 5. RTS and CTS 

 

2.3 Computational intelligence for admision 

control 
In traditional admission control algorithms, there are 

used mathematical models; these models need to suppose 
traffic processes for a simple solution. This is a complex task 
on big networks because analytical and theoretical solutions 
only are valid by models. Then, QoS estimations are 
uncertain and admission control decisions are ineffective. In 
[9]-[11], three papers present the advantages of the 
computational intelligence methods to admission control 
applied in telecommunication networks.  

In [10], the paper shows call admission control (CAC) 
problems and how the neural networks (NNs) would be a 
key component for CAC algorithm. NNs forecast QoS 
conditions and the CAC algorithm uses the NNs results to 
make decisions.  

NNs are suitable solutions to CAC problems [10] 
because they reach appropriate non-lineal functions 
estimations. Moreover, there are certain advantages to be 
named: They do not need neither a precise mathematical 
model for traffic, nor making suppositions because NNs 
already know how to react based on real data behaviors; 
when NNs have abstracted valuable information, they are 
able to predict rough estimations from unknown data.  

The CAC algorithm makes decisions for new traffic in the 

network by using the QoS estimations that the NNs do. The 

results show a better throughput when NNs are used for 

admission control in traditional networks; certainly, using 

NNs for admission controls in WMNs is now a relevant 

topic. 
 

3. Testing and results 
WMNs tests were carried out with ns-3 simulator [12]-

[14] as scilab [15]-[17] was use for neural networks 
implementation. 

 
3.1 WMNs in ns3 

Ns-3 code is written in C++, for this reason, the next 
objects are necessary for any simulation: 

• Nodes: class node. 

• Networks devices: class NetDivice 

• Channels: class channel 

• Packets: Packets object 

• Applications:  

• class Application 

• Defined by users 

Loss propagation model: 

• Log distance loss propagation model: this model 
calculates the reception power. 

• Random loss propagation model: this model is used 
to introduce variance to the signal strength. 

• Delay propagation model: this model is added due 
to interferences of the air. 

Objects for WMNs en ns-3: 

• MeshHelper: 802.11s implementation. 

• Nodes: 

• NodeContainer: 8 nodes. 

• NetDiviceContainer: Wifi card. 

• MobilityHelper: node position. 

• Devices: 

• WifiMacHelper: for routing 

• WifiChanelHelper: propagation model 

• WifiPhyHelper: physics layer dates. 

• Interfaces: 

• InternetStackHelper: Internet 

• Ipv4AdressHelper: IP address 
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• Ipv4StaticRoutingHelper: static 
routing 

• Applications: 

• PacketSinkHelper: to send TCP 
traffic. 

The WMN for these tests have 8 nodes, those nodes are 
distributed in a row, “Fig. 6”; the distances between two 
consecutive nodes are variable, “TABLE I”. 

 

Fig. 6. WMN simulated. 

 

TABLE. I. DISTANCE AMONG NODES. 

Nodes Distances 

Node 1 – node 2 37,0 m 

Node 2 - node 3 36,5 m 

Node 3 – node 4 36,5 m 

Node 4 – node 5 33,8 m 

Node 5 – node 6 39,2 m 

Node 6 – node 7 25,5 m 

Node 7 – node 8 44,0 m 

For simulation is important to define some parameters, 
“TABLE II”. 

TABLE. II. CARACTERISTICS. 

Parameter Value 

For routing Static 

Data transfer 11 Mb/s 

Signal power 18 dBm 

Channel frequency 2,4 x 10^6  Hz 

The experimental design proposes to do the tests in 6 
scenarios, under the same initial conditions; the only 
difference in each one of the scenarios is the number of 
repetitions, “TABLE III”. 

 

 

 

TABLE. III. SCENARIOS. 

Scenario Number of repetitions 

1 42 

2 36 

3 30 

4 24 

5 18 

6 12 

The first tests were carried out for transmission between 
two neighbor nodes (one hop between nodes). “Fig. 7” 

 

Fig. 7. Result test: One hop between nodes. 

The second tests were carried out for transmission 
between two no neighbor nodes (two hops between nodes). 
“Fig. 8” 

 

Fig. 8. Result test: Two hops between nodes. 

The third tests were carried out for transmission between 
two no neighbor nodes (three hops between nodes). “Fig. 9” 
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Fig. 9. Result test: Three hops between nodes. 

For the last three test, if the number of hops between 
nodes increase, the throughput decreases. This is a logic 
result and presents similar outcomes in all scenarios. 

For the same scenario, the throughput depends on the 
distance between nodes. 

 

3.2 Admission control with neural networks 
For admission control using neural networks, is desirable 

for the neural network inputs to have the following 
properties: 

• Capture key elements of traffic behavior that 
influence the queue. 

• Support a large number of traffic classes.  

• Keep the number of inputs reasonably small. 

As a consequence the NNs inputs are: 

1. Number of Calls per Traffic Class 

2. Counts of Arrivals 

The values for the neural networks inputs are sent from 
ns-3 to scilab 

The neural network outputs is a decision, this decision is 

accept or reject traffic. The NN has learnt the boundary 

between the feasible and infeasible performance regions for 

a given input space.  

The neural network output (to accept or to reject traffic) 

is sent from scilab to ns-3.  
This test was carried out in number-3 scenario, “Fig. 10”, 

 

Fig. 10. Admission control: Neural network vs. no neural network 

The throughput increases when neural networks are using 
for admission control. 

 

3.3 Future work 
Similar test measuring: 

 delay 

 jitter 
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4. Conclusions 
WMNs are an outstanding wireless technology. For this 

reason, this topic is full of scientific and technological 
interest, with many possibilities in the investigation field. 

Admission control is important to improve QoS in 
WMNs, for this reason, if admission control shows 
betterment, then the QoS would be better than before.  

When neural networks are used for admission control in 

WMNs, the throughput increases; but a QoS improvement 

can be warranted only when similar experiments are being 

carried out measuring other performance characteristics, for 

example, delay and jitter. 
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Abstract— This paper proposes an unambiguous binary
offset carrier (BOC) correlation function based on a com-
bination of partial correlations composing the BOC auto-
correlation, which has a main-peak sharper than those of
the conventional unambiguous correlation functions, thus
providing a better tracking performance. From numerical
results, it is confirmed that the proposed unambiguous cor-
relation function provides a significant tracking performance
improvement over the conventional unambiguous correlation
functions in terms of the tracking error standard deviation.

Keywords: BOC; correlation function; ambiguity problem; track-
ing; TESD

1. Introduction
New global navigation satellite systems (GNSSs) includ-

ing European Galileo and modernized global positioning
system (GPS) employ the binary offset carrier (BOC) mod-
ulation providing a higher positioning accuracy than the
conventional phase shift keying (PSK) modulation used in
the conventional GPS [1], [2]. In the BOC modulation, the
signal is generated by multiplying a pseudorandom noise
(PRN) code with a sub-carrier of sine- or cosine-phased
square wave, denoted as BOCsin(kn, n) or BOCcos(kn, n),
respectively: Here, k represents the ratio of the chip period
Tc of the PRN code to the period of the sub-carrier,
and n denotes the ratio of T−1

c to 1.023 MHz [3], [4].
In general, the BOC signal is known to provide a better
tracking performance than the GPS signal. The performance
improvement on the signal tracking, and consequently, the
positioning accuracy comes from the fact that the main-peak
of the BOC autocorrelation is much narrower than that of
the PSK autocorrelation [5]. However, the main drawback
of the BOC modulated signal is that its autocorrelation has
multiple side-peaks, making the signal tracked at one of
the side-peaks, and thus, resulting in the biased tracking
measurements, which is referred to as the ambiguity problem
[2].

To deal with the problem, several unambiguous correla-
tion functions [6]-[8] have been proposed removing side-
peaks directly. In [6], subtraction of the crosscorrelation
between the BOC and PRN signals from the BOC au-
tocorrelation is employed, on the other hand, in [7], an

unambiguous correlation function was proposed based on a
combination of the crosscorrelations between the received
BOC and specially designed local signals; however, the
correlation functions in [7] and [8] are applicable only to
BOCsin(n, n) and BOCsin(kn, n) signals, respectively. Re-
cently, in [8], an interesting correlation function applicable
to both BOCsin(kn, n) and BOCcos(kn, n) was proposed by
combining the sub-correlations of the BOC autocorrelation.
However, the correlation function in [8] is focused only on
removing side-peaks of the autocorrelation without an effort
to improve its tracking performance.

In this paper, we propose an unambiguous correlation
function with a improved tracking performance by splitting a
sub-carrier pulse into two sub-pulses and combining the par-
tial correlations obtained using the sub-pulses. The proposed
correlation function has a narrower main-peak than those
of the conventional correlation functions and is applicable
to both BOCsin(kn, n) and BOCcos(kn, n). Moreover, it is
demonstrated that the proposed correlation function offers a
performance improvement over the conventional correlation
functions in terms of the tracking error standard deviation
(TESD).

The rest of this paper is organized as follows. In Sec-
tion 2, we describe the BOC signal model and its partial
correlations. Section 3 proposes an unambiguous correlation
function with a sharper main-peak. In Section 4, tracking
performances of several unambiguous correlation functions
are compared in terms of the TESD. Finally conclusion is
drawn in Section 5.

2. Signal Model
Interpreting a sub-carrier pulse as the sum of two rectan-

gular sub-pulses, we can express the baseband equivalent of
a BOC signal as

b(t) =
√
P

∞∑
i=−∞

cipTc(t− iTc)d(t)csc(t), (1)

where P is the signal power, ci ∈ {−1, 1} is the ith chip of a
PRN code with period T , pTc

(t) is the PRN code waveform
defined as a unit rectangular pulse over [0, Tc), and d(t) is
the navigation data. In addition, csc(t) =

∑∞
l=0 hlpTs

(t −
iTc − lTs) is the square wave sub-carrier, where N is
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Fig. 1: Partial correlations for BOCsin(kn, n) and
BOCcos(kn, n).

number of the sub-pulses in Tc, hl ∈ {−1, 1} is the sign
of the lth sub-pulse, and Ts = Tc/N is the duration of
a sub-pulse: For BOCsin(kn, n) and BOCcos(kn, n), the set
(N,hl, Ts) is specified as

(
4k, (−1)2ki+⌊ l

2 ⌋, 1
4kn×1.023 MHz

)
and

(
4k, (−1)2ki+⌈ l

2 ⌉, 1
4kn×1.023 MHz

)
, respectively, where

⌈x⌉ is the smallest integer not smaller than x, and ⌊x⌋ is the
largest integer not larger than x. We assume that every chip
of the PRN code is an independent random variable taking
on +1 and -1 with equal probability and the code period T
is sufficiently large compared with the chip period Tc. It is
also assumed that a pilot channel (i.e., d(t) = 1) for tracking
is provided [9].

The normalized BOC autocorrelation can be expressed as

R(τ) =
1

PT

∫ T

0

b(t)b(t+ τ)dt

=
N−1∑
l=0

{ 1
N

N−1∑
m=0

hlhmΛTs(τ + (l −m)Ts)}

=
N−1∑
l=0

Sl(τ),

(2)

where

Λϵ(τ) =

{
1− |τ |

ϵ , |τ | ≤ ϵ,
0, |τ | > ϵ

(3)

is a triangular function and

Sl(τ) =
1

N

N−1∑
m=0

hlhmΛTs
(τ + (l −m)Ts) (4)

is the lth partial correlation. Fig. 1 shows partial correlations
for BOCsin(kn, n) and BOCcos(kn, n).

3. Proposed Correlation Function
Figs. 2 and 3 show the first and second steps to generate

the proposed correlation function for BOCsin(kn, n) by
combining the partial correlations, respectively. From Fig. 2,
we can see that a correlation function R0(τ) with no side-
peak can be generated by combining S0(τ) and SN−1(τ)
as

R0(τ) = S0(τ)⊕ SN−1(τ)

, |S0(τ)|+ |SN−1(τ)| − |S0(τ)− SN−1(τ)|.
(5)

Moreover, we can observe that the main-peak width of
R0(τ) is determined by the location of a zero-crossing point
(denoted by α) nearest to the point that τ = 0.

Thus, in this paper, we construct correlation functions
T1(τ) and T2(τ) with α closer to the point that τ = 0 by
combining R0(τ), S1(τ)−SN−2(τ), and SN−2(τ)−S1(τ)
as 

T1(τ) = (S1(τ)− SN−2(τ))�R0(τ)

, |S1(τ)− SN−2(τ) +R0(τ)|
−|S1(τ)− SN−2(τ)|

T2(τ) = (SN−2(τ)− S1(τ))�R0(τ)

(6)

as shown in Fig. 2. Then, we combine T1(τ) and T2(τ) as

R1(τ) = T1(τ)⊕ T2(τ) (7)

yielding an unambiguous correlation function with a narrow
main-peak; however, the correlation function R1(τ) provides
a poor tracking performance since it is the combination
of only four partial correlations out of N = 4k partial
correlations.

Thus, as shown in Fig. 3, we combine the unambigu-
ous correlation function R1(τ) with partial correlations
{Sl(τ)}N−2

l=1 as

Rproposed(τ) = R1(τ) +

N−2∑
l=1

Sl(τ)⊕R1(τ). (8)

Although the figures are shown for BOCsin(kn, n) only, the
proposed scheme is directly applicable to BOCcos(kn, n)
using (5)-(8). The height of the main-peak of proposed
correlation function is two regardless of the value of k. The
main-peak widths are 17

25Ts and 1
2Ts for BOCsin(kn, n) and

BOCcos(kn, n), respectively.
In the tracking process, the discriminator output

D(τ) = R2
proposed

(
τ +

∆

2

)
−R2

proposed

(
τ − ∆

2

)
(9)

is applied to the loop filter to drive the numerically controlled
oscillator (NCO), which advances or delays the clock of the
local signal generator until τ become zero, where ∆ is the
early-late spacing.
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Fig. 2: The first step in generating the proposed correlation function for BOCsin(kn, n).
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4. Numerical Results
The tracking performances of the several unambiguous

correlation functions are compared in terms of the TESD:
Here, the TESD is defined as σ

G

√
2BLTI , where σ is the

standard deviation of D(τ)|τ=0, BL is the bandwidth of
the loop filter, TI is integration time, and G = dD(τ)

dτ

∣∣
τ=0

is the discriminator gain [10]. We assume the following
parameters: Galileo E1-B PRN code with period T = 4 ms,

TI = T , △ = Ts/4, BL = 1 Hz, and T−1
c = 1.023 MHz.

Fig. 4 shows the TESD performances of the proposed
and conventional correlation functions as a function of the
carrier-to-noise ratio (CNR) when k = 2: Here, the CNR is
defined as P/N0 with N0 the noise power spectral density.
The scheme in [7] is shown for sine-phased BOC signals
only, since the correlation function is only dedicated to
BOCsin(kn, n). From the figure, It is clearly observed that
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Fig. 4: Tracking error standard deviation of the proposed
and conventional correlation functions as a function of CNR
when k = 2.

the proposed correlation function provides a better TESD
than the conventional correlation functions in the CNR range
20 ∼ 50 dB-Hz of practical interest.

5. Conclusions
In this paper, we have proposed an unambiguous BOC

correlation function with a sharp main-peak based on a com-
bination of partial correlations. At first, we have generated
an unambiguous correlation function with a narrow main-
peak using four partial correlations. Then, we have obtained
an unambiguous correlation function with a sharp main-peak
by adding multiple unambiguous correlation functions with
same main-peak width, which come from combinations of
the 4k− 2 partial correlations and the narrow unambiguous
correlation function. Finally, it has been observed that the
proposed correlation function offers a performance improve-
ment over the conventional correlation functions in terms of
the TESD.
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Abstract 

The concept of wireless power transmission is as old 

as the electrical power itself. The scientists were 

interested in this subject since the generation of the 

electricity and using it. In fact, whenever the 
electrical power is generated, the matter of 

transmitting that power is bounded with it too. So far, 

wired transmission is still the common method 
because the wireless power transmitting methods 

have some drawbacks that make them not ready to be 

widely used.  

This paper is a general review on wireless power 

transmission methods that are invented so far. In this 

paper, it is focused on 4 methods rather than the 
others because of their practicality. They are 

magnetic resonance, capacitive coupling, laser and 

microwave. First of all, The systems and general 
performances of each method is explained, then some 

examples of works done so far around the world for 

the introduced methods are presented and finally, the 
methods are compared with each other in several 

aspects.  

Keywords: Wireless Power Transmission, Magnetic 
Resonance, Capacitive Coupling, Microwave, Laser 

1. Introduction 

The first attempt for wireless power transmission is 

registered for the experiments of Heinrich Hertz that he 
transferred high frequency power by parabolic 

reflectors  in 1888 [1]. In the late 18th century and the 

beginning of the 19th century, Nicola Tesla proposed 
the idea of wireless power more widely. He transferred 

the electrical power using magnetic resonance systems. 

In 1899 Tesla did a major breakthrough at Colorado 

Springs by transmitting 100 million volts of high-
frequency electric power wirelessly over a distance of 

26 miles at which he lit up a bank of 200 light bulbs 

and ran one electric motor. With this souped up version 

of his Tesla coil, Tesla claimed that only 5% of the 
transmitted energy was lost in the process, but broke of 

funds again, he looked for investors to back his project 

of broadcasting electric power in almost unlimited 
amounts to any point on the globe. The method he 

would use to produce this wireless power was to 

employ the earth's own resonance with its specific 
vibrational frequency to conduct AC electricity via a 

large electric oscillator [2].Tesla also designed a 

demonstrations of wireless energy transfer that is called 

the "Electrostatic Method" or Capacitive Coupling. An 
electric field of alternating current, high potential, high 

frequency is generated across a ground plane. The 

sending conductor (primary) must have a matched 
frequency receiving conductor (secondary) in order to 

maintain high efficiency in energy transfer [3]. In 1961 

William C. Brown published a paper on the feasibility 

study of transmitting the electrical power using 
microwave. Microwave power transmission of tens of 

kilowatts has been well proven by existing tests at 

Goldstone in California (1975) and Grand Bassin on 
Reunion Island (1997) [1]. In the case of 

electromagnetic radiation closer to visible region of 

spectrum (10s of microns (um) to 10s of nm), power 
can be transmitted by converting electricity into a laser 

beam that is then pointed at a solar cell receiver This 

mechanism is generally known as "power beaming" 

because the power is beamed at a receiver that can 
convert it to usable electrical energy [1].  

Wireless power transmission methods are divided into 

2 categories of “near field” and “far field” according to 
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the distance of the transmitted power. In near field 

methods, the distance between the transmitter and the 

receiver is less than the “Fresnel” parameter:  
 

𝑆 =
𝐷2

4𝜆
 

Where “D” is the antenna’s length or diameter and λ is 

the wavelength. Magnetic and electrostatic coupling 
are counted as near field and microwave and laser 

methods are counted as far field method [1]. 

 

2. Brief explanation of the methods 

a) Magnetic Resonance 

In wireless power transmission by resonance method, 
we have two coils with a determined selfish capacity, 

each coupling to a capacitor with a determined 

capacity and meantime they have mutual inducting 
effects with each other. They play the role of our 

transmitter and receiver. One of the coils is 

connected to the AC power supply and the other is 

connected to the load. The performance of this 
system is that when the AC source is connected to the 

transmitter coil, an AC current is established. The AC 

current in the transmitter coil establishes an AC flux 
with the same frequency. The frequency of the source 

must be equated to resonant frequency of the 

transmitter and receiver circuit. Alternating flux 
produced by the transmitter coil, would be received 

by the receiver coil by mutual induction and since its 

frequency is equal to the resonant frequency of the 

receiver circuit, the maximum energy transfer 
amount occurs. Overview of such system is shown in 

figure (1).  

Figure (1) - The overview of magnetic resonance system 

Consider a circuit comprising a capacitor and an 

inductor. Each of the inductor and capacitor has 
impedance which can be calculated as follows: 

𝑍𝐿 = 𝑗𝜔𝐿                                 (1) 

𝑍𝐶 =
1

𝑗𝐶𝜔
   ;   𝜔 = 2𝜋𝑓         (2) 

Now if the working frequency of the circuit is such 

that the absolute value of ZL and ZC is the same, we 

can say that the circuit is at resonant mode and the 
working frequency of the circuit in this mode is 

called the resonant frequency. If we equate the 

absolute values of ZL and ZC we will have:  

𝑍𝐿 = 𝑍𝐶 ⟹ 𝑗𝜔𝐿 =
1

𝑗𝜔𝐶
⟹ 𝑓 =

1

2𝜋√𝐿𝐶
   (3) 

The last equation is used to calculate the resonant 

frequency of an LC circuit. 

b) Capacitive coupling 

Electrostatic induction or capacitive coupling is the 

passage of electrical energy through a dielectric. In 
practice it is an electric field gradient or differential 

capacitance between two or more insulated 

terminals, plates, electrodes, or nodes that are 

elevated over a conducting ground plane. The electric 
field is created by charging the plates with a high 

potential, high frequency alternating current power 

supply. The capacitance between two elevated 
terminals and a powered device form a voltage 

divider [1]. 

The electric energy transmitted by means of 

electrostatic induction can be utilized by a receiving 
device, such as a wireless lamp. Nikola Tesla 

demonstrated the illumination of wireless lamps by 

energy that was coupled to them through an 

alternating electric field [1].  

"Instead of depending on electrodynamics induction 
at a distance to light the tube . . . [the] ideal way of 

lighting a hall or room would . . . be to produce such 

a condition in it that an illuminating device could be 
moved and put anywhere, and that it is lighted, no 

matter where it is put and without being electrically 

connected to anything. I have been able to produce 

such a condition by creating in the room a powerful, 
rapidly alternating electrostatic field. For this 

purpose I suspend a sheet of metal a distance from 

the ceiling on insulating cords and connect it to one 
terminal of the induction coil, the other terminal 

being preferably connected to the ground. Or else I 

suspend two sheets . . . each sheet being connected 
with one of the terminals of the coil, and their size 

being carefully determined. An exhausted tube may 

then be carried in the hand anywhere between the 

sheets or placed anywhere, even a certain distance 
beyond them; it remains always luminous." [1] 

c) Microwave 
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William C. Brown, the pioneer in wireless power 

transmission technology, has designed, developed a 

unit and demonstrated to show how power can be 
transferred through free space by microwaves. The 

concept of Wireless Power Transmission System is 

explained with functional block diagram shown in 
Figure 2. In the transmission side, the microwave 

power source generates microwave power and the 

output power is controlled by electronic control 

circuits. The wave guide ferrite circulator which 
protects the microwave source from reflected power 

is connected with the microwave power source 

through the Coax – Waveguide Adaptor. The tuner 
matches the impedance between the transmitting 

antenna and the microwave source. The attenuated 

signals will be then separated based on the direction 

of signal propagation by Directional Coupler. The 
transmitting antenna radiates the power uniformly 

through free space to the rectenna. In the receiving 

side, a rectenna receives the transmitted power and 
converts the microwave power into DC power. The 

impedance matching circuit and filter is provided to 

setting the output impedance of a signal source equal 
to the rectifying circuit. The rectifying circuit 

consists of Schottky barrier diodes converts the 

received microwave power into DC power [4]. The 

schematic view of the microwave method is shown 

in figure (2). 
Figure (2) - the schematic view of the microwave method 

d) Laser 

Laser power beaming is the wireless transfer of 

energy (heat or electricity) from one location to 

another, using laser light. The basic concept is the 
same as solar power, where the sun shines on a 

photovoltaic cell that converts the sunlight to energy. 

Here, a photovoltaic cell converts the laser light to 

energy. The key differences are that laser light is 
much more intense than sunlight, it can be aimed at 

any desired location, and it can deliver power 24 

hours per day. Power can be transmitted through air 

or space, or through optical fibers, as 

communications signals are sent today, and it can be 

sent potentially as far as the Moon [5]. The schematic 
view of the laser method is shown in figure (3).  

 

Figure (3) - the schematic view of the laser method 

3. Comparison of the methods 

In this section, the proposed methods are comparing 

with each other in 5 aspects of: transmitting power 

range, transmitting distance range, commercial 
aspects, efficiency and biologic effects. The 

summary of the results is shown in the table (1). 

4. Challenges and future view 

Initial costs of the WPT systems, especially in 
microwave and laser methods are almost high. This 

is one of the major reasons that WPT is not being 

widely used [17, 18].  

To sustain the constant power level, there are few 

challenges for WPT. This is due to the 

electromagnetic wave scatters freely in space as it 
propagates, which causes the efficiency to be much 

lower. Leaving some energy left unused or 

transferred unused. But using multiple antenna arrays 
will be able to solve the problem [18]. 

Since the world is lit by wires and every electrical 
device is fed with wires, it will be biggest challenge 

to implement the WPT technology. There should be 

complete revolution in the electrical world for 

manufacturing and designing. Still the safety of the 
microwaves remains a question for the public. Some 

of the countries which depend on electrical energy 

for the economy like our country Bhutan: it will be a 
heavy blow. This was the main reason that Tesla 

failed to convince then the sponsors and 

entrepreneurs of his time to carry out his project [18].
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Table (1) – Comparison of the presented methods 

Comparison 

parameter 

 

 

Method’s name 

 

Power 

range 

 

Distance range 

 

Commercial 

 

Efficiency 

 

Biological 

Magnetic 

resonance 

Up to 60 

watts has 

been 
reported [6] 

Up to 8 times of 

the transmitter 

and the receiver 
[6] 

 

 

Not expensive 
[7] 

Up to 45% 

have been 

reported 
[6] 

Not reported 

any harmful 

effect [1,8] 

Capacitive 

coupling 

 

 

It is almost like the magnetic coupling 

 

 

 

 

Microwave 

 

 

Up to 100kw 

feasibility 
study [9] 

 

Scientists are 

studying on 

transmitting 
from the Moon 

to the Earth [10] 

 

 

 

 
Expensive 

 

 

Up to 54% 

has been 
reported 

[12] 

If the wave 

parameters 

don’t increase 

so mauch more 
than the usual 

doesn’t have 

harmful effects 
[4,13] 

Laser Up to several 

hundred kw 

has been 
reported [14] 

Up to 1 km has 

been reported 

[14] 

 

 

Expensive 

Up to 30% 

has been 

reported 
[15] 

If the radiation 

steadies, 

damages the 
living tissues 

[16] 

 

Many thinks that WPT is not safe and fear its impact 

in human health and environment, but as per the 

IEEE standard, but the safety studies has been taken 

that its radiation level would be never higher than the 
dose received while opening the microwave oven 

door, meaning it is slightly higher than the emissions 

created by cellular telephones[1]. Thus the public 
exposure of WPT fields would be below existing 

safety guidelines (ANSI/IEEE exposure standards) 

[18]. 

More efficient energy distribution systems and 

sources are needed by both developed and under 

developed nations. In regards to the new systems, the 
market for wireless power transmission is enormous. 

It has the potential to become a multi-billion dollar 

per year market [19].  

 The increasing demand for electrical energy in 

industrial nations is well documented. If we include 

the demand of third world nations, pushed by their 
increasing rate of growth, we could expect an even 

faster rise in the demand for electrical power in the  

 
 

future. These systems can only meet this 90–94 % 

efficient transmission [19]. 

 

5. An example of works done so far for each 

method 

The MIT researchers successfully demonstrated the 

ability to power a 60 watt light bulb wirelessly, using 
two 5-turn copper coils of 60 cm (24 in) diameter, 

that were 2 m (7 ft) away, at roughly 45% efficiency. 

The coils were designed to resonate together at 9.9 
MHz (≈ wavelength 30 m) and were oriented along 

the same axis. One was connected inductively to a 

power source, and the other one to a bulb. The setup 

powered the bulb on, even when the direct line of 
sight was blocked using a wooden panel [6]. 

In [20], authors have proposed wireless power 
distribution with capacitive coupling to overcome 

disadvantages in magnetic coupling like power 

decrease for inexact connection. In this paper a new 
wireless power distribution using capacitive coupling 

is proposed excited by multi-stage switched mode 

active capacitor to increase provided power. The 

proposed system improves power transfer efficiency 
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without LC resonance so that it is robust against 

parameter change. In addition the proposed active 

negative capacitor works stable without any feedback 
loop. 

In [21], A microwave power beaming system was 
developed to realize wireless power supply to a 

Micro Aerial Vehicle. This system consists of 

transmitting, tracking, and receiving systems. In the 

transmitting system, a 5.8GHz microwave beam was 
irradiated from an active phased array antenna. 

Transmitting power was 4W and the beam 

divergence angle was 9deg. In the tracking system, a 
2.45GHz pilot signal was detected by a two-

dimensional tracking antenna and the position was 

deduced though the software retro-directive 
functions. The maximum tracking error was 1.97deg 

in the azimuth direction and 1.79deg in the traverse 

direction. Then, FM/AM wireless camera signal was 

used the pilot signal for tracking. The maximum error 
was 3.22deg in the traverse direction and was 

4.97deg in azimuth direction that were slightly larger 

than those without modulation. 

A method to use laser to supply power remotely for 

multimode wireless sensor networks is proposed in 
[22]. In the working space of wireless sensor 

networks, laser is transformed to a spatial distributed 

light field with certain uniformity and its wavelength 

is converted to the most sensitive wavelength of solar 
cell by the phosphor element. Thus, more wireless 

sensor networks nodes can be powered at the same 

time. A demonstration experiment is carried out, an 
yttrium aluminum garnet phosphor element is 

stimulated by the 3 W 457 nm laser and a uniform 

diffused light field with 3 π/4 space angle is obtained. 

The average optical energy density is 85 μ W/cm2 at 
the distance 1.5 m away from the phosphor surface. 

An ultra low-power consumption energy harvesting 

system is designed. 

6. Conclusion 

In this paper the concept of wireless power 

transmission was being discussed. After a brief 

history, 4 methods of WPT were introduced. Then 
each of the methods was briefly explained. In the 

next section, the methods were compared to each 

other in several aspects. It is shown that the far field 

methods are more expensive than the near field 
methods. Then challenges and the future views for 

wireless power transmitting were discussed. As we 

saw, WPT is not widely used because of some 
reasons such as small amount of efficiency, 

commercially expensive etc.  And in the last section, 

an example of works done so far for each method was 

presented.  
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Abstract— In this paper, we aim to design a Tele-Control 

system for the closed-loop control system. Tele-Control system 

consists of control plant, controller, feedforward channel and 

feedback channel in the closed-loop control system. Feedforward 

channel is located between controller and control plant and 

feedback channel, respectively. Basically, channels would be 

multipath channel due to the reflections. Therefore, in order to 

design a suitable controller for the closed-loop system, we have 

to consider the feedforward channel and feedback channel. In 

other words we design the controller corresponding to the 

open-loop system. In this research we have considered the PID 

controller. Moreover, the effects of channels are reduced after 

equalization by FIR filter. The stability and performance of the 

closed-loop system can be evaluated by step response. The 

control plant is set to be an Osprey in helicopter mode when it 

takes off. Moreover, we have compared the conventional control 

system which is without channel and Tele-Control system. 

Eventually, in conclusion we discussed about the performance 

and stability of Tele-Control system that even though the 

closed-loop system can be stabilize but performance will be 

degraded due to existence of multi delay in channel. Thus, PID 

parameters are tuned in order to overcome the degradation. 

Eventually, we could obtain a desirable response. However, there 

was a reverse overshoot due to existence of multipath channel. 

 

Keywords: Tele-Control System, Multipath Channel, 

Equalization, PID Controller, Time Lag 

 

1. INTRODUCTION 
 

The utilization of Tele-Control system is one of the 

significant issues in the servo systems. Especially, when 

system requires control in distant. The advantage of 

Tele-Control System is that we can realize servo systems to 

be managed and observed it’s behaviors from distant and for 

maintenance of controller since controller is located in 

observation center. Let us clarify the Tele-Control system. 

Basically, in Tele-Control system they are always two 

channel. One is the feedforward channel to send the optimal 

or compensated input to the control plant and the other one is 

the feedback channel since output signal should be sent to the 

controller side in order to calculate the error and to minimize 

it. So, these channels are disadvantages of utilization of 

Tele-Control system. First of all due to the usage of 

communication system in the closed-loop system we would 

have some impairment such as phase noise, Doppler effects, 

frequency offset, delays and attenuations. The mentioned 

impairment can be solved by implanting the system that has 

high function capabilities. Therefore, phase noise, Doppler 

effects, frequency offset can be repaired by installing the 

advanced function capability. However, the received signal 

should be equalized to get the original information from 

sender. Therefore, in order to get the exact data from sender 

we have to equalize the received signal. The received signal 

may be distracted by the multipath channel. Multipath 

channel effect occurs concerning the circumstances of the 

environment of control plant. In other words, multipath 

channel is inclusion of accumulated delayed and attenuated 

direct path signal. Even though sender has sent the original 

signal but in receiver side we will have distracted signal by 

the multipath channel. Thus equalization of signal is required 

in receiver side. For equalization, first we have to compose 

the replica of the unknown channel. The composition of the 

replica channel of the unknown channel can be done by FIR 

adaptive filter. However, the composition of the replica 

channel is not sufficient. We have to realize the inverse 

system of replica Channel. Therefore, the inverse channel is 

realized after the receiving the distracted signal. This has role 

of equalizing the received signal. These kinds of process 

should be implemented in two different stages. One is in the 

feedforward side of the receiver and the other one in the 

feedbackpart of the receiver since we have round trip 

multipath channel in the closed-loop system or Tele-Control 

System. After realizing the equalizer, we implement it in the 

closed-loop system. The control Plant is considered to be 

Osprey [1] in helicopter mode when it has to maintain the 

commanded desired altitude. In the Next chapters more 

details about the design of controller and the closed-loop 

system considering equalizer are mentioned. 
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2. FUNDUMENTAL THEORY OF 

CONVENTIONAL FEEDBACK CONTROL  
 

As we have discussed in introduction previously, the 

principal purpose of utilization of Tele-Control System is 

that observe the control plant behaviors and attitudes from 

a distant and send an optimal input to control plant. 

Basically, when Tele-Control System is required that 

control plant should be located in distant. For instance 

unmanned vehicle, missiles, Telescope in space and so on. 

So one of the advantages of usage of Tele-Control System 

is that plant can be controlled from a distant and controller 

maintenance can be done rapidly in case of impairment    

since controller is located in our side. Anyhow, let us 

define our proposed Tele-Control system. Before moving 

to Tele-Control System let’s have a review of the 

conventional feedback control system. Assume that we 

have a control plant as P, Controller K and r, u, y, e stand 

for reference, input, output and error signals, respectively. 

In Fig. 1, it shows how Conventional Feedback Control 

System [2-5] work. 

 

 
Fig. 1 Conventional Feedback Control System 
 

Through Fig.1 we could obtain the relation between 

reference and output signal as follows. 

 

KPey                    (1) 

 

yre   (2) 

 

By substituting equation (2) to equation (1) we have 

obtained the transfer function from rtoywhich has shown in 

equation (3). 

 

PrKy                     (3) 

 

That 
KP


1

1
 is sensitivity function of the 

closed-loop system and 01   is characteristicequation 

of the closed-loop system.They are several methods to 

design the controller. For instance, the most known 

controller is PID Controller. PID parameters can be set by 

obtaining the crossover frequencyωph. Crossover frequency 

is the frequency that when theopen-loop’s phase becomes 

-180°. Subsequently, we can obtain the limited stable 

proportional gain Kc and oscillation period Tcof the plant. 

The derivation of KcandTc shown as follows. 

Suppose that the open-loop of Fig. 1 is  

 

roGy 
       

(4) 

 

Where, PKoG  . Here we assume that K=1. 

By solving the characteristicequation 01  . Solution of 

characteristicequation can be expressed as follows.   

 

 01 01 P  

 

 1P
  

The polar expression of the given plant is

)()()(  jPjejPjP .Where ω is angular frequency 

and j is square root of -1. 

Then we will have
180)()( jejPjejP  . 

Eventually, 180)(  phP . 

 

Then gain margin of the given plant is as follows 

 

)](Re[

1

phjG
gm


             (5). 

 
As well Kc and Tc could be obtained as follows. 

 

20
10 10log20

gm

KcgmKc      (6) 

and 

ph

Tc





2

        
(7). 

 

Subsequently P, PI, and PID parameters could be 

summarized in table1. 

 

              Table1. PID Parameters  

 

Controller Kp Ti Td 

P 0.5Kc ∞ 0 

PI 0.45Kc 0.83Tc 0 

PID 0.6Kc 0.5Tc 0.125Tc 

 
Which Kp, Ti and Td are proportional gain, Integrator gain 

and derivative gain, respectively. 

Thus the PID controller can set as follows in frequency 

domain. 

 

sT
sT

KpsK d
i


1

)(             (8) 

Where, sis Laplace operator. 

Furthermore, the stability can be guarantee by the small gain 

theorem is satisfied. That is the gain of the open-loop 

transfer function with controller, should be less than 1, 
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that is       
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3. TELE-CONTROL SYSTEM 
 

So far we have discussed about the process of design the 

controller. Next let us define Tele-Control System as follows. 

Following figure shows the structure of Tele-Control 

system. 

 
 

Fig. 3 Tele-Control System 

 

Here H is Multipath channelandur,yr are received input and 

received output signal, respectively. Through Fig.2, we can 

get the closed-loop system’s transfer function according to 

following equations. 

 

PHKey  (10) 

 

Hyre  (11) 

Afterward we get the transfer function between r and y 

which iscomplementary sensitivitytransfer function as 

follows. 

 

PHKry
H

 (12) 

 

Where, 
21

1

PKH
H


  stands for sensitivity transfer 

function which is from r to e. 

 

As we can see in sensitivity function of the closed-loop 

system, it has been involved with Channel’s square. Our 

proposed method is to reduce the effect of the channel in the 

sensitivity function. The proposed method has shown in 

following Fig. 4.  

 

Fig. 4 Configuration of the proposed method 

Here, ye, ueand 1ˆ H stand for the equalized input signal, 

equalized output signal and Equalizer, respectively. Ĥ

itself is the replica channel of H that is estimated with 

adaptive filter. However, before getting starting the 

proposed method let us see how we can design a controller 

for Tele-control system without considering channel 

equalizer.

 

For fig.3, we could design a PID controller according to the 

explained procedure in previous chapter.

 

Therefore, the gain margin of system with multipath channel 

can be calculated as follows. 

 

021 PH                  (13). 

 

Here Multipath channel’s model can be express as follows. 






i

siL
eisH )( . Where αis the attenuation factor and 

L is Time-Delay and iis the number of taps. In next chapter 

Multipath channel will be introduced in details.  

The polar Expression of Multipath channel is: 
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The crossover frequency can be obtained by solving the 

following equation. 
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Afterward, gain margin will be obtained and eventually 

controller can be designed.However, the stability point of 

view, as it is clear, it is very hard to satisfy the small gain 

theorem.  
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As it can be seen in equation (14)’s conditions, it is very 

hard to maintain the small gain theorem due to the 

existence of multipath channel. Thus, we have to reduce 

the effect of multipath channel in sensitivity transfer 

function. In the next chapter proposed method, 

characteristic of multipath channel and Multipath channel 

canceller are introduced. 

 

4. REDUCTION OF MULTIPATH CHANNEL 

EFFECTS IN THE CLOSED-LOOP 

SYSTEM 

 
As we have discussed previously, existence of the 

multipath channel make the systemunstable and it is very 

hard to determine the PID parameter that satisfies the small 

gain theorem which has been mentioned in Equation (14). 

Therefore, somehow the multipath channel should be 

eliminated in order to get rid of the instability. Thus, 

equalizer is required in the receiver side of the plant for the 

feedforwardmultipath channel and another equalizer is 

required in the controller side for feedback multipath 

channel. By implementation of the equalizer we can reduce 

the effect of the multipath channel. However, before 

equalizing the received signal estimation of multipath 

channel is required. Estimation of multipath channel can be 

done by adaptive filter. After reconstructing the replica of 

multipath channel, inversion of the replica channel should 

be implemented in cascade to vanish the multipath channel. 

In following figure the process of the proposed system is 

indicated in detail.  

 

Fig. 5. Configuration of the proposed method in detail 

PeHKHy 1ˆ               (15) 

 

yHHre 1ˆ               (16) 

Afterward, we have as follows. 
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That 
2

ˆ
1
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H

H
PK

 is the sensitivity function of the  

proposed method. 

 

Here, if and only if when HH ˆ , then we would obtain 

equation (12) that is identical to the conventional feedback 

control system. However, this does not happen since 

replica channel cannot realize the precise characteristic of 

multipath channel. Nevertheless, we can reduce the effects 

of the multipath channel. So this makes the closed-loop 

system stable. However, performance is going to be 

degraded anyhow. 

 

5. MULTIPATH CHANNEL 
 

Basically, multipath channel is consequences of the 

reflected desired signal or in other words accumulation of 

several attenuated and delayed reference signal. Especially, 

this phenomenon would be occurred easily and frequently 

in metropolitan ambit which comprised of high density of 

building and so. Also, it would occur in mountainous area 

as well. Following shows the signal composition in time 

domain of reflected signal which comprise ofmultipath 

channel. 

 
Fig. 6. Signal compositions in time domain 

 

According to Fig. 6, it can be expressed in mathematical 

model for multipath channelH such as follows. 

 

i

ii nnh )()(            (18) 

Where, α and τ stands forattenuation andtime delay factor 

of multipath channel, respectively.As it is clear in equation 

(18), we need to estimate the multipath channel in order to 

get rid of instability in the closed-loop system. Therefore, 

for estimation of multipath channel FIR (finite impulse 

response) adaptive filter is utilized. The tap number of FIR 

adaptive filter concerns the length of multipath channel. 

Hence, the length of filter should exceed the length of 

multipath channel. Otherwise reconstruction of replica 

multipath channel becomes hard. In next chapter several 

adaptive filter algorithms are introduced. 
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6. ADAPTIVE FILTERS 
 

An adaptive algorithm [6-7]is a set of recursive equations 

used to adjust the weight vector of replica multipath 

channelHautomatically to minimize the effect of  

multipath channel in sensitivity function.Such that the 

weight vector converges iteratively to the optimum 

solution that corresponds to the bottom of the performance 

surface, i.e. the minimum of MSE (Mean Square Error). 

The Least- Mean- Square (LMS) algorithm is the most 

widley used among various adaptive algorithm because of 

its using the negative gradient of the instantaneous squared 

error. In general expression forHthat intend to adapt 

itself to H. The derivation of updated weight vector of 

LMS algorithm can be shown as follows. Here the 

adaptation done in time domain so we consider the h(n) as 

the imverse Laplace trasfer of H(s). As well for )(ˆ nh  is 

the inverse Laplace transfer of Ĥ (s). Before getting start 

the calculation, let us define the error signal in the adaptive 

filter ef(n). 

)(*)(ˆ)(*)()( nunhnunhne ef         (19) 

According to stochastic gradient algorithm, we would have 

as follows. Here n and i are iteration and filter’s tap 

number, respectively. 
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Eventually, we obtain the following equation. 

)()(2)(ˆ)1(ˆ inunfenihnih      (20) 

where μ is the step size or convergence factor that 

determines the stability and the convergence rate ofthe 

algorithm. 

In the case of Normalized LMS, the LMS algorithm 

normalizes the step size with respect to the input signal 

power. 

2
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Where,  




1

0

2 )(
1

N

i

x inu
N

 and N is tap number of 

adaptive filter. 

Step size is now bounded in the range of 0 to 2. It makes 

the convergence rate independent of signal powerd by 

normalizing the input vector with the energy of the input 

signal in the adaptive filter. 

 

7. SIMULSTION AND RESULTS 

 

In order to evaluate the perforamnce and stability of the 

proposed method, we have simulated for a system that it 

might requried Tele-Control system in some particular 

situation. The plant is chosen to be an Osprey. Osprey 

needs to take off in helicopter mode. After take it will 

change to airplain mode and it flies away. The first 

objective is to take off Ospery safely and with good 

performace by using Tele-Control System. As we 

disscused, in the case of Tele-Control System for sure we 

have multipath channel. In this situation we can consider 

that in the closed-loop system we would have two 

iednditical multipath channel, one for feedforward and the 

other for the feedback. For evaluation, we will simulate the 

step response of the closed-loop system without equlizer,  

with equzlier and conventional feedback control method 

(without channel) to compare the performances and 

stability among them. The other evaluation is for Channel 

estimator that we have disscused in chapter 6. Following 

shows the Conditions of Simulation. 

 

・The referecne altitude 50[m]. (
s

50
)( sR ) 

・The altitude dynamics of an Osprey : 

1 + s 30.5 + s 215 + s 100

1
)(

23
sP

 
・Controller of altitude: 

s

05.01.02.0
)(

2 


ss
sK

 

・Channel Specification (with 10 taps M=10): 







M

i

sL
i

iesH

1

)(

. 

Where, attenuated and time delay factor are indicated as 

follows. 
 

M

i

i eirand

1.0

)(




, 

))((5.0 irandnsortii   

(i=1 to 10). 

 

For adaptive filter’s performance, we have evaluated for 

equalized input signal which corresponds to feedforward  

multipath channel and equalized output multipath channel 

which corresponds to feedback multipath channel. 

Evaluation of each equalizer has been done by learning 

curve which is NMSE (Normalized Mean Square Error) 

showing as follows. 
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Fig. 7. The frequncy Response of Multipath Chnanel 

 
Fig.8. Bode diagram of the the open-loop without controlller and 

equalzier 

 
Fig. 9. Time response of mutipath Channel with and without equalzier 

 
 

 

 

 

 

 

 

 

 

 

 

 

             Effect of Non-minimum phase 
 

 

 

 

 

Fig. 10. The desired altitude response of the closed-loop system 

with and without equalizer and for conventional feedback control 

 

 
 Fig. 11. The compensated step response of wireless closed-loop 

system with equalizer 
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Fig. 12. Learning cutve of adaptive filters 

 

Fig. 7 shows the bode diagram of the multipath channel. 

As we can see the boundary of channel exceeds 10 [dB] in 

several frequencies and it’s phase drops very rapidly. Thus 

we can estimate that the closed-loop of system may 

become unstable that can be confrimed in Fig. 10. Fig. 8 

indicates the phase margin and gain margin of thethe 

open-loop system without controoller.  As it is claer the 

gain margin is -6.04[dB] and phase margin is -55.2 [deg] . 

Both margins are negative so the closed-loop becomes 

unstable. In order to get rid of multipath channel affects 

equalizer has been imlemented. Fig .9 shows the 

equalizer’s performances. Eventually the step response of 

the closed-loop system with and with equlizer and with 

conventional method are indicated in Fig. 10. As it is 

obvious that for conventional curve it converges to 

reference signal with settele time of 300[sec] and roughly 

10% overshoot. However, considering Tele-control system, 

it becomes unstable without equalizer. By utilization of 

equalizer we can confirm that it maintain the stability and 

the settle time is almost same as the convetntional curve. 

However, Overshoots of the system with equalzier is 100% 

that is not acceptable performance in the actual situation. 

Even the reverse oversoot that is indicated in a brwon 

circle is not suitable for the servo system. This caused by 

reverse overshoot by non-minimum phase affection. For 

these unsuitable matters, PID controller are tuned untill the 

overshoot is minimized. Thus, in Fig.11 we obtained better 

response compare to Fig.10. Eventually, the learning curve 

of the adaptive filters for feedb-forward and feedback 

channel are shown in Fig.12 base on two different 

algorithm LMS and NLMS. The learning curve for LMS 

becomes NaN which is unstable due to the regardlessing 

the normalization of the input signal. For NLMS algprithm 

eventhogh the learning curve is flactuatig frequently butit 

is decreasing by each iteration andhad a acceptable 

performances and can realize the replica of multipath 

channel in the both side of multipath feedforward and 

feedback channel. 
 

8.  CONCLUSION 
 

In this paper we have proposed to implement equalizer in 

Tele-control system in order to get rid of instability and 

performance degdration of the closed-loop system which 

cuased by multipath channel. As a result the closed-loop 

system is asysmptoticaly stable. However, the performance 

of the closed-loop does not satisfy the condition practically. 

Thus, as a future work the enhacment of perforamnce 

should be considered in Tele-control system. Moreover, in 

plant there are unecrtanity factor practically. That means 

plant’s paarmeters may changes. So far, we did not have 

considered the uncertanity in pant. So, if there is any 

uncertanity in plant the closed-loop system may be come 

unstable. In order to avoid instability due to uncertainty 

robust control should be appliyed. Therefore, to realize the 

joint system of roubst control and equalizer system is one 

of the important issue and future works. 
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Abstract 

Bluetooth is a wireless protocol designed to support short- 

range communications with low-power consumption for 

ubiquitous computing. It is important to maximize the transfer 

rate of Bluetooth without requiring additional hardware that 

may increase the cost and power consumption.  However, 

Bluetooth goodput is highly variable in space and time. To 

improve the goodput as much as possible without requiring a 

better antenna or more communication bandwidth, we develop 

a new lightweight method that dynamically adapts the packet 

length by applying hill climbing methods. To avoid potential 

local optima in hill climbing, we also support controlled 

random exploration of different hills, i.e., different packet 

sizes selected randomly. Our approach is different from most 

existing work on adaptive rate control in that it measures and 

enhances the goodput in the application-layer feedback loop 

neither relying on physical layer metrics (e.g., the received 

signal strength or signal to noise ratio) nor requiring any 

changes to the underlying hardware or firmware. Our 

approach is implemented as an application-layer library by 

extending a Bluetooth host stack in Linux. Our experiments 

show that the proposed method for dynamic packet size 

adaptation efficiently selects an appropriate Bluetooth packet 

size for goodput enhancement with minimal overheads. 

 

Keywords—Bluetooth, Goodput, Dynamic Packet Size 

Adaptation via Feedback  

 

I. INTRODUCTION 

 
Bluetooth is designed for low cost, low power, and short range 

(up to 100 meters) wireless communications in ubiquitous 

computing environments with normal speeds of up to 1 Mbps 

[2]. It consumes an order of magnitude less power compared 

to 802.11. It is originally designed as a single-hop cable 

replacement, for example, to eliminate the wire for data 

transfer between a smart phone and laptop. In addition, a large 

number and variety of Bluetooth devices have recently been 

developed. Due to the popularity of Bluetooth devices for 

ubiquitous/pervasive computing, it is desirable to significantly 

enhance the Bluetooth communication goodput, which is the 

application layer throughput indicating the number of useful 

data bits successfully transmitted to the receiver per unit time. 

If a higher goodput is supported, the overall user experience 

and energy efficiency can be enhanced due to the reduced 

time for data transfer and reduced retransmissions for many 

applications ranging from data transfer between a pair of data 

Bluetooth devices and multimedia applications. For example, 

the quality of service and energy efficiency for peer-to-peer 

multimedia streaming via 802.11 accompanied by Bluetooth 

[12] can enhanced considerably, if the Bluetootch goodput is 

maximized.  

 

Generally speaking, it is challenging to support high 

goodput for a Bluetooth communication. Bluetooth uses the 

2.4 GHz ISM band. The same radio band is used by IEEE 

802.11 (WiFi), which is widely deployed to build wireless 

local area networks, consumes an order of magnitude higher 

power to support a higher bit rate and longer communication 

range than Bluetooth does. Other Bluetooth and non-

Bluetooth devices, such as Bluetooth baby monitor and 

microwave ovens, also use the same band. Therefore, 

Bluetooth communications may suffer from interferences 

from other communication sources in addition to being 

subjected to the various vagaries of wireless links [5].  

 

To address these challenges, we investigate how to increase 

Bluetooth goodput as much as possible without requiring 

more expensive hardware or any changes to firmware subject 

to the cost increase and deployment issues. We avoid 

extensive mathematical modeling of wireless channels based 

on the physical layer metrics such as the received signal 

strength or signal to noise ratio [1,3,5,8,10], since a 

mathematical model of a wireless channel derived in a 

specific environment may become largely inaccurate due to, 

for example, fluctuating channel conditions and mobility. In 

uncertain environments, physical layer metrics often fail to 

capture the application layer goodput. Therefore, in this paper, 

we design an adaptive and lightweight approach that hunts for 

an improved goodput via dynamic packet size adaptation in 

the application layer without modifying the underlying 

hardware, firmware, or protocol stack.  

 

Adaptive rate control techniques have been studied for 

efficient wireless communications [1-3,5-10]. However, most 

existing work assumes that short packets are less susceptible 

to losses or use a fixed single packet size. In this paper, we 

empirically show that a larger Bluetooth packet is not 

necessarily more subject to losses and a lower goodput as a 

result (Fig. 2 in Section III). We also show that a single packet 

size may support largely fluctuating goodputs, even if the 

other communication settings, such as the distance between 

two communicating Bluetooth devices and WiFi interference, 

do not change significantly. Based on this observation, we 
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design an opportunistic approach to dynamic packet size 

adaptation to enhance the Bluetooth goodput. By applying the 

hill climbing technique, we continue to go up or down a hill 

(i.e., increase or decrease the packet size) as long as the data 

transfer rate does not decrease. On the other hand, we begin to 

explore the opposite direction of the hill, if the effective 

transfer date decreases; that is, we begin to decrease the 

packet size, if the transfer rate decreased as the packet size 

was increased in the previous trial or vice versa. In addition, 

to avoid local maxima, we introduce a probabilistic yet 

controlled random exploration technique to explore other 

randomly selected hills for potential enhancement of the 

goodput in a systematic manner. In this way, we decrease the 

probability of settling for a packet size selected by hill 

climbing even though there could be a different packet size 

that provides a considerably higher goodput. 

 

We have implemented our adaptive algorithm by extending 

the Bluetooth host stack in Linux. Especially, we extend 

L2CAP (Logical Link Control and Adaptation Protocol) [11,4] 

without changing the underlying Bluetooth radio stack. 

Although the default packet size is 672 bytes in L2CAP, it can 

be increased up to 65536 bytes. In connection-oriented 

Bluetooth communications considered in this paper, an 

L2CAP sender retransmits a packet until it receives an 

acknowledgement from the receiver or the connection fails.   

 

We have performed experiments in a residential building 

considering good and poor wireless connections. To create a 

good connection, we place a pair of Bluetooth devices one 

foot apart from each other. On the other hand, to create a poor 

connection, a sender is placed two floors away from the 

receiver in a residential house.  In the experiments with a poor 

connection, our approach considerably outperforms a baseline 

approach, i.e., the original unmodified L2CAP, which uses a 

fixed default packet size. Comparing to the baseline, our 

approach improves the average effective transmission rate by 

approximately 48%, while significantly reducing the variance. 

For good wireless connections, it provides similar 

performance to the baseline.  

 

The rest of the paper is organized as follows. Our approach 

to Bluetooth goodput enhancement via a feedback in the 

application layer is described in Section II. Performance 

evaluation results are discussed in Section III. Related work is 

discussed in Section IV.  Finally, Section V concludes the 

paper and discusses future work issues. 

 

II. ALGORITHM DESIGN FOR DYNAMIC PACKET SIZE 

ADAPTATION 

 
In this section, background information of the Bluetooth 

protocol stack is given. In addition, our approaches to hill 

climbing and random exploration for Bluetooth goodput 

enhancement are discussed.  

 

A. Bluetooth Protocol Stack 

The Bluetooth protocol stack consists of two parts: (1) a 

controller stack implemented in hardware to deal with the 

timing critical radio interface and (2) a host stack 

implemented in the operating system to handle high level data. 

 

In this paper, we focus on extending the host stack to 

support dynamic packet size adaptation for goodput 

enhancement. Since our approach does not directly deal with 

low-level radio, it is not necessary to modify the control stack. 

Hence, our approach is easier to deploy than an alternative 

approach that requires control stack modifications is. 

 

In L2CAP, the MTU (Maximum Transmission Unit) must 

be at least 48 bytes long but not longer than 65535 bytes, 

while the default MTU size is 672 bytes. Generally, a large 

MTU is more efficient with lower overheads, since the packet 

header size is fixed regardless of the MTU size. Other 

overheads such as the packet scheduling delay can be 

amortized better for a bigger MTU. However, simply using 

the maximum MTU size may not result in the highest goodput 

due to stochastic wireless channel characteristics.  

 

We have experimentally observed that any packet size 

larger than 43860 bytes results in significant packet losses. 

Thus, an ideal MTU size should be big enough to amortize 

transmission overheads but small enough to avoid excessive 

packet losses. In our experiments, the relation between the 

MTU size and effective transmission rate is nonlinear but 

highly stochastic when 48 bytes ≤ MTU ≤ 43860 bytes. (More 

details are given in Section III.) Based on this observation, we 

design an opportunistic approach to increasing the goodput via 

hill climbing and random exploration within the range of 48 – 

43860 bytes. The notations used for the design of an algorithm 

are summarized in Table 1.  

 

Notation Meaning 

MTU Max. Transmission Unit (48 – 43860 

bytes; 672 bytes by default) 

α, β (0 < α < β < 1) Magnitude of packet size adaptation  

N Number of packets used as a unit for 

effective transfer rate measurement 

and packet size adaptation 

Ri Measured goodput for the i
th

 set of N 

packets where i ≥ 1 

D Current direction for hill climbing  

Dnew New direction for hill climbing 

p Probability for a random jump 

k Number of climbs for tryout of a new 

hill  

 

Table 1. Notations 

 

 

B. Hill Climbing 
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Fig. 1 Hill Climbing for Packet Size Adaptation 

 
The overall procedure of our hill climbing for enhancing the 

effective transmission rate is depicted in Figure 1. Also, a 

more detailed description of the dynamic packet size 

adaptation follows: 

  

1. Initially, use the default MTU size and set the 

preferred direction D = increase.  

 

2. For the ith set of N successfully received packets 

where i ≥ 1, the receiver computes the goodput is: 

Ri  = 
1

TN
s j

j=1..N

å  bps (bits per second)

 
where TN is the total time for transmitting the N 

packets and sj is the size of the j
th

 packet in bits.  

 

3. If Ri ≤ Ri+1, the receiver sets the new preferred 

direction Dnew = D. If Dnew = increase, MTUnew = 

MTU(1+α) where 0 < α < 1. Else, MTUnew = 

MTU(1-α). 

 

4. Else set Dnew = opposite of D. If Dnew == decrease, 

MTUnew = MTU(1-β). Otherwise, MTUnew = MTU(1 

+ β) where 0 < α < β < 1. 

 

5. Set D = Dnew.  

 

6. Start random exploration if appropriate.  

 

7. Piggyback MTUnew to an acknowledgement packet 

(or any other packet) transmitted to the sender. 

 

8. Repeat Steps 2 – 7 until all data is completely 

transmitted to the receiver.  

 

Algorithm 1. Dynamic packet size adaptation 

 

In Step 1, we assume that an increase in packet size is 

preferred, since it is initially unknown whether we need to 

increase or decrease the MTU length to increase the goodput. 

Hence, we set the current hill climbing direction D = increase. 

In Step 2, we compute the goodput Ri for the i
th

 set of the N 

consecutively received packets. Similarly, Ri+1 is computed for 

the (i+1)
th

 set of N packets.   

 

In Step 3, if Ri ≤ Ri+1, the effective transmission rate has 

increased. If the current direction for packet size adaptation 

was the increasing (decreasing) direction, we further increase 

(decrease) MTU by αMTU to continue going up (down) the 

hill, i.e., to continue increasing the effective transmission rate.    

 

On the other hand, in Step 4, we observe that the goodput 

has decreased if Ri > Ri+1. In this case, we start going to the 

opposite direction, because the current hill climbing strategy 

failed to increase the goodput. If the current direction is 

increasing the packet size, we decrease it by βMTU or vice 

versa. Notably, by setting α < β, we take a conservative 

approach to avoid going too far in a wrong direction. By doing 

this, our algorithm aims to avoid indefinitely oscillating 

between a packet size increase and decrease, which may 

happen in the worst case if α = β. 

 

In Step 5, we set D = Dnew. In Step 6, random exploration is 

performed, if necessary, to avoid local optima in a 

probabilistic manner. In Step 7, the receiver sends the new 

MTU value to the transmitter to enhance the goodput. Since 

the MTU size can be expressed using only two bytes, it is 

piggybacked to an acknowledgement (or any other packet) 

transmitted from the receiver to the sender. Steps 1 – 7 are 

repeated until all data is successfully transmitted to the 

receiver. 

 

 

C. Random Exploration 

 

When the effective transmission rate is computed in Step 2 of 

Algorithm 1, the receiver picks a random number between 0 

and 1. If the random number is not bigger than a pre-set 

probability p for random exploration, the hill climbing 

procedure picks a random packet size between 48 and 43860 

bytes.  The hill climbing routine is restarted at the newly 

picked random packet size.  

 

The new hill will be climbed for another pre-set parameter 

k number of climbs.  At the end of k climbs, if the new 

goodput is higher than the value measured before the random 

jump event, this new hill will be climbed continuously.  If the 

goodput decreases, the hill climbing algorithm will abandon 

this new hill and return to the original hill climbed before the 

random search. 

 

If the algorithm is in the new hill tryout phase (i.e., k 

number of climbs have not yet been completed), a random 

shift to a new hill is suspended to give each random search a 

chance to prove or disprove the new randomly picked hill is a 

viable one. 
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Note that our hill climbing algorithm strives to converge to 

an appropriate packet size that can increase the goodput. Our 

algorithm is lightweight. Also, it does not require extensive 

modeling of wireless communication channel characteristics 

in a specific environment. Thus, it consumes little resources 

and readily usable for Bluetooth communications in any 

mobile/ubiquitous environment.  

 

 

III.  PERFORMANCE EVALUATION 

 
For performance evaluation, we have a sender transfer a file in 

a PC to a receiver running on a laptop via Bluetooth. This 

could easily be applied to other mobile devices or game 

consoles to transfer data with each other. Although file 

transfer is used for experimental purposes, our approach can 

be used to transfer any data. 

 

First, we capture data to analyze the goodput as a function 

of the packet size. In this experiment, we intend to observe 

whether or not short packet lengths generally provide higher 

transfer rates, while observing that a single packet length 

provides different goodputs over time due to varying 

conditions for Bluetooth communications.  

 

Second, we evaluate the goodput supported by our hill 

climbing method, while trying different parameters for 

random exploration. Our objective is to observe whether our 

approach can improve the effective transmission rate 

compared to the baseline method that uses a fixed default 

MTU size of 672 bytes in L2CAP. In addition, we aim to 

investigate issues related to random exploration. Although 

random exploration may help hill climbing avoid local 

maxima, excessive randomness may decrease the goodput, 

while increasing potential fluctuations. We intend to find 

appropriate parameters for random search to increase the 

effective transfer rate, while avoiding severe rate variances.  

 

A. Packet Length vs. Goodput 

In this subsection, we perform an experiment to show the need 

for hill climbing to enhance the goodput of a Bluetooth 

communication. More specifically, a 3.2MB file is transferred 

once between a pair of Bluetooth devices. We have used two 

setups for experiment: one good connection and one poor 

connection, respectively. In the good connection, a pair of 

Bluetooth devices is 1 foot apart.  The poor connection uses 

the same two Bluetooth devices; however, the devices are two 

floors away from each other in a house. Since Bluetooth is 

mainly designed to support short-range communication, the 

poor connection represents a challenging situation for a 

Bluetooth communication. However, this is a realistic 

scenario in which users may want to avoid frequent trips 

between several places in a building for data transfer. 

 

Figure 2 shows the results of the experiments. One 

experiment is done for a good connection. This experiment 

shows that a high goodput can be achieved at many different 

packet sizes. From the figure, we observe that a relatively 

small packet size (<1,000 bytes) often yields largely 

oscillating transfer rates, because short packets are subject to 

the large overhead associated with the Bluetooth protocol. 

These results contradict to the commonly accepted rule of 

thumb to use small packets in lossy environments to support a 

higher goodput [1-3,5-10]. From Figure 2, we observe that a 

large packet size does not necessarily provide a higher 

goodput. Thus, hill climbing for dynamic packet size 

adaptation is a viable approach to enhancing the Bluetooth 

goodput. 

 

In addition, we create one poor connection at a time to 

transfer a 3MB file and repeat this experiment three times. 

Figure 2 shows that the effective transfer rate widely varies 

among the three experiments using the poor connection. From 

this, we observe that the goodput of a poor connection is 

affected by not only the packet size but also other 

unpredictable stochastic wireless channel characteristics that 

may largely vary. However, the results show that it is feasible 

to increase the goodput rate by dynamically adapting the 

packet size. Also, in Figure 2, there are many individual peaks 

and valleys. Therefore, random exploration can further 

improve the goodput by avoiding local maxima. 

 

 
 

Fig. 2 Packet Size (bytes) vs. Goodput (bits per second) 

 

 

B. Tuning Random Exploration Parameters 

In the experiments presented in this subsection, the 3.2MB file 

is repeatedly transferred from the sender to the receiver for 15 

minutes. At the end of a 15 minute experiment, we measure 

the total amount of the data successfully transferred to the 

receiver to compute the average goodput. In a good (poor) 

connection, the Bluetooth device pair is 1 foot (two floors) 

away, similar to the previous subsection.  
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Parameter Value 

α  0.1 

β 0.2 

N 20 packets 

Initial value of MTU 672 bytes 

Initial value of D Increase 

p 0.01, 0.02, ..., 0.1 

k 1, 2, ..., 10 

Length of an experimental run 15 minutes 

 

Table 2. Experimental Parameter Settings 

 

Table 2 summarizes the parameter settings used for the 

experiments presented in this subsection. The receiver runs 

our adaptive method upon receiving 20 new packets (i.e., N = 

20) to enhance the effective transfer rate compared to the 

basic approach that uses the fixed default packet size (672 

bytes in L2CAP). We use different values of p (the probability 

for a random jump) and k (the number of climbs for tryout of 

a new hill) for random jumps. Specifically, we consider p = 

1%, 2%, …, 10% and k = 1, 2, …, 10. A 15 minute file 

transfer experiment is performed for each pair of p and k 

parameters to measure the average goodput. Therefore, we 

have executed 100 experiment runs in total where each run is 

15 minutes long. In addition, we compute the standard 

deviation for the measured transfer rates.  

 

Figure 3 shows the average goodput for the good 

connection as a function of the two parameters p and k. Also, 

Figure 4 shows the standard deviation of the goodput for the 

good connection as a function of the two parameters p and k. 

From these figures, we observe that the p and k parameters 

have little influence on a good Bluetooth connection, since the 

goodput is relatively stable for a reliable connection as shown 

in Figure 2. As shown in Figure 4, the standard deviation is 

small with moderate values of p and small values of k. For a 

good connection, a good hill can be found quickly and 

wasting a large amount of time by deviating from a good hill 

is unnecessary. 

 

 

Fig. 3 Average goodput of a good connection for different p  

and k values 

Figure 5 shows the average goodput for the poor 

connection as a function of the two parameters p and k. 

Figures 5 and 6 show the standard deviation of the goodput 

for the poor connection. The experimental results show that a 

pair of moderate p and a small k supports a high transfer rate 

with small standard deviation, similar to the result for the 

good connection.  

 

 

Fig. 4 Standard deviation of the goodput for a good 

connection 

 

C. Evaluation of the Goodput 

   

Overall, the experimental results show that the hill climbing 

with controlled random explorations significantly outperforms 

the basic approach for a poor connection and does not 

severely decrease the goodput for a good connection. For 

example, in our approach, selecting p = 4% and k = 1 yields 

an average goodput of approximately 490kbps with a poor 

connection. For more than 90% of the time, the transfer rate 

stays within 11% of the average. For a good connection, the 

same p and k valus yield a goodput of approximately 660kbps. 

For approximately 90% of the time, the transfer rate stays 

within 9% of the average.  

 

 

Fig. 5 Average goodput of a poor connection for different p 

and k values 

On the other hand, the baseline supports only 330kbps with 

the poor connection. Also, the transfer rate fluctuates within 

48% of the average. It supports roughly 690kbps with the 

good connection. For 90% of the time, the transfer rate stays 

within 10% of the average. 

 
Hence, in these experiments, our adaptive approach 

enhances the goodput by more than 48% for the poor 
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connection, while significantly reducing the variations. For 

the good connection, our adaptive approach with p = 4% and k 

= 1 decreases the goodput by less than 5% compared to non-

adaptive approach. Therefore, the overhead of our adaptive 

approach is acceptable. 

 

 

Fig. 6 Standard deviation of the goodput for a poor connection 

A possible extension is to turn off our hill climbing and 

random exploration methods, for example, when the goodput 

exceeds a pre-specified threshold that indicates a very good 

connection. A challenge is how to predict when to turn it on 

again to avoid goodput losses in varying wireless 

communication conditions. A thorough investigation is 

reserved for future work.  

IV. RELATED WORK 

Research on dynamic packet length adaptation has been done 

to maximize the rate of wireless data transfer. However, a 

common assumption of the previous work is that a large 

packet is subject to lower overheads but more losses [3, 5, 7, 

10]. Based on this assumption, the packet size is reduced 

further as more packets are lost. In this paper, we empirically 

show that the assumption does not necessarily hold in practice. 

Thus, we hunt for a higher goodput by dynamically adapting 

the packet size within the whole range of the minimum and 

maximum packet size via efficient hill climbing based on the 

observed packet length vs. goodput relations.   

 

In [8], an optimal packet size is selected based on pre-

known wireless network conditions. However, this approach 

may not perform well in practice, because wireless network 

conditions often largely fluctuate due to wireless uncertainties 

and mobility. Packet loss models [3,10] are developed 

assuming a constant bit error rate. They assume that most 

packet errors are due to random bit errors in the payload. 

However, Vyas et al. [9] experimentally disprove this 

assumption in an 802.11a network. In [2, 6], wireless sensor 

nodes adapt the packet length to increase the transfer rate 

based on physical channel conditions. Dong et al. [2] observe 

that commonly used physical layer metrics such as the RSSI 

(received signal strength indicator) and LQI (link quality 

indicator) are not effective to measure the throughput in a 

wireless sensor network. They propose to support dynamic 

packet size adaptation based on the observation that most 

work on packet length optimization uses a fixed optimal 

length scheme. However, their work implemented in TinyOS 

2.1 is closely tied to the underlying protocol stack and does 

not consider local maxima problems unlike the work 

presented in this paper. Instead, it focuses on sensor reading 

aggregation and multi-hop transmissions important in the 

context of wireless sensor networks.  

 

Bluetooth uses the frequency hopping technique. Different 

packets are sent using different channels. Leveraging the 

frequency hopping nature of Bluetooth, Sarkar et al. [5] use 

different packet sizes for different channels based on their 

conditions. Chen et al. [1] propose an analytic link-layer 

model to find an optimal packet type or size to maximize the 

TCP transfer rate over Bluetooth. Instead of developing yet 

another analytic model based on physical layer metrics such 

as the RSSI or LQI, which could be largely inaccurate, we 

take a practical approach to improving the goodput of data 

transfer in Bluetooth, which dynamically adapts the packet 

length based on the application layer goodput feedback. As 

wireless channel characteristics are highly stochastic, our 

empirical approach enhances the goodput with little 

computational complexity and communicational overhead in 

practice. Neither is it tied to a specific mathematical model. 

Furthermore, unlike a majority of work based on analytic 

modeling and simulation studies, our approach is actually 

implemented in Linux and thoroughly evaluated in a real 

residential environment. 

V. CONCLUSIONS 

 
Bluetooth is a wireless protocol designed to support short- 

range data exchanges for ubiquitous computing. In this paper, 

we aim to considerably increase the Bluetooth goodput. To 

achieve this objective, we have designed a new method based 

on hill climbing with controlled random exploration. As our 

approach is an application layer solution, no modification of 

the underlying Bluetooth firmware or hardware is required. 

Thus, it can be easily deployed. The experimental results 

show that the proposed method can find an appropriate packet 

length to substantially enhance the goodput in highly dynamic 

wireless environments. Further, our approach is lightweight in 

that it does not require extensive modeling of wireless channel 

characteristics, complex computation, or additional 

communications between Bluetooth devices. 
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Abstract - As vehicle and computer technique are advanced, 
a vehicle has many electronic control unit (ECU). The ECUs 
control a series of actuators on an internal combustion engine 
to ensure the optimum running through reading values from a 
multitude of sensors within the engine bay, interpreting the 
data using multidimensional performance maps, and adjusting 
the engine actuators accordingly. It has utilized on vehicular 
diagnostic system such as on-board diagnostic version II 
(OBD-II). The OBD-II collects state of health information for 
various vehicular sub-systems. We propose automotive 
platform that can manage vehicle in real-time. It enables an 
early diagnosis based on storing information in server. It 
ensures high safety, more comfort. 

Keywords: Automotive platform; Real-Time diagnosis; 
Bluetooth; Electronic control unit; 

 

1 Introduction 
  As computer and automotive technology are advanced, 
many ECUs are included in vehicle. It has utilized on 
vehicular diagnostic system such as OBD-II. OBD is protocol 
that was developed in the 1980’s to help technicians diagnose 
and service the computerized engine systems of modern 
vehicles [1]. A new generation of these systems called OBD-
II is present on 1996 and newer vehicles. OBD-II is an 
automotive term referring to a vehicle’s self-diagnostic and 
reporting capability. They enable the vehicle owner or a 
repair technician to access to state of health information for 
various vehicle sub-systems. They are implemented via OBD-
II interface such as control area network (CAN) that needs for 
information sharing between ECUs [2]. The CAN was 
developed for the automotive market to reduce the weight and 
cost of wiring harnesses and add additional capabilities. It is 
also used in factory automation, medical, marine, military and 
anywhere a simple yet robust network is needed. It is not 
necessarily a complete network system. The vehicle is 
diagnosed by OBD-II that based on collected vehicular 
information via OBD-II interface. Most of vehicle requires 
extra device in order to monitor state of vehicle [3]. Recently, 
mobile device applications allow smart devices to display and 
manipulate the OBD-II data accessed via USB adaptor cables 
or Bluetooth adapters plugged in to the car’s OBD-II 
connector. It enables a real-time monitoring through smart 
devices [4]. 

 We propose a converter that OBD protocol is converted 
into Bluetooth protocol and a graphic user interface (GUI) for 
smart devices. The smart devices have limit of storage. A 
server needs in order to store vehicular information that is 
transported in real-time.  We propose cloud computing for 
construction server. A repair technician would analyze failure 
cause through stored data in server. It enables to detect 
potential error in vehicle. The second section describes 
background, third section presents proposed scenarios. 
Finally, last section presents conclusion and future work. 

2 BACKGROUND  
2.1 In-Vehicle Network 
 IVN with point-to-point connections is the simplest 
topology and can make functionality easily, shown as Fig. 1 
b). But this topology has complex wiring which is hard to 
modify and extend. And as ECUs are increased, the wiring 
and connection points are increased exponentially. This is not 
good for production and maintenance of vehicle.  

 Networked IVN uses a bus connection to which other 
ECUs are connected this provides flexibility and scalability, 
as shown Fig. 1 c). ECUs, which have their own sensors and 
actuators, are connected with others through Bus and share 
information. This is better than point-to-point connection but 
there are some limitation to provide flexibility and scalability. 
Sensors and actuators do not have their own network 
interface, so they have to be a part of some kind of ECUs [5].  

 
Figure 1 Vehicle E/E architecture 

 Fully Networked IVN, in addition to ECUs, consists of 
Sensors and Actuators which have their own network 
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interfaces thus they can connect to IVN independently and 
assure high flexibility and scalability. But, with the increase 
in number of  ECUs, sensors and actuators the design, 
verification and validation of Automotive E/E systems 
become complicated. Moreover, increasing the IVN traffic 
causes congestion, delay and omission of IVN thus safety and 
dependability is at stake.  This paper proposes distributed 
hierarchical service architecture to solve problems which are 
described before. Distributed Service Management Point 
(SMP) maintains services hierarchically and provides 
redundant services to assure dependability. According to the 
requirements, SMP can consist of various services and can 
modify services easily and support on-line diagnosis to 
validate services [6]. 

2.2 Bluetooth 
 The Medical Working Group of the Bluetooth SIG 
began defining a specification addressing the needs of the 
medical community. Under Bluetooth, a profile defines the 
characteristics and features including function of a Bluetooth 
system. The end result of this work was the HDP 
specification that included the MCAP (Multi-Channel 
Adaptation Protocol) and made use of the Device ID Profile 
(DI). Fig. 2 describes the interaction between a Bluetooth 
Protocol.  

 Medical Application describes the actual device 
application, including its user interface, application behavior, 
and integration layer to IEEE 11073-20601 stack 
implementation. IEEE 11073-20601 stack performs building, 
transmission, reception, and parsing of IEEE PDU packets for 
the associated PHD being developed. This component will 
directly link to the HDP. Device ID (DI) Profile is a 
Bluetooth profile designed to provide device specific 
information through use of the Service Discovery Protocol 
(SDP). If vendor specific information is required as part of a 
particular Medical Device, this profile provides specific 
behavior to acquire this information. A good HDP 
implementation offers API’s to register and query for such 
vendor specific information. 

 
Figure 2 Bluetooth Stack 

  These API’s can then be integrated directly into the 
Medical Application. Health Device Profile (HDP) is the core 
Bluetooth profile designed to facilitate transmission and 
reception of Medical Device data. The API’s of this layer 
interact with the lower level MCAP layer, but also perform 
SDP behavior to connect to remote HDP devices. SDP is the 
Service Discovery Protocol used by all Bluetooth profiles to 
register and discover available services on remote devices so 
that connections over L2CAP can be established. Multi-
Channel Adaptation Layer (MCAP) is used by HDP and 
facilitates the creation of a Communications Link (MCL) for 
exchanging generic commands, and also one or more Data 
Links (MDL) to transfer actual Medical Device data. MCAP 
is specific for the HDP and guarantees reliable transmission 
of data. Generic Access Profile (GAP) describes the required 
features of all core Bluetooth profiles including inquiry, 
connection, and authentication procedures. Logical Link and 
Adaptation Layer (L2CAP) supports protocol multiplexing, 
packet segmentation and reassembly, quality of service, 
retransmission, and flow control for the Bluetooth packets 
transmitted through MCAP. Host Controller interface (HCI) 
describes the commands and events that all Bluetooth 
hardware implementations can understand. Bluetooth 
Transport Interface describes the UART, USB, SDIO, 3-wire, 
ABCSP, etc. transport interface to the actual Bluetooth 
hardware components being used. Typically, UART and USB 
are the most widely used transports [7, 8]. 

3 IMPLEMENTATION 
 Experimental environment consists of 10 ECUs, shown 
as Fig. 4. ECUs consist of high speed module and low speed 
module. The high speed module requires continuously 
monitoring, the low speed module requires intermittently. 
Each ECU manages service state with state messages and 
replies the service requests. The ECUs can use various 
backbone network and sub-network in implementation level. 
The backbone network can use CAN2.0 or FlexRay, the sub-
network can use CAN 1.0 and LIN. 

 
Figure 3 Bluetooth Converter 
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Figure 4 Experimental block diagram 

  A dashboard that collects information of ECUs through 
IVN includes Bluetooth module, micro control unit (MCU). 
The MCU converts OBD-II to Bluetooth in order to 
communicate with smart device, shown as Fig. 3. We use 
AT90CAN128 which is 8-bit microprocessor. The data that is 
converted to Bluetooth protocol transmits to Bluetooth 
module. The Bluetooth module performs pairing for 
Bluetooth communication. The Bluetooth stack implement as 
Bluetooth Health Device Profile (HDP) for future research, 
we don’t consider it in this paper.  

  A smart device performs pairing in order to communicate 
with dashboard. Fig. 5 presents screen of paring processing. 
If not available, the smart device presents message about 
failure. After pairing success, data of ECUs are presented and 
transmit server via WiFi. The server store the data that 
receive from smart device. Fig. 6 presents storing data in 
server. The data consists of protocol type, arbiter, length, 
HEX type, ASCII type. A repair technicaian can request the 
data to server, can monitor vehicular state current and 
confirm vehicular history.  

 
Figure 5 Bluetooth Paring 

4 Conclusion 
  We have proposed automotive platform for vehicular 
real-time diagnosis. It consists of ECUs, dashboard, smart 
device, server. ECUs detects vehicular state and transmits 
data to dashboard via OBD-II interface. There are CAN, LIN, 

FlexRay in OBD-II interface. We establish network using 
CAN. The dashboard converts OBD-II to Bluetooth protocol 
and transmits to smart device via Bluetooth. The smart device 
presents information of vehicular state, transmits information 
to server. The server stores vehicular information and 
provides services to clients such as vehicular owner, repair 
technician. Storing vehiclular information in server will 
ensure exact vehicular diagnosis and convenience on 
repairing. We use technology about in-vehicle network, 
Bluetooth, cloud computing. In future, we will apply to u-
Health, intelligent transportation system (ITS) and research 
Bluetooth pairing using NFC. 

 
Figure 6 Stroting data in server 
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Abstract - We have investigated the performance 
improvement of cooperative free space optical (FSO) 
communication over single input single output (SISO) system 
in this paper. Bit error rate (BER) analysis for gamma-
gamma channel model with additive white Gaussian noise 
(AWGN) has been demonstrated for SISO and cooperative 
system as well where the performance improvement with 
different combining techniques in cooperative system has 
been depicted in this  paper. Significant performance 
improvement is achieved in case of asymmetrical channel 
model where direct link is facing higher turbulence than the 
indirect link as compared to symmetrical channel model 
where all the links are considered to be at same turbulence 
level. We have shown very good BER performance by using 
amplify and forward (AF) scheme over decode and forward 
(DF) scheme for cooperative FSO systems. 
 
Keywords: FSO, SISO, Cooperative communication, Decode 
and forward, Amplify and forward. 

 

1 Introduction 
  Free Space Optical (FSO) communication finds applications 
in last-mile access, back-haul for wireless cellular networks, 
fiber backup and disaster recovery. Unlimited bandwidth, low 
cost of installation and excellent security are attractive 
features of an FSO communication[1].  But there are also 
some problems with the usage of FSO systems such as rain, 
fog, dust, snow, turbulence and misalignment as well. To 
combat the effects of turbulence, the technologies such as 
MIMO (Multiple input multiple output) and relay networks 
have been used [2]. 

In radio frequency (RF) systems, the nature of broadcasting 
of signal is taken into account and the signal is sent through 
different relays to enhance system performance. These relays 
can be ordered in a serial or parallel fashion according to the 
need of user. Series combination (also known as multihop 
communication) is generally used to increase the range of 
communication whereas parallel combination (also known as 
cooperative communication) is meant for increasing the 
system performance [3]. Relay nodes can be chosen in the 
network as per the requirement of cooperation and hence it 
does not include any extra hardware requirement like multiple 
input multiple output system. FSO provides the facility of 
point to point communication only, so different modules of 
laser diodes (LD) and photo detectors (PD) are used to get the 
advantage of cooperative diversity. 

In this paper, we have analyzed single relay assisted 
cooperative system using amplify and forward and decode 
and forward  strategies with symmetrical and asymmetrical 
channel environments. We have used binary pulse position 
modulation (BPPM) for data modulation, Gamma-Gamma 
with AWGN as the atmospheric turbulent channel model and 
direct detection at the receiver end. Different combining 
techniques such as maximal ratio combining (MRC), equal 
gain combining (EGC) and selection combining (SC) are used 
at the receiver for comparison. 

 The paper is organised as follows. Section 2 
discusses the system model and channel model of the FSO. 
Gamma-Gamma probability density function channel model is 
used based on the Kolmogrov theory. Section 3 deals with the 
block diagram of cooperative system . Further, the subsection 
give the details of PPM. Section 4 has the simulation results 
conclusion for SISO and cooperative system for symmetrical 
and asymmetrical channel models. 

 

2 Atmospheric channel model 
 

Optical channel is affected by parameters such as scattering 
and turbulence. Gamma-Gamma PDF closely models 
experimental results over low to high turbulence strengths and 
is most suitable for studying link performance parameters for 
slow fading conditions. Therefore, Gamma-Gamma model is 
used as channel model for both the direct and indirect paths.  

The irradiance of optical field in Gamma-Gamma channel is 
defined as the product of two random processes, i.e. I = IxIy, 
where Ix arises from large scale turbulent eddies and Iy from 
small-scale eddies leading to the so-called Gamma-Gamma 
PDF, i.e. 

 

  (1) 
 

where Kα-β (.) is the modified Bessel function of the second 
kind of order α-β. Here, α and β are the effective number of 
small-scale and large scale eddies of the scattering 
environment given below, Г is the gamma function.  
These parameters can be directly related to atmospheric 
conditions according to 
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  (2) 

         
where σR

2 is the Rytov variance given by 
 

 
Here k is the optical wave number given by k=2π/λ ; λ is the 
wavelength and Cn

2 is the atmospheric structure parameter 
[4]. 
 

3. Block Diagram 
 

 

 
 

Fig.1: Block diagram of single-relay cooperative 
communication system for decode and forward scheme. 
 

  
Fig.2: Block diagram of single-relay cooperative 
communication system for amplify and forward scheme. 

Two practical cases of relay can be considered in 
FSO cooperative systems. In Fig.1, we consider a single relay 
cooperative DF relaying network with one transmitter, one 
receiver and one mirror which works as a reflector to provide 
the diverse path.  The transmitter is equipped with two LDs; 
LD1 and LD2, pointing out in the direction of a destination 
node and a corresponding relay node, respectively.The same 
signal is sent through both the diodes and one direct and the 
other diverse beams are collected at destination end by using 

two PDs; PD1 and PD2 by using different combining 
techniques. 

 
In the second case, one opto-electronic-opto (O-E-O) 

converter can be mounted at relay node which gives the 
advantage of amplify and forward. 

           (3)  
 In Fig.2, we consider a single relay cooperative DF 

relaying network with one transmitter, one receiver and one 
relay node which works as a transceiver. The transmitter is 
equipped with two LDs; LD1 and LD2, pointing out in the 
direction of a destination node and a corresponding relay 
node, respectively. The source node transmits the same signal 
to the relay and destination node. Relay node decodes, 
amplifies and retransmits the signal to the destination. The 
transmitted signal from the relay has same power as at LD2. 
The signals from source and relay are collected at PDs; PD1 
and PD3, respectively and then processed by using different 
combining techniques. 

(4)     

 As shown, we have one direct link and two indirect 
links in these systems. We consider two cases of the set- up in 
our study. In case-1, we have assumed symmetrical channel 
environment and in case-2, we consider the asymmetrical 
channel environment for direct and indirect links. Intensity 
modulated BPPM has been used as the modulation technique. 
At the receiver with direct detection we compare three types 
of combining techniques of the received signals. In MRC, the 
received signals are weighted with respect to their signal to 
noise ratios and then summed. In the case of EGC, the 
received signals are summed coherently with equal weights, 
and in SC the strongest signal is selected out of the two 
received signals.  
 

3.1 Pulse Position Modulation 
 

Proper choice of digital modulation techniques is very 
important with respect to the link design keeping in view the 
various parameters such as fog scintillation and scattering that 
govern its performance, limiting the FSO link. Restriction on 
laser power output due to safety concerns to human eye and 
skin [1] require power efficient modulation schemes for better 
range. Earlier studies for optical space communication have 
shown that Q-PPM is an energy-efficient and readily 
implemented modulation choice for optical communication. 

In Q-PPM, a signaling interval of length T is subdivided into 

Q slots, each of length , and a bit group 

comprising of bits is represented by a laser pulse 

which has duration equal to one slot. If a constant average 

power,  watts is received at the receiver which in this case 

is same as the peak power, then the received optical energy 

per symbol is 

s

QTT s /

QTP sr /

=

P

Q2log

TPE rs

r

==  joules and is related to 

energy of the information bit as . It is 

advantageous to employ PPM over OOK (On-Off Keying) 
since no threshold detection at the receiver will then be 

QEb 2logEs =
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required. However, synchronization requirements at the 
receiver make it necessary to have an accurate clock. In terms 

of energy per bit ( ), larger Q decreases 

energy per bit for a fixed error probability. This efficiency 
comes at the expense of peak power.  However, the peak 
power is limited and large spectrum occupancy and additional 
synchronization difficulties with large-alphabet PPM are the 
issues to be dealt with [5]. 

QEE bs 2log=

 

4. Results and Conclusion 
Performance evaluation in terms of BER with respect to 

EbNo was carried out using ML detection in MATLAB by 
transmitting BPPM modulated data streams in blocks of 
10,00,000 bits, using Gamma-gamma channel model, AWGN 
and different combining techniques.  
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Fig.3 Comparative results of  SISO and cooperative diversity 
with MRC, EGC and SC for symmetrical and asymmetrical 
channel models with decode and forward scheme. 
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Fig.4 Comparative results of  SISO and cooperative diversity 
with MRC, EGC and SC for symmetrical and asymmetrical 
channel models with amplify and forward scheme. 
 

In Fig.3, we have shown the results for symmetrical 
channel model with DF relaying scheme, where all the three 

links (direct link and both the indirect links) are facing the 
same turbulence value (standard deviation=0.8)and 
asymmetrical channel model, where the direct link and both 
the indirect links are facing different turbulences. In case of 
asymmetrical channel model, standard deviations for the 
direct link and both the indirect links are 0.8 and  0.2, 
respectively. Link length of direct link is 1.414 Km and 
indirect links is 1 Km. From  Fig.3, we conclude that the BER 
performance can be sufficiently improved by using 
cooperative diversity as compared to SISO.  A diversity gain 
of  8 dB is obtained with SC over SISO system,while EGC 
and MRC provide the gain of 9 dB and 10 dB over SISO for 
BER of 10-5 in case of symmetrical channel model. In case of 
asymmetrical channel model, a diversity gain of 23 dB is 
obtained with SC,while EGC and MRC provide the gain of 25 
dB and 26 dB over SISO for BER of 10-5 .  
 

From  Fig.4, we conclude that the BER performance 
can be sufficiently improved by using cooperative diversity as 
compared to SISO (Single input single output) by using AF 
relaying scheme.  A diversity gain of  11 dB is obtained with 
SC over SISO system,while EGC and MRC provide the gain 
of 12 dB and 13 dB over SISO for BER of 10-5 in case of 
symmetrical channel model. In case of asymmetrical channel 
model, a diversity gain of 26 dB is obtained with SC,while 
EGC and MRC provide the gain of 27 dB and 28 dB over 
SISO for BER of 10-5 .  
 

Comparative  results show that cooperative diversity 
for symmetrical channel shows better performance as 
compared to SISO whereas cooperative diversity for 
asymmetrical channel shows better performance as compared 
to cooperative diversity with symmetrical channel model for 
AF and DF relay schemes.  We can conclude, therefore, that if 
we use asymmetrical channel model, which indeed is a 
practical case with cooperative communication in FSO facing 
different atmospheric conditions, then we can obtain better 
performance by using any of the above mentioned diversity 
combining techniques. AF relaying scheme provides much 
better performance as compared to DF relaying for the cases 
of symmetical and asymmetrical channel model as well.  
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Abstract - Article describes use of radio network using 

2.45GHz (ISM) frequencies for safety management and 

logistic in train transportation. Possible uses and expected 

properties of low cost network based on radio nod equipped 

train wagons are described. Design of such radio network 

based on NRF24L01 radios is outlined. This paper also 

describes testing scenarios for estimated parameter proofing. 

At the end of the paper are presented results from testing 

dependency of movement on reliability of communication and 

first results from real scenario tests. Data shows that concept 

of placing low cost radios on wagons can be easily used in 

various situations like radio identification even in high speeds 

between train and ID reader. 

Keywords: train; safety; RFID; NRF24l01  

 

1 Introduction 

  Railway transportation is historically one of the most safe 

and reliable way of transport people and goods [1] [2].With 

increased traffic on railroads a lot of safety issues were solved 

and are still in solve. These days safety management in train 

transportation is one of the most developed, but still dealing 

with issues. Some errors are unpredictable as human being 

and mostly caused by human [3]. Most of the mistakes are 

easy to prevent or fix, like entering wrong track or direction. 

But some of them are still uncovered by any safety system.  

One of the unsolved problems is train integrity detection 

for example. Usually most of automatic safety features is 

connected to locomotive, but if the train loses some wagons, 

it’s hard to detect them on tracks, or especially in freight 

trains to even notice missing car. Another problem is 

identification of trains or train wagons, most of tracks and 

safety electronics are able to detect train on track, but only 

few are equipped for reading ID of train, and again ID is 

placed on locomotive only. 

If all train vehicles including both locomotives and 

wagons are equipped with programmable radio NOD it can 

help to solve, or be a part of solution of most of these issues, 

and secondary help with other non-safety related demands. 

2 Possible Solution 

 Our scenario uses radio nod on every train car used on 

selected tracks, around these tracks are radio base stations 

placed on important parts of track. Nods should be 

universally reconfigurable to act in different ways.  

This system can work in more ways, to increase safety or 

comfort of train use. At first, if every nod contains specific ID 

code, it can be used for identification. In this case, it can help 

with train composing. Now the worker have to go to vehicle 

read the number, check and type in, other one is selecting 

manually and composing by the list. RFID based train cars 

can make this partially autonomous. It can help to detect 

presence of trains in parking places, train stations, maintains 

stations if equipped with ID readers. Also tracks equipped 

with readers can detect presence of every car. System 

equipped with readers among tracks can detect differences in 

cars passed through check points and detect train integrity 

loss. System can be also used for positioning of trains with 

dangerous or valuable freight or even freight itself. 

NODs don’t have to act only as ID radio tag, but can also 

contain sensors to measure conditions for fault prevention, or 

damaged goods complains and much more. Radio tags can 

also create networks and detect changes in neighbors. 

Networks can be configured by higher system, or can be 

made as self-configurable, but because of possible presence 

of nods that are not part of the train or low possibility to 

detect faulty NOD, it’s better to use higher system to 

configure train car network. This network can easily detect 

neighbor loss and create integrity warning. [4] 

Because of huge amount of train cars, radio nods should 

be as cheap as possible. Nods have to offer long live span. 

Because of train speed varying from 0-160 km/h (in the 

Czech Republic) system might be able to work up to 200 

km/h. Also tags will be exposed to weather conditions, so 

they should withstand temperatures from -20 to 60°C, high 

humidity or running water contact. 
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3 System design 

3.1 Radio network 

 Radio network is composed from nods and base stations. 

In our testing scenario, every carriage is equipped with 2 

nods, one nod on every side of train car preventing radio 

shadow creating and increasing reliability by this doubling. 

Radios must be placed on the outer side of wagon due 

metallic (short wave radio proof) walls of trains. Side of 

under frame was chosen. Place is covered from the top, 

hidden from eyes and doesn’t affect the profile of the train. 

 

Figure 1: Tag/Reader placement 

Rails in testing area are equipped with base stations 

collecting data on passing trains. Most of stations are 

equipped with GSM modem for data retransmit to central 

database for later processing. 

3.2 Tag 

Tag is radio NOD basically programmed to transmit 

unique ID for wagon identification. 

Nod as itself is consisted of radio chip, low power 

microprocessor, battery and few discrete components. 

Selection of radio components highly affects properties of 

whole system. Trying to keep hardware part as simple as 

possible, we have to use radio chip with high level of 

integration of all major radio parts and low support 

components count. As a compromise between simplicity and 

efficiency NRF24L01 from Nordic semiconductor was 

chosen. 

 The Nordic NRF24L01+ is a highly integrated, ultra-low 

power (ULP) 2Mbps RF transceiver IC for the 2.4GHz ISM 

(Industrial, Scientific and Medical) band. With peak RX/TX 

currents lower than 14mA, a sub μA power down mode, 

advanced power management, and a 1.9 to 3.6V supply range, 

the nRF24L01+ provides a true ULP solution enabling months 

to years of battery life from coin cell or AA/AAA batteries. 

The Enhanced ShockBurst™ hardware protocol accelerator 

offloads time critical protocol functions from the application 

microcontroller enabling the implementation of advanced and 

robust wireless connectivity with low cost 3rd-party 

microcontrollers. The Nordic nRF24L01+ integrates a 

complete 2.4GHz RF transceiver, RF synthesizer, and 

baseband logic including the Enhanced ShockBurst™ 

hardware protocol accelerator supporting a high-speed SPI 

interface for the application controller. No external loop filter, 

resonators, or VCO varactor diodes are required, only a low 

cost ±60ppm crystal, matching circuitry, and antenna. The 

nRF24L01+ comes in a compact 20-pin 4 x 4mm QFN 

package [5]. 

 

Figure 2: Radio chip connection diagram 

Microprocessor selection is not as important as radio chip. 

Low power, low voltage and low cost are the only demands. 

Processor from Atmel AVR family was chosen, namely 

ATmega48PV. ATmega48 is the cheapest available processor 

from Atmel, it is important to choose PV suffixed parts. P is 

suffix for processors with picoPower technology with very 

low power consumption sleep modes. V stays for low voltage. 

Processors with V in name are able to run from 1.8-5.5 V 

compared to others that works in range from 2.7 to 5.5 volts. 

This processor offers plenty of peripheries that can be used for 

extending functionality of application. In our case only SPI 

port is used to connect radio chip and UART for debugging or 

connecting when the nod is used as transceiver. 

 

 

Figure 3: Microprocessor connection 

Chip antenna solution was used for tags as space saving 

solution. For special purposes was developed nod with SMA 

connector for external antenna connection. 
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 Battery selection must be compromise between size and 

capacity. Lifespan of tag should be at least 1 year. First 

iteration used CR2450 battery offering theoretical lifespan 

over 2 years. Testing in climatic box showed that battery 

based on Li-MnO2 suffers from extreme capacity los under 

low temperatures. In other iterations CR14250 battery with 

Li-SOCl2 mechanism were used. This battery is only slightly 

affected by temperature and offers 3 times higher capacity 

compared to CR2450, with only small size adding (tag with 

this battery is 5 mm higher).  

For outside condition deployment, tag is fitted in 

Hammond1551 flanged or non-flanged 20x35x60 mm box. 

 

Figure 4: Nods 

 

Figure 5: Boxed Nods 

Due to high parasitic properties of component used in this 

solution, range of radio showed high variation in distance. 

Tag design was improved to 0402 sized components, 

increasing stability of design and decreasing size of board. 

 

Figure 6: Board size comparsion 

Size of the board was decreased to 15x45 mm with all 

components on one side and more peripherals taken out. 

Design upgrading to 0402 passive components showed huge 

improvement in stability and radio performance. Smaller PCB 

with components on one side decreased costs and production 

time. 

 

Figure 7: Final tag 

3.3 Base station 

Base stations are special kind of NOD, usually consisted 

from tag electronics acting as transceiver and higher computer 

that offers better connectivity (serial, Ethernet…) or 

functionality (database, data logging, data analysis…). We are 

using 3 kinds of base stations. First one is mobile base station 

consisted from tag with external antenna connector and GSM 

modem for data harvesting and retransmitting in situation 

where other data network connection is not possible. 

 

 

Figure 8: Reader with GSM modem 

Second one is tag connected to 3.5” industrial PC.  PC 

based computer PEB2737 offers all possible connections and 

programing versatility. Low cost demand for base stations is 

no longer needed. Amount of base stations needed compared 

to tags is negligible. 

 

Figure 9: Base station with embeded PC 
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3.4 Principle of operation 

NOD programmed as radio ID tag is acting like active 

RFID, which means it transmits unique ID. This can be done 

by two ways, transmitting ID every fixed moment, or on 

demand from reader. First option was selected for testing 

purposes. In this case whole tag can stay in sleep state with 

very low power consumption for most of the time. As a 

compromise cycle of 1 sec was chosen. It means that 

communication usually takes 1ms with 20-25 mA 

consumption and rest of second stays in sleep mode with 

around 6A consumption. This enables tag lifespan for years. 

Communication is addressed and packet oriented with CRC 

enabled, using 4 bytes of data as ID. 

Base stations acts as RFID readers, they are trying to 

collect ID from all passing trains and put the data into 

database. At the very beginning of experiment, base stations 

were made as self-powering, and hanged on power electricity 

wires holding posts. Base stations are always in active mode; 

this makes them more current hungry. Short time between 

battery change and attack of vandals made us move them in 

backup boxes that are along the rails, safely closed and 

providing power supply. All stations were equipped with 

GSM modem, because of lack of other networking option. 

4 Pre deployment testing 

Before the system was deployed on railway, basic 

parameter testing was done to determine behavior and some 

parameter tuning. 

Measured parameters are power consumption of tags, 

communication distance (tag to base station), and effect of 

relative speed. 

Power consumption was measured with scope meter 

connected to resistor placed between battery and tag. 

Measured consumption was varying around predicted values, 

around 6-7 A for 998 ms and 20-30 mA for 1 ms, this means 

average power consumption is max 37 A. 

Maximum communication distance is also important. 

During radio identification on tracks, train can be passing at 

full speed, Czech limit is 160 km/h but with some reserve we 

wanted to guarantee up to 200 km/h. While the car is passing 

in speed of 200 km/h it will move 56 m every second. If we 

have reader with radial pattern antenna and tag 

communicating every 1s. We need reading distance at least 50 

m to guarantee at least 1-2 readings by covering area of 100 

m. For this test 5 Tags were picked and placed in open field 

with no obstacles in 600 m radius. Base station with ¼ wave 

antenna was moved until communication was lost. 1 way 

traffic from tags, 1 transmit per second was used, table 1 

shows received vs. expected amount of data. 

Table 1:Hits vs. expected ratio 

reading/distance 5m 10m 30m 50m 60m 

tag 4 100% 100% 100% 100% 96% 

tag 5 13% 0% 0% 0% 0% 

tag 7 100% 100% 97% 93% 67% 

tag 11 100% 98% 100% 96% 74% 

tag 14 100% 93% 91% 91% 87% 

Table shows that most of NODs are able to communicate 

on distance greater than 50 m. Tag 5 vas found faulty and 

discarded. 

Last test was relative speed test. This test was performed 

at the Hradec Kralove airport, where the nod was placed in 

the middle of tarmac and base station in the car. Car was 

passing in different speeds up to 180 km/h. Due the weather 

condition of that day, it was impossible safely reach 200 

km/h. Positive ID count readings was logged. 

• 140 km/h 4 hits 

• 90   km/h 3 hits (returning car) 

• 140 km/h 4 hits  

• 120 km/h 2 hits (returning car) 

• 140 km/h 3 hits  

• 150 km/h 2 hits (returning car) 

• 160 km/h 3 hits  

• 180 km/h 2 hits (returning car) 

• 160 km/h 2 hits  

• 180 km/h 2 hits (returning car) 

 

Car was moving in both directions, and the position of 

equipment was mirrored on return, this can change radio 

wave propagation. Setup of this test was reversed compared 

to real scenario, tag was placed outside and base station was 

placed in car. This setup was chosen because of heavy rain 

falls. Weather condition also made impossible to safely drive 

car in higher speeds and keep this speed for 100 m around the 

tag.  

This test proved presumption of tag requirements and 

setting. 50 m+ range, 1 ID per second is compromise setting 

for still reliable setup. If higher ratio of possible reading is 

needed to increase probability of safety ID, repeating period 

can be shortened but for the price of battery live drop, almost 

all battery consumption is made when on air, this means 

doubling communication will cut battery live to half. This 

experiment also proved minimal impact of Doppler frequency 

shift calculated to 133-570 Hz [6]. 

5 Preliminary testing results 

For preliminary testing one train car was marked with tags 

and two readers were deployed. Two tags were used, one tag 

per side of the train car. 
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Figure 10: Tag placement 

Base stations were placed on both sides of tracks in 

different locations. Reader 1 was mounted 2 m from tracks 

and battery operated; antenna was approximately in same high 

as tag on wagon.  Reader 2 was mounted in rail house with 

electronics close to railroad crossing and this reader was live 

power operated for the price of 11 m distance through plastic 

composite wall, also antenna was 1-2 m higher than ideal 

position. 

 

 

 

Figure 11: Position of reader 1 

 

 

Figure 12: Reader 1 placed 

 

Figure 13: Position of reader 2 

 

 

Figure 14: Reader situation  

 

 

Figure 15: Reader 2  placed 

Table 2: Hits per passes of the train 

Tag no. reader 1 reader 2 passes Near side ratio Far side ratio 

13 17 10 17 100,00% 58,80% 

10 13 15 17 88,20% 76,50% 

 

You can see impact (table 2) of reader placement on 

system properties, from later signal propagation measurement 

in place, reliability can be increased by using antenna with 

shaped pattern. You can also see that it’s hard to 

communicate with module covered by body of the train (far 

side reading). Special pattern antenna based on collected data 

is under development. 
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Figure 16: Train with tags (marks on sides); coverage by radial pattern 

antenna (circle) and modified pattern antenna (eliptic) antenna and directional 

antena (U shape); antenna position is in the middle of the circle. 

6 Full scale test 

Previous testing showed proof of concept of our design. 

Some minor bugs were fixed and tag design was upgraded. 

Before full test placement speed test was repeated. This time 

with multiple tags placed and condition good enough to reach 

speed of 205 km per hour. At least 2 positive ID logged were 

taken as positive identification. 

 

• 190 km/h 4/4 logged  

• 185 km/h 4/4 logged  

• 188 km/h 3/4 logged (possible shadowing) 

• 205 km/h 4/4 logged  

• 205 km/h 4/4 logged 

 

After this recheck preparation of full scale long time 

testing took place. First goal was to find appropriate tracks 

and positions for reader placement with heavier train traffic. 

After discussion main corridor was chosen and places for 

readers were found. Because of long time testing expectation, 

places with power supply and GSM signal coverage was 

needed. 

 

First reader was placed in Pardubice/Slovany in train 

security booth 8 meters from tracks. Trains are passing in 

almost full speed on two parallel tracks. 

 

Figure 17: Reader 1 placement  

Second reader was placed close to Uhersko in security 

booth only 3 meters from tracks. 

 

Figure 18: Reader 2 placement  

 

 

Figure 19: Reader 2 antenna placement 

Second and third reader uses concept of directional 

antenna pointing in sharp angle with tracks. Panel antenna 

with 60 degrees pattern was used. 
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Figure 20: Reader situation 

Third Reader was placed in Sedlistka close to the railway 

station in train security and driving house. It’s the only 

concrete house used.  

 

 

Figure 21: Reader 3 situation 

One reader was left on track used in preliminary testing to 

cover trains that are not returning directly but circling around. 

Position of antenna was rearranged in correct high.  

 

In this time tags are being placed on cars, and only partial 

amount of them is currently in process. But until now all of 

them are working perfectly. Even in accidental situation when 

tags were transported by super city train travelling mostly in 

full speed around 160 km/h (speed showed by infotainment 

system in train) through installed area 12, 9 and 13 from 20 

were identified when passing around reader 1, 2, 3. Tags were 

placed in static dissipative bag in luggage inside of the train. 

 

Collected data are stored on server and displayed on web 

server application. Application is accessible online on 

http://vlaky.eparo.cz. In this time it is too soon to create 

statistic report but at least we can say it looks like it works. 

 

7 Conclusion 

This article shows the possibilities of radio network used 

for safety and logistics management. Preliminary testing 

shows that covering trains by radio network can be used as a 

safety improvement, but mostly as a support not as the only 

solution. But for the price less than 10 USD for prototype per 

radio nod (4-5 USD in larger volumes) it’s still huge 

improvement compared to price paid. 

Long time testing should last for one year to show 

efficiency, reliability and security of this approach. 

Questionable is radio band selection 2.4 GHz offers fast 

data transfer, leading to short time to ID, sub GHz offers 

higher range with lower power. Interesting option is 5GHz 

band but with lack of selection of integrated radios. Ultra 

wide selection of various integrated radios in 2.4 GHz kept us 

in this band. 

Acknowledgment 

The research was supported by the postdoctoral project 

Strengthening of Research and Development Teams at the 

University of Pardubice No. CZ.1.07./2.3.00/30.0021 and by 

the Czech Ministry of Industry and Trade project No. FR-

TI1/084. At this point I want to thanks for collaboration and 

help to DKV (Railway Car Depot) Pardubice with tag 

placement and SZDC (Railway Infrastructure Administration) 

Pardubice with reader placement. 

  

8 References 

 

[1]  Wikipedia, "Aviation safety," 10 april 2013. [Online]. 

Available: http://en.wikipedia.org/wiki/Aviation_safety. 

[Accessed 2013 april 2013]. 

[2]  R. Ford, "INFORMED SOURCES," 2010. [Online]. 

Available: 

http://dspace.dial.pipex.com/town/square/ca14/ALYCIDO

N%20RAIL/INFORMED%20SOURCES%20ARCHIVE/

INF%20SRCS%202000/Informed%20Sources%2010%20

2000.htm. [Accessed 10 april 2013]. 

[3]  "Lists of rail accidents," 10 april 2013. [Online]. 

Available: 

http://en.wikipedia.org/wiki/Lists_of_rail_accidents. 

[Accessed 10 april 2013]. 

[4]  H. Scholten, R. Westenberg and M. Schoemaker, 

"Sensing Train Integrity," in Sensors, 2009 IEEE, 

Chrischurch, New Zeland, 2009.  

 

 

 

Int'l Conf. Wireless Networks |  ICWN'13  | 307

http://vlaky.eparo.cz/


 
Abstract—Smart Grid solutions are being driven by the desire 

for more efficient energy usage worldwide. Nowadays Smart 
Grid communications network is still a heterogeneous network 
based on many different standards. This paper describes the 
Smart Grid backhaul deployed in Parintins, city of Brazil, based 
on network topology presented in [1]. 
 

Index Terms— Backhaul, Smart Grid, Wi-Fi. 

I. INTRODUCTION 
arintins is a city in the far east of the Amazonas State 

in Brazil. The population for the entire municipality is 
102,066 and its area is 7,069 km² [2]. The city is located on 
Tupinambarana Island in the Amazon River. Parintins is 
known for a popular folklore festival held there each June 
called Boi-Bumbá. 

Eletrobras is a Brazilian Federal Government Company 
focused on electric power generation and transmission areas 
that is initiating a pilot project in Smart Grid area in 
Parintins island aiming DA (Distribution Automation), AMI 
(Advanced Metering Infrastructure) and DR (Demand 
Response) supported by a backhaul recently deployed. 

II. WI-FI BACKHAUL 
In the current status of IEEE 802.11n technology, there is 

no available 4x4 MIMO with 4 streams per transmission 
antenna. In these conditions the maximum data rate is 600 
Mbps either in 2.4 GHz or 5.8 GHz in unlicensed spectrum.  

An alternative is dual-radio node operating in 2.4 GHz and 
5.8 GHz each in “bonded” mode. In this mode, both radios 
are combined to operate as a single unit that provides double 
the bandwidth of a single radio equivalent. The performance 
is maximized to the same maximum data rate of 600 Mbps 
reached using 3x3 MIMO with 2 streams in each radio (2.4 
GHz and 5.8 GHz). 

This solution is available in the market with both radios in 
mesh mode. Wi-Fi mesh is a very interesting backhaul 
solution because offers natural redundancy first due to the 
C(n, k) link possibilities in a random wireless channel and 
second due to have two active links (2.4 and 5.8 GHz) 
operating simultaneously to guarantee link continuity in the 
 

 
1 This work was supported by the Smart Grid Parintins Project of Eletrobras - 

Brazil. 

case one of them turns off. 
IEEE 802.11n technology operates in unlicensed spectrum 

and so is subject to interference. Although, it is designed with 
52 OFDM data subcarriers to be relatively resilient against 
interference in uncontrolled spectrum, the recommendation is 
to have 100% first Fresnel zone clear raising the tower 
height. 

Tower is an expensive element of infrastructure but 
nowadays is available in the market fiber-glass pole with 50-
80 lifetime to be mounted in up to 3 sessions of 12 m each 
one resulting in a pole of 36 m and cheaper than a tower of 
same height. 

III. BACKHAUL TOPOLOGY 
In Figure 1 is presented the backhaul topology deployed in 

April 2013.  

 
Figure 1. Backhaul topology 

The backhaul topology consists of four mesh equipments 
each one comprises two radios (2.4 GHz and 5.8 GHz) to 
cover the entire city. 

The backhaul network is a layer to transport data from 
HAN (Home Area Network), FAN (Field Area Network) and 
NAN (Neighborhood Area Network) of different sort of 
services incluiding AMI (Advanced Metering Infrastructure), 
DA (Distribution Automation), DR (Demand Response), 
videomonitoring and local government access.  

Parintins Smart Grid Project Backhaul 
Carlos Henrique Rodrigues de Oliveira and José Carlos de Medeiros 

Telecommunications Research and Development Center (CPqD)1 / Eletrobras 
CEP 13086-902, Campinas, SP / CEP 20071-003, Rio de Janeiro, RJ (Brazil) 

carloshe@cpqd.com.br / jose.medeiros@eletrobras.com  

P 
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IV. BACKHAUL INFRASTRUCTURE 
The backhaul infrastructure was structured by one tower in 

the substation and tree poles deployed in strategic points 
(Aninga Road, Macurani Road and Itacoatiara Street) of the 
city to facilitate line of sight, physical access and power suply. 

The poles were made of fiber glass and the size of the 
tower and the poles is 30 m (net height). It was installed a 
protection structure to allow secure installation and future 
maintainance. 

Figure 2 shows the pole photo mounted in the ground.  

 
Figure 2. Pole photo mounted in the ground 

Figure 3 shows the pole photo installed in one of the three 
points (Macurani Road). 

 
Figure 3. Pole photo installed in the Macurani Road 

V. RADIO LINKS 
The master mesh equipment was installed in the 

subestation tower. It has three actived interfaces two radios 
(2.4 GHz and 5.8 GHz) and one gigabit ethernet port 
connected with the data center switch. Figure 4 shows the 
established radio link between Aninga pole and subestation 
tower. 

 
Figure 4. Established radio link between Aninga pole and 

subestation tower 

Figure 5 shows the radio 1 (2.4 GHz) and radio 2 (5.8 
GHz) neighbor statistics received in the Aninga mesh 
equipment from tower mesh equipment in a radio link of 4.36 
km. The 2.4 GHZ radio 1 presented a measured RSSI of -66 
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dBm and a measured SNR of 30 dB. The 5.8 GHZ radio 2 
presented RSSI of -79 dBm and SNR of 17 dB. 

 
Figure 5. Radio 1 (2.4 GHz) and radio 2 (5.8 GHz) neighbor 

statistics received by Aninga mesh equipment 

Figure 6 shows the coverage prediction result to the 2.4 
GHz radio 1 (RX level of -65.2 dBm) very close to the 
measured RSSI (-66 dBm). 

 
Figure 6. Coverage prediction result to the 2.4 GHz radio 1 

Figure 7 shows the coverage prediction result to the          
5.8 GHz radio 2 (RX level of -78.8 dBm) very close to the 
measured RSSI (-79 dBm). 

 
Figure 7. Coverage prediction result to the 5.8 GHz radio 2 

Figure 8 shows the radio 1 (2.4 GHz) and radio 2 (5.8 
GHz) neighbor statistics received in the tower mesh 
equipment from Aninga mesh equipment in a radio link of 
4.36 km. The 2.4 GHZ radio 1 presented a measured RSSI of 
-71 dBm and a measured SNR of 25 dB. The 5.8 GHZ radio 
presented RSSI of -77 dBm and SNR of 19 dB. 

 
Figure 8. Radio 1 (2.4 GHz) and radio 2 (5.8 GHz) neighbor 

statistics received by tower mesh equipment 

Figure 9 shows the established radio link between 
Macurani pole and subestation tower. 
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Figure 9. Established radio link between Macurani pole and 

subestation tower 

Figure 10 shows the radio 1 (2.4 GHz) link statistics of the 
Macurani and tower mesh equipments in a radio link of 2.38 
km. The 2.4 GHZ radio 1 of the Macurani mesh equipment 
presented a measured RSSI of -53 dBm and a measured SNR 
of 43 dB. The 2.4 GHZ radio 1 of the tower mesh equipment 
presented a measured RSSI of -56 dBm and a measured SNR 
of 40 dB. 

 
Figure 10. Radio 1 (2.4 GHz) link statistics of the Macurani 

and tower mesh equipments 

Figure 11 shows the radio 2 (5.8 GHz) link statistics of the 
Macurani and tower mesh equipments in a radio link of      
2.38 km. The 5.8 GHZ radio 2 of the Macurani mesh 
equipment presented a measured RSSI of -68 dBm and a 
measured SNR of 28 dB. The 5.8 GHZ radio 2 of the tower 
mesh equipment presented a measured RSSI of -67 dBm and 
a measured SNR of 29 dB. 

 
Figure 11. Radio 2 (5.8 GHz) link statistics of the Macurani 

and tower mesh equipments 

VI. THROUGHOUT 
The measured row throughout, using iperf tool, of 608 

Mbits/sec in the gigabit ethernet port of the master mesh 
equipment is shown in Figure 12 corresponding half of it to 
the 2.4 GHz radio and other one to the 5.8 GHz radio. 

 
Figure 12. Measured row throughout of 608 Mbits/sec 

VII. CONCLUSIONS 
In the Parintins Smart Grid Project a mesh backhaul in 

unlicensed spectrum represented a good strategy considering 
that: a) The solution cost is much cheaper and it occupies 
much lesser space than a 4G cellular infrastructure; b) Wi-Fi 
mesh is a very interesting backhaul solution because offers 
natural redundancy, high capacity and is much cheaper than 
carrier-grade point-to-point digital radios to licensed or 
unlicensed spectrum. 

The coverage prediction was validated by the measured 
results. 
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Abstract— In this article, we present an alternative moment 

generating function (MGF) method for computing the 

averaging detection probability over stochastic fading 

channels. In contrast to the existing approaches based on 

either the circular contour integral or infinite series 

representations for the generalized Marcum Q-function, 

Qu(.,.). We exploit an exponential-type integral for Qu(.,.) to 

facilitate the statistical averaging task over channels with 

independent and non-identical fading statistics. We have 

chosen -μ and η-μ because it provides a unification of a 

variety of statistical models. Our analytical framework yields 

prior results with appropriate choice of the fading severity 

indices. Selected numerical results are also provided for the 

receiver-operating characteristic (ROC) of Square-law 

Selection (SLS) and Square-law Combining (SLC) diversity 

energy detectors over -μ and η-μ channels.  

 

Keywords— Energy detection, -μ and η-μ Fading channels, 

Square-law selection, Square-law combining,  

I. INTRODUCTION 

Detection probability (Pd), false alarm probability (Pf) and 

missed detection probability (Pm = 1 − Pd) are the key 

measurement metrics that are used to discuss the performance of 

an energy detector by plotting the receiver operating 

characteristics (ROC) or complementary ROC curve. The 

analytical formulation of detection of an unknown deterministic 

signal in the presence of additive white Gaussian noise (AWGN) 

is found in [1] for a flat and band-limited Gaussian channel. 

Based on the results in [1], Pd and Pf have been derived in 

closed-form over AWGN channel in [2]. The ROC analysis for 

Rayleigh, Rice and Nakagami fading channels is discussed in [4] 

and [2] as two independent works with different analytical 

approaches. Further, energy detection under different diversity 

receptions such as maximal ratio combining (MRC), selection 

combining (SC), switch-and-stay combining (SSC), square-law 

combining (SLC), square-law selection (SLS) and equal gain 

combining (EGC) is analysed in [2], [6], [7]. Signal detection is 

analysed for K and KG fading models in [8] for the case of 

multipath fading and the shadowing effect.  

The η-μ and -μ distributions are more general physical fading 

models because they involve other fading statistics as special  

 

cases [10] [11]. The η-μ fits very well for non-line-of-sight 

applications and it yields Nakagami-m and Nakagami-q as special 

cases. The -μ fits line-of-sight applications properly and it 

involves Nakagami-m and Nakagami-n as special cases.  

In this paper, we analyse the performance of an energy 

detector under the -μ and η-μ fading channel using [13, eq. (9)] 

expressed in only exponential terms. This enables us to apply 

MGF approach to solve the detection problem. The average 

detection probabilities are re-expressed in closed-form using 

MGF, for cases with and without diversity reception and such as 

SLS and SLC. This greatly simplifies the problem as we average 

over the chosen fading statistics. 

The rest of the paper is arranged as follows: the system model 

is discussed in Section II. This features binary hypothesis testing, 

the channel model, MGF derivative approach, and the 

exponential-type integral form. Section III deals with square-law 

diversity combining. Section IV is an expose on square-law 

selection. Section V and VI feature the computational results and 

conclusion respectively. 

II. SYSTEM MODEL  

A. BINARY HYPOTHESIS TESTING 

The detection of the existence of the unknown deterministic 

signal ( )s t by the receiver is treated as a binary hypothesis test 

shown in (1) [1], 
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: H
0

: H
1

ì

í
ï

îï

        (1) 

where 
  
s(t)  is the unknown deterministic signalling waveform, 

  
n(t) is the noise waveform (white Gaussian random process), 

0H

is the hypothesis 0 (i.e., no
  
s(t)present) and 

  
H

1
is the hypothesis 1 

(i.e., ( )s t  present). 

Therefore, a sample from noise process 
in is a Gaussian random 

variable with zero mean and 
01N W variance; [1], 

where
  
N

01
is one sided noise power spectral density, W is one-

sided bandwidth. 

   Thus the probability of detection 
  
(P

d
) and the probability of 

false alarm
  
(P

f
)  of an unknown deterministic signal in additive 

white Gaussian noise (AWGN) is as given by [19].  
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where u TW is the time-bandwidth product,  is the energy 

detection threshold, 
  
Q

u
(.,.) is the  u

th order generalised Marcum Q-

function and (.,.) is the upper incomplete gamma function which 

is defined by   



x

ta etxa 1,  and  is the decision threshold.  

 

  B. CHANNEL MODEL OF -   AND -  DISTRIBUTIONS 

The MGF of the instantaneous signal-to-noise ratios (SNR) of -

 and -  distributions given by [12] respectively are: 
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Note that (5) is obtained by simplifying algebraically the power 

of the exponential term in the usual MGF expression for -  

distribution. 

The behaviour of -  distribution is hinged upon  which is also 

determines the values of two additional quantities H and h. Thus 

partitioning this behaviour into two formats. 

[a] Format 1: The range of values of  is 0 where  

according to [10] is the scattered-wave power ratio between 

the quadrature and in-phase components of each multipath 

cluster. Thus 
4
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[b] Format 2: The range of values of  is -11. Thus 

21
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h  and
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H . Also when H0 then 01 

when H0 then -10. Likewise we can express the ratio


h

H
. 

Consequently, it can be shown with minimum algebraic 

manipulation that when  = 0.5, q
2
 =  (in the case of format 1) 

or 









1

12q (in the case of format 2) then - distribution 

results to Nakagami-q or Hoyt (q is the Hoyt fading index). When 

 = 0.5, =1 (in the case of format 1) or =0 (in the case of 

format 2) then (4) results to MGF of Rayleigh fading. Also, when

2
m , 1 (format 1) or 0 (format 2) then (4) becomes 

MGF of Nakagami-m (m being Nakagami fading severity index) 

fading distribution. 

Whereas merely observing (5) reveals that it becomes the MGF 

of Rayleigh fading; when µ = 1,  = 0, MGF of Rice fading; 

when µ = 1,  = K, where K is the Rice parameter, and MGF of 

Nakagami-m; when µ = m,   = 0. 

C. MGF DERIVATIVE APPROACH 

Utilizing the canonical series representation of the generalized 

Marcum Q-function of real order using [17, eq. (7)], 
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harnessing the Laplace transforms property of a derivative, given 

2a and b , it can be shown that the average 

probability of detection is 
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where  
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s
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 and  s  denotes the MGF of channel 

SNR for a specified stochastic channel. Moreover, the k
th
 

derivative of the MGF of SNR for - and - distributions are 

derived using the result in Appendix A (by substituting 

appropriately for the values of parameters A, B, and C). The 

resulting expressions are tabulated alongside other channel 

models’ results in Table I for L-branch i.i.d SLC receiver. 

It is clear from comparison of (5) with (A.1) that
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B , and C Hence, we can write the k
th
 derivative  of (5) 

utilizing (A.5), viz.,  
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In order to evaluate the k
th
 derivative for (4) we invoke Leibnitz 

differentiation rule: 
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The right hand side of (9) contains the product of i
th
- and (k-i)

th
- 

order derivatives of the of u(s) and v(s) respectively summed 

over the i = 0 to k while being multiplied by the binomial 

coefficient  
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. But we must first rewrite (4) as a 

product of two terms, which individually resembles the special 

case (A.6).  

Int'l Conf. Wireless Networks |  ICWN'13  | 313



 

 


  










































 sC

C

sC

C

CC

C
sM O

2

2

1

1

21

                    (10) 

where the first term in (10) constitutes constants  defined as 

follows; 
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Hence, we evaluate i
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and (k-i)

th
derivatives of u(s) and v(s) 

respectively and substitute in (9), where  
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little simplification we obtain, 
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D. EXPONENTIAL-TYPE INTEGRAL FORM FOR Qu(a,b) 

Using the contour integral representation for the generalized 

Marcum Q-function, [19, p. 885] 
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where       11
2

1
2

22

 zzg b
z

a . If we use z = e
jq

 in (12) 

with the contour in figure 1 we obtain an exponential integral 

representation for Qu(a,b)  viz., 
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(13) 

This expression holds for any arbitrary values of a and b. The 

average detection probability over any fading channel can be 

obtained by finding the statistical expectation of (13) over the 

fading channel. 

TABLE 1: MGF OF SNR WITH L-BRANCH I.I.D SLC RECEIVER AND ITS K
TH 

 ORDER DERIVATIVE 
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Fig.1 Contour Integral for Qu(a,b) for arbitrary a and b   

III. SQUARE-LAW DIVERSITY COMBINING 

This section discusses the energy-detection performance with SLC. 

In this scheme, the total decision statistics g T  is the sum of square 

of random variables, which follows a central chi-square 

distribution. This is expressed as follows: 

    




L

k

kT

1

                               (14) 

where k , represents the output of the k
th
 square device. The 

corresponding average probability of detection P
d ,SLC

 when a 

signal is present can be determined by averaging (13) over the 

density function of the ensuing fading channel. In terms of the 

product of the MGF of the individual branch. Given Ta 2 and

b , we can write the average probability of detection for an 

L-branch SLC receiver viz., 
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Note:  s
k

  is the MGF of the k
th
 branch of the SLC receiver 

structure. The probability of false alarm is given viz, 
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It is worth noting that (15) is tractable since it is in terms of a 

single integral and can thus be easily evaluated in the instances 

where the MGF  s
k

  is defined. In this work we chose to 

investigate the application of (15) to the named distributions.  

IV. SQUARE-LAW SELECTION 

This selects the branch with maximum statistics; the probability of 

false alarm P
f
SLS

 is thus evaluated by using the CDF of this 

statistics [2] i.e.  LSLS yyyy ,...,,max 21 whose CDF in the 

absence of signal H
0
 yields,  oSLSy HyF
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| .  
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Similarly we can write the average probability of detection when 

there is signal, H
1
 in a more compact form as 
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where  
k

 is the MGF of k
th
 branch of the SLS receiver. 

V. COMPUTATIONAL RESULTS 

We hereby present the numerical results, computations and 

graphs to substantiate the applications of our approach. In 

order to investigate the performance of energy detector 

utilizing our model we generate some complementary ROC 

curves, probability of a miss,  dm PP 1 versus false alarm 

probability Pfa ) as well as some Pd versus Pf curves under the 

η-μ and -μ faded channels.  

Fig. 2 depicts that for the same signal energy, the smaller the 

order u, which is dependent on the number of, samples the 

better the performance of the detector for both extreme fading 

distributions. Hence, there is bound to be high sensitivity to a 

loss in energy compared to increase in noise energy.  

 
Fig. 2 Complementary ROC curve for single k - m faded channel 

reception 
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The figure above also reveals that there is improvement in 

performance with increasing values of mean channel SNR Ω, 

and, as well the time-bandwidth product u. 

 
Fig. 3 Complementary ROC curves for single η–μ (format 2) 

faded channel reception 

Fig. 3 shows that for a fixed μ, the performance is best when η 

is least. Similarly, the performance at a fixed η increases with 

increase in μ. It is clear from the figure that increases in 

channel mean SNR also improves the detection performance.  

 
Fig. 4 Detection performance for single η–μ faded channel for a 

fixed PFA=10
-1 

to 10
-7

 η = 0.5 and μ=0.6.  

 

 

 
Fig. 5 Detection performance of single –μ faded channel for a 

fixed PFA=10
-1

 to 10
-7

 μ=0.75  

 

It can be seen in Fig. 4 and 5 that in order to improve detection 

performance, you either increase the probability of false alarm or 

increase the mean channel SNR. 

 
Fig. 6 Detection Performance of dual diversity –μ fading channel 

Ω1 = 5db, Ω2 = 10db, μ=3.5, and =1 
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for a fixed energy in the channel. The figure also confirms the 

SLC gives a better performance than SLS. It is also evident from 

Fig. 6 and Fig. 7 below that the performance degrades as u 

increases. 

 

 
Fig. 7 Detection Performance of dual diversity η–μ (format 1) 

fading channel. Ω1 = 5db, Ω2 = 10db, μ1= 0.5, μ2 = 1, η1= 2 and  

η2 = 3 

VI. CONCLUDING REMARKS 

In this work we have taken a deep dive into detection performance 

on the scale of two extremes fading environments for both i.i.d and 

i.n.d cases. Consequently informed decision can be made on their 

effects on detection schemes and decision rules to be used. Elegant 

ways of expressing the generalized Marcum Q-function in terms of 

the MGF was introduced using previously obtained results. The 

chosen fading statistics though extreme but are general in that they 

are scalable to popular statistics as special cases. We have 

achieved result that agrees with prior works [2][4] on detection of 

unknown deterministic signals in an intuitive manner resulting in 

nicely looking expressions, which are easily evaluated. The 

approach here deployed has neither been adopted nor considered 

to the best our knowledge in earlier literary works on the subject. 

APPENDIX A 

In this appendix, we derive a closed-form expression for the n-th 

order derivative (with respect to parameter s) of an auxiliary 

function in the form of (A.1). This development is of interest 

because the n-th order derivative of the MGF of SNR in different 

fading environments such as Rayleigh, Rice, Nakagami-m or a 

Nakagami-q channels can be readily obtained using (A.5) by 

simple observation (or with minimal algebraic manipulations). For 

instance, ( ,0, )F m m  and ((1 ) , ,1)F K K 
 
correspond to the 

MGF of SNR in a single channel reception case over Nakagami-m 

and Rice channels, respectively. Thus, the corresponding n-th 

order derivative of the MGF of SNR in Rayleigh, Rice and 

Nakagami-m channels are given by (A.5) with appropriate 

substitutions for the values A, B and C. In fact, many of the entries 

in Table 1 for i.i.d. MRC diversity receiver are obtained by 

observation alone! 
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By replacing the exponential term in Eq. (A.1) with its power 

series representation, we can carry out the n-th derivative of 
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where ( ) ( 1)...( 1)na a a a n    denotes the Pochhammer symbol. 

Next, using the identity (A.3) into (A.2), 
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where  1 1 .;.;.F denotes the confluent hypergeometric function. 

Applying Kummer’s transformation formula [14, Eq. (9.212.1)] in 

(A.4), and recognizing that  1 1 ; ;F a b z reduces to a finite series if 

0b  and for integer 0,a  (A.4) simplifies into   
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in (A.5) corresponds to the 

binomial coefficient. 

As a special case, when B = 0 then (A.1) and (A.5) become: 
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respectively. 
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Abstract - In wireless communication Free Space Optical 

(FSO) communication is an emerging technology to provide 

high bandwidth and high quality communication. In this work 

we have evaluated the capacity of the Free Space Optical 

communication system with Multiple Input Multiple Output 

(MIMO) Orthogonal Frequency Division Multiplexing 

(OFDM) technique under strong atmospheric turbulence 

conditions. The capacity of MIMO-OFDM FSO is evaluated 

in the presence of Inter symbol Interference (ISI) and is 

compared with MIMO FSO with ISI. It is found that the effect 

of ISI is mitigated by using OFDM and the capacity is 

enhanced. The performance of the system is also compared for 

Gamma Gamma channel and Negative Exponential channel. 

It is found that Gamma Gamma channel reduces to Negative 

Exponential channel in very strong turbulence atmospheric 

condition. 

Keywords: FSO, MIMO, OFDM, Gamma Gamma 

distribution, Negative Exponential channel  

 

1 Introduction 

  Free Space Optical (FSO) Communication represents 

one of the promising approaches for addressing the emerging 

broadband access market and its last mile bottleneck [1]. 

However, to exploit all potentials of FSO communication, the 

designers have to overcome the challenges introduced by the 

atmosphere. FSO offers many features like cost effectiveness, 

protocol independence, high speed connectivity and license 

free operation [2]. It is a secure communication which can 

bring superior quality, wideband services to home or 

businesses. 

 The performance of FSO communication can be improved by 

using Multiple-Input Multiple-Output (MIMO). When MIMO 

systems are used significant capacity gain can be observed as 

it exploits spatial multiplexing by having several transmit and 

receive antennas. At higher bit rates the problem of Inter 

Symbol Interference (ISI)  is predominant. Due to the effect 

of ISI the capacity of the MIMO system severely degrades. 

The OFDM provides a solution to this problem. In OFDM the 

original signal is modulated by orthogonal tones. The entire 

stream is divided into many parallel substreams. Hence the 

symbol duration is increased and the effect of ISI is mitigated.  

OFDM has high spectral and power efficiency and simple 

frequency domain equalization. The implementation of 

OFDM can be easily carried out by using IFFT at the 

transmitter and FFT at the receiver. Thus it provides a cost 

effective solution to combat the fading caused due to 

atmospheric turbulence in FSO transmission. The use of 

OFDM in conjunction with MIMO is an attractive technology 

to meet up the needs of future broadband wireless 

communication.  However there is a difference in using 

MIMO and OFDM in optical communication. The signals are 

unipolar by nature so we use either DC biased OFDM or 

clipped OFDM in the optical domain. Thus the combination 

MIMO-OFDM FSO provides robustness to the system and is 

an effective solution for next generation FSO systems. 

In this work we have evaluated the capacity (bits/sec/Hz) of 

MIMO-OFDM FSO and MIMO FSO in the presence of ISI. 

The effect of increasing the order of MIMO is also shown in 

the results. To model the atmospheric turbulence Gamma 

Gamma distribution function and Negative Exponential 

channel models are used. The performance of both the models 

is also compared in very high strong turbulence region.  

2 MIMO-OFDM FSO SYSTEM 

 Figure 1 shows a typical block diagram of the MIMO-

OFDM FSO system. To evaluate the ergodic capacity [2], of 

MIMO-OFDM FSO communication system, we are using an 

Mt x Mr MIMO with OFDM. 

2.1 Transmitter 

         The transmitter part of the system has Mt FSO 

transmitters. The bits from information source are first 

modulated by QPSK/QAM modulation scheme and mapped 

into symbols (not shown in the figure). These symbols are 

then demultiplexed according to number of transmitters. The 

message at each transmitter is now parallel substreams of the 

original signal. These substreams are the inputs of serial to 

parallel converter which takes N (Number of Subcarriers of 

OFDM) of these symbols as input and produces N output 

symbols corresponding to the original signal. These N output 

signals 
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Fig.1. Block Diagram of MIMO-OFDM FSO system

are put through IFFT for OFDM modulation. The output of 

the OFDM modulator is the time domain symbol 

corresponding to the frequency domain input symbol. These 

symbols are then converted from parallel to serial and 

transmitted by all the Mt by FSO transmitters. The FSO 

transmitter’s uses either laser diode or light emitting diodes to 

transmit the optical signal.  

2.2 Atmospheric Channel 

The signals propagate through the atmosphere where they 

get distorted due to the effect of turbulence. The Gamma 

Gamma distribution model is used for a wide range (weak to 

strong) atmospheric turbulence conditions [1, 4]. In this 

model the variations of the medium are assumed as individual 

cells of air or eddy of different diameters and refractive 

indices. The intensity fluctuations are called scintillation, one 

of the most important factors that limit the performance of an 

atmospheric FSO communication link.  The most widely 

accepted theory of turbulence is attributed to Kolmogorov. 

This theory assumes that kinetic energy from large turbulent 

eddies, characterized by the outer scale L0, is transferred 

without loss to the eddies of decreasing size down to sizes of 

a few millimetres characterized by the inner scale l0. The inner 

scale represents the cell size at which energy is dissipated by 

viscosity. The refractive index varies randomly across the 

different turbulent eddies and causes phase and amplitude 

variations to the wavefront. Turbulence can also cause the 

random drifts of optical beams which are called beam 

wandering and can induce beam defocusing.  

The irradiance of optical field is defined as the product of two 

random processes, i.e. I = I x I y, where Ix arises from large 

scale turbulent eddies and Iy from small-scale eddies. The 

probability density function (pdf) of the Gamma Gamma 

channel is given by (1) 

 

                   (1)   
 

where I is the signal intensity, α and β are parameters of the 

pdf, Γ(.) is the Gamma function and K (α-β)(.) is the modified 

Bessel function of the second kind of order (α-β). Here, α and 

β are the effective number of small-scale and large scale 

eddies of the scattering environment. These parameters can be 

directly related to atmospheric conditions as 

  

 

                      (2)   

         

where σR
2 
is the Rytov variance given by 

                           

                            (3)   

                                            (4)     
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Here k is the optical wave number given by k=2π/λ ; λ is the 

wavelength and Cn
2
 is the atmospheric structure parameter.  

The other model which is used in very high strong turbulence 

region is a Negative Exponential channel model. In the limit 

of strong irradiance fluctuations (i.e., in saturation regime and 

beyond) where the link length spans several kilometers, the 

number of independent scatterings becomes large [4]. The 

amplitude fluctuation of the field traversing the turbulent 

medium in this situation is generally believed and 

experimentally verified to obey the Rayleigh distribution 

implying negative exponential statistics for the irradiance [4]. 

That pdf of Negative Exponential channel is given by (5) 

 

where E [I] = I0 is the mean radiance which is often 

normalized to unity. The Gamma Gamma turbulence model 

also gives the negative exponential in the limit of strong 

turbulence. 

2.3 Receiver 

 After the signal passes through the channel, the faded 

signal with superimposed noise on the Mt transmitted signals 

is received by the FSO receiver array. At the receiver the 

signals are detected by optical detectors like an avalanche 

photo diode. These detected signals after converting into 

parallel subchannel are put through Fast Fourier Transform 

(FFT) for OFDM demodulation. The fading caused by 

atmospheric turbulence produces ISI. This ISI can be taken 

into account by changing the delay spread into a number of 

interfering symbols. 

3 Capacity Analysis 

 The conventional MIMO and MIMO-OFDM channel 

are described by (6), (7) respectively 

                       

 

where  is IFFT transformation matrix given by 

; ;  i,j=0,1,2.....N-1,  

is FFT transformation matrix given by ; 

; i,j=0,1,2….N-1. N is the number of 

subcarriers, IMt   represents the MtxMt identity matrix and IMr 

represents an MrxMr identity matrix. The characteristic of the 

channel is taken into account by changing the delay spread 

into a number of interfering symbols represented by L. The 

channel matrix is given by [5]. 

 

The channel capacity of conventional MIMO and MIMO-

OFDM [3, 5] are given by (8), (9)  

 

where E [.] denotes expectation, m is min (Mr, Mt), ρ is an 

average signal to noise ratio (SNR) at each receive antenna 

and  is the channel matrix which incorporates the 

subcarriers of OFDM, number of interfering symbols and 

random numbers generated according to the channel model 

i.e. Gamma Gamma distribution and Negative Exponential 

channel. †denotes conjugate transpose of a matrix. 

4 Results 

 In this section, simulation results for the capacity of 

MIMO-OFDM FSO with Gamma Gamma channel and 

Negative Exponential channel are presented. In the simulation 

64 numbers of subcarriers were used. The simulation was 

carried out in MATLAB environment. 

Figure 2 compares the performance of MIMO FSO with ISI 

and MIMO-OFDM FSO with ISI for a 2x2 antenna system. 

The Gamma Gamma channel model for strong turbulence 

(σR=2) is used here and it is evident from the figure that in the 

presence of ISI the performance of the MIMO-OFDM FSO 

system is superior to MIMO FSO. The effect of using OFDM 

is depicted in the figure as it reduces ISI caused by the 

atmospheric turbulence generated fading. The increase in the 

capacity at Eb/N0 =10 dB is approximately 2 bits/sec/Hz. 

   =                           (7)  

                    (5 )   

                                                        (6)     

                  ( 9 )   

                    ( 8 )   
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   Fig. 2. Capacity v/s Eb/N0 for MIMO and MIMO-           

OFDM with ISI for Gamma Gamma Channel 

 Figure 3 compares the performance of MIMO-OFDM FSO 

with MIMO FSO with ISI for different number of receiving 

antennas at σR=2. The advantage of using MIMO is 

observable from the figure since the capacity in both the cases 

is increased as the number of receiving antennas is increased. 

These curves are drawn at Eb/N0=2 dB. 

 

Fig. 3. Capacity v/s Number of Receive Antennas for Gamma 

Gamma channel 

Figure 4 compares the performance of Gamma Gamma and 

Negative Exponential channel in very strong turbulent 

atmospheric condition (σR=4) for a 2x2 antenna system. The 

graph reveals that the Gamma Gamma channel reduces to 

negative Exponential channel in very strong turbulence 

condition. The increase in the capacity at Eb/N0 =10 dB is 

approximately 2.5 bits/sec/Hz for Gamma Gamma channel. If 

this is compared with the numerical value of the increase in 

capacity as obtained from figure 2 at same Eb/N0 the 

advantage of using OFDM with MIMO is evident. Since 

fading is increased; hence, the capacity of MIMO FSO with 

ISI suffers more than the MIMO-OFDM FSO.  

 

Fig. 4. Capacity v/s Eb/N0 for Gamma Gamma channel and 

Negative Exponential channel 

5 Conclusions 

In this paper the capacity of MIMO-OFDM FSO is compared 

with MIMO FSO in the presence of ISI in strong and very 

strong turbulent atmospheric regions. It is found that the use 

of OFDM improves the performance of the system by 

mitigating the effect of ISI and capacity is increased. Since 

MIMO uses spatial diversity to combat fading hence the 

capacity is enhanced as the number of transmitting and 

receiving antennas is increased. The performance of MIMO-

OFDM FSO is also compared with MIMO FSO in the 

presence of ISI for Gamma Gamma distribution model and 

Negative Exponential channel model. The performance of 

Gamma Gamma channel is almost equal to the Negative 

Exponential channel in the very strong turbulence region. 
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Abstract – There are many reasons to improve efficiency and 

quality of a greenhouse.  In areas where resources are scarce 

and conditions are not suitable for plant growth, a 

greenhouse can provide an efficient and carefully balanced 

environment.  In the last few years there were a number of 

improvements made by adding ZigBee wireless network 

devices at the Washington State University greenhouse, and 

until now these improvements were only accessible for use 

from inside of the wireless network.  This paper briefly 

describes how communication can be established over the 

internet with a number of ZigBee wireless networks to further 

improve a greenhouse. 

 

Keywords: wireless sensor network; greenhouse; ZigBee; 

MySQL; control over the internet 

1 Introduction 

Managing a greenhouse could be a difficult task.  

Depending on the size, the variety of plants, and availability 

of resources such as water, it can quickly become a complex 

controls system.  In [5][3] motivation is given for having an 

efficiently operating greenhouse.  A ZigBee wireless network 

is presented as an ideal solution to this problem. 

Washington State University (WSU) – Tri-Cities camps 

is located in a steppe climate.  Even locations in close 

proximity to the Columbia River are not ideal for unirrigated 

vegetation.  This introduces challenges in efficiently 

operating the WSU greenhouse, and it is not surprising that a 

number of improvements to the greenhouse have already 

been made utilizing ZigBee technology; however, all of the 

previous projects added solutions which could only be used 

from the inside of the greenhouse.  This presented an 

inconvenience to someone having to be inside the structure to 

collect measurements or change the conditions.  The original 

system required constant monitoring and intervention to 

achieve proper operation of the greenhouse.  By connecting 

ZigBee wireless network to a website and MySQL servers, it 

became possible to monitor sensor readings via a browser 

connected to the internet.  A password protected section was 

added to the website so commands could be sent to the 

greenhouse such as watering a plant for a period of time.  In 

this paper, it will be briefly explained how this system was 

designed at the WSU greenhouse. 

2 Materials and methods 
The challenge of assembling a system capable of 

securely communicating with wireless devices over the 

internet comes from composing code in a variety of 

programming languages, designing and interconnecting 

hardware, understanding elements of a secure network, and 

most importantly visualizing how all of these components fit 

together. 

The overall network consisted of the ZigBee wireless 

network, website and MySQL servers, a central computer 

responsible for a connection between the ZigBee coordinator 

and MySQL server, and a gateway for network security.  All 

communication over the internet except communication with 

the browser was accomplished through a VPN connection.  

This setup allowed the gateway and servers not to be in the 

same physical location with the wireless network.  The only 

open port of the gateway for outside of the network 

communication was the website port. The website server 

provided the point of access for viewing the sensor data via 

any internet connected browser.  

 

Fig. 1: Wireless network configuration for WSU greenhouse. 

All of the information regarding sensors and instruction 

status was stored on a MySQL database server.  The network 

configuration can be seen from Fig. 1.  Systems 1, 2, 3, and 4 
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are wireless ZigBee devices, and both the website and 

MySQL servers are installed on a single machine.  The future 

greenhouses are shown to illustrate ease of expansion to the 

current network.  The website server made the greenhouse 

controls user friendly and accessible via an internet browser. 

The reason for introduction of the MySQL server was to store 

useful information in the database tables.  One of the 

database tables was used to store instructions for the ZigBee 

devices, and another held the sensor readouts.  The ZigBee 

wireless network was put together using XBee ZB 

transceivers made by Digi.  An XBee ZB transceiver is 

designed to work in a mesh wireless network configuration, 

but it still requires one central command point called the 

coordinator.  The coordinator is yet another XBee ZB 

transceiver setup specifically for this function.  The rest of 

the XBee ZB devices were programmed as fully functional 

devices.  The entire wireless network was configured to 

operate using API protocol.  Hard-wire communication 

between the coordinator and the PC consisted of a USB 

interface connector and the applet written in Python.  The 

applet is the focal point of the network, as it extracts 

information from the coordinator about the status of the 

network and stores that information on a remote MySQL 

server.  Additionally, it monitors the same server for any 

instructions from an authorized remote browser and relays 

those instructions to the appropriate local devices for 

execution. 

An important element of any secure network is a 

correctly configured gateway, so for this project, one was 

setup using ClearOS, as it proved to be a very intuitive and 

cost effective secure WAN interface. Both the website and 

MySQL servers were setup separately from the gateway 

using Ubuntu OS.  This decision was made to provide 

additional security to the network.  MySQL is an open source 

database and is a good solution for information management 

in this type of application. 

The programming languages used for this project 

included Python, Java, PHP, HTML, and AVR machine 

language.  The hardware portion consists of the XBee ZBs, a 

USB interface connector for PC interaction with a wireless 

network coordinator, and an Atmel ATmega48P 

microcontroller used for controlling servos.  Two separate 

boards were designed with CadSoft EAGLE PCB Design 

Software and commercially fabricated.  These boards greatly 

accelerated testing, troubleshooting, and ease of connection 

between the XBee ZB and ATmega48P. 

The communication established between website and 

MySQL servers was done with server side programs written 

using PHP.  The most important reason for use of a PHP 

based program is that the source is not accessible from a 

remote browser, and it runs directly on the server [2].  This is 

important from a security stand point, as it allows sensitive 

information to be hidden. 

While an XBee ZB comes standard with four 8 bit 

analog to digital converters (ADC) and a number of on/off 

programmable pins, its greatest feature is its capability to 

communicate with other ICs using Universal Asynchronous 

Receiver/Transmitter (UART).  It allows control of additional 

hardware connected to an XBee ZB transceiver.  In this case, 

the ATmega48P microcontroller was used to operate a servo 

connected to a water valve of the irrigation system.  

3 Results 
Currently the wireless network consists of four devices.  

There is a station with three sensors for measuring ambient 

temperature, ambient humidity, and humidity of flowerpot 

soil.  There are also three smaller devices for measuring 

temperature in different locations of the greenhouse.  

Whenever the Python applet is running, the information is 

available on the website.  By reading the difference between 

ambient and soil humidity, it’s easy to determine if a 

flowerpot needs to be watered, and a command could be sent 

from the browser to enable irrigation. This project is a critical 

step forward to providing full remote control to a greenhouse. 

4 Conclusions 
Introducing ZigBee network to WSU greenhouse 

combined with monitoring through the internet is convenient.  

It is now possible to keep an eye on plants from half way 

around the world.  Although this network was designed for a 

greenhouse, there are many other applications which could 

benefit from the concept.  Since ZigBee devices are relatively 

inexpensive and require little maintenance, it is also 

affordable and easy to implement [1][4].  The next step in 

greenhouse improvement is going to be combining all of the 

previous research into one easy to use system.  This includes 

power consumption monitoring, lights control, and gathering 

useful information from a variety of sensors.  The previously 

mentioned Python applet can be easily modified to handle 

many tasks automatically.  Tasks like controlling air 

conditioning units based on greenhouse temperature or 

shading based on available light.  The ability to send a 

complex set of information via UART to a microcontroller 

through XBee ZB transceiver opens up possibilities for 

implementation of wireless robotics on the network.  These 

robots could be designed for tasks like removing weeds or 

fertilizing plant soil.  Lastly, adding internet access to a 

greenhouse creates room for many more improvement 

possibilities.  
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Abstract - Many wireless sensor network (WSN) applications 

require join of sensor data belonging to various sensor nodes. 

For join processing, it is important to minimize the 

communication cost since it is the main consumer of battery 

power. Most join techniques for sensor data assumes that the 

sensor data are either stored in OS files or in relational 

databases. In this paper, we introduce a join technique for 

sensor networks based on column-oriented databases. A 

column-oriented database store table data column-wise rather 

than row-wise as in traditional relational databases. The 

proposed algorithm is energy-efficient since, unlike relational 

databases, only relevant columns are shipped to the join 

region for final join processing.  

Keywords: Wireless sensor network, sensor data, join 

technique, column-oriented database, communication cost.  

 

1 Introduction 

  Many sensor network applications require correlation of 

sensor readings scattered among sensor nodes. For example, in 

an object tracking system, one may be interested in objects 

that travelled from one designated region to another 

designated region to monitor the traffic volume and speed of 

particular objects. The sensor network can be modeled as a 

distributed database and the sensor readings are collected and 

processed using queries. A join is an important operation in 

finding the correlation of sensor readings.  

One of the most important performance criteria in 

processing a join operation for sensor networks is to minimize 

the total communication cost. A total communication cost is 

the total data transfer between neighboring sensor nodes. 

Minimizing the communication cost is important because each 

sensor node has limited battery power and data 

communication is the main consumer of battery energy.  

In this paper, we propose a novel join technique for 

wireless sensor networks to minimize the total communication 

cost and improve performance. Our approach is based on a 

column-oriented databases rather than relational databases to 

store sensor data. Recent years have seen an increased 

attention and research work on column-oriented databases. A 

column-oriented database store data in column order (i.e. 

column-wise) and not in row order as in traditional relational 

databases. They are more I/O efficient for read-only queries 

since they only access those columns (or attributes) required 

by the query. The read-only queries are common in workloads 

and applications found in data analysis, semantic web and 

sensor networks. The paper is organized as follows. Related 

works are mentioned in Section 2. Section 3 discusses the 

proposed algorithm. Conclusion is made in Section 4.  

2 Related Works 

 Query optimization techniques for column-oriented 

databases were introduced in the literature. Materialization 

strategies, both early and late, are important in column-

oriented databases since tuple reconstruction is required to 

produce and display query result using conventional ODBC 

interface [1]. Our earlier join algorithm for sensor networks 

based on column-oriented database was proposed in [2]. The 

algorithm is based on an early materialized strategy in 

column-oriented database. The invisible join [3] is another 

research result to improve star schema queries using a 

column-oriented database. Several energy-efficient query 

processing algorithms were proposed for wireless sensor 

networks [4-5]. 

 

3 Proposed Algorithm 

     In this paper, we assume that the sensor data are stored in 

a column-oriented database rather than a relational database. 

There are two materialization strategies, early and late, in 

column-oriented databases [2]. Materialization, also known as 

tuple stitching or tuple construction, is a process of combining 

single-column projections into wider tuples. The reason for 

materialization in column-oriented databases is because it 

needs to output row-style tuples to support standards-

compliant relational database interface such as ODBC and 

JDBC. In early materialization strategy, each column is added 

to the intermediate query result to form tuples if the column is 

needed. In late materialization strategy, the accessed columns 

do not form tuples until after some part of the query plan has 

been processed. We propose an in-network join technique 

based on early and late materialized strategy for column-

oriented databases.  

We assume that the join query involves the join of sensor 

data in R region and S region of the sensor network. In 

addition, the actual join is performed in the join region since 

no single node can perform join due to resource limitations. 
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The data in R (S) region is stored in R (S) table in column-

order.  

The proposed join algorithm executes in three phases, 

namely the selection phase, the join phase, and the result 

phase. In the selection phase, the semi-join of join columns of 

R and S is performed to determine the qualified columns and 

column values for the given query. The result of the semi-join 

is used to create bitmaps to be shipped back to region R and 

region S. A Bitmap(R) contains one bit for every tuple in R 

table. That bit is set to 1 if it is in the semi-join result. The 

qualified column values in R and S are shipped to the join 

region for the actual join. In the join phase, the qualified 

column values of R and S are joined using either a nested-loop 

or a sort-merge join algorithm. In the result phase, the result of 

join is sent to the query sink as the query result. 

In the late materialized strategy, the qualified column 

values of R and S are stitched together to construct tuples in 

the result phase. In the early materialized strategy, the 

columns in R and S participating in the query result are 

stitched to form tuples before shipping to the join region for 

final join. The difference between the early and late 

materialized strategy is the timing of the tuple stitching. In late 

materialized strategy, it is performed in the result phase while 

in the early materialized strategy it is performed in the 

selection phase.  

In this paper, we also introduce a hybrid strategy to 

reduce the communication cost. Both the early and late 

materialized strategy performs the semi-join in the semi-join 

region which is not the join region. In addition, the actual join 

is also performed in the join region for the reduced data. In 

the hybrid case, no distinction is made between the semi-join 

region and the final join region. Both the semi-join and the 

final join are performed in the join region. Hence, no semi-

join region is required.  

4 Conclusions 

We introduced a join technique that can be used in 

wireless sensor networks to reduce communication cost 

during sensor query processing. Communication cost is the 

main query performance criteria in sensor networks. Our 

algorithm is based on column-oriented databases. To the best 

of our knowledge, no other research results for sensor 

networks based on column-oriented databases were published 

in the literature. The advantage of using column-oriented 

database is that only relevant columns of qualified records, 

not the whole records, need to be shipped to the join region 

for final join reducing the amount of data shipped. Our 

algorithm is based on both the early and late materialized 

strategies. We also introduced a hybrid approach in which the 

semi-join and the join processing both occur in the same 

region of the sensor network. It is easy to observe that the 

communication cost is reduced during join processing based 

on column-oriented databases compared to data storage based 

on relational databases.  
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Abstract - GPS/GSM based localization system is designed to 

help blind people navigate and find important for them points 

of interest (POI) in urban areas. When the GPS localization is 

not for some time or the system has been just turned on in an 

unfamiliar place for the blind user, where one cannot get a 

GPS fix, the GSM based localization is being used in order to 

find a specific POI or to alert a family member or emergency 

services about the blind user’s approximate location. In the 

following paper we present a system overview, its prototype and 

some tests results. 

Keywords: blind people;GPS;GSM;localization;MOBIAN  

 

1 Introduction 

  Navigation devices and systems of different kinds have 

been used since ages. Technology advance makes it possible to 

develop low-priced, yet accurate devices for localization 

purposes. Since most of these devices use some kind of a 

display to present information, they are not suited for the 

visually impaired users. However, there are some systems being 

developed specifically for blind people [1]. Unfortunately, 

these kinds of systems usually have limited functionality, like 

for instance, informing users about a specific POI, pedestrian 

crossings [2]. Nonetheless, using a GPS based application is 

only proper when the receiver has a clear sky view. Inside of 

buildings and/or underground areas, the GPS signal is not 

received, thus getting a position fix is problematic. There are 

some solutions, which include other sensors, for localization 

and navigation when a GPS fix was accessible and due to 

entrance to a building, is no longer available [3], but in 

situations where a blind user turns on the device for the first 

time in places where the GPS signal is too weak to get a fix it is 

hard to get a reference to a global position. That is why we 

present GPS based system overview with GSM localization 

capability. 

2 Related work 

 Electronic navigation assistants for blind people are 

difficult to develop. GPS based devices, even with some 

position correction functionality [4], do not provide high 

enough reliability to safely navigate a blind person through an 

urban area. Even a 5 m position error while locating a 

pedestrian crossing can be dangerous for visually impaired 

users. That is why information about specific, important for 

blind people POI, should be considered rather as a tip than a 

navigation guide like in car navigation assistants. When the 

GPS signal is too weak to get a localization fix, a GSM based 

localization comes in handy. There are many techniques to get 

a pinpoint location by using GSM network [5]. RSSI based 

systems are accurate, but they need a fingerprint map or an 

architecture map to correlate RSSIs from GSM base stations 

with pinpoint location and these are not always available for 

some areas [6]. There are some systems which provide high 

reliability and were created especially for blind people. 

However, these systems often employ components, which have 

to be embedded into existing infrastructure, for instance RFIDs 

[7-8], thus these systems are expensive if one wants to have 

them installed on large areas. Another technique uses the fact 

that every GSM base station can be identified with special 

codes like: Mobile Network Code (MNC), Mobile Country 

Code (MCC), Location Area Code (LAC) and Cell ID (CID). 

There are databases, in which these identifiers can be 

correlated with base station longitude, latitude and approximate 

signal range [9]. 

 

3 System overview 

 The system block diagram is presented in Fig. 1a. The 

system runs ARM Cortex-M3 based low-energy EFM32 

microcontroller and embeds a GPS module for a pinpoint 

location. Navigation assistants usually use POI database to 

inform about some specific locations, e.g. a gas station, 

restaurants, traffic accidents, etc. POI which blind users could 

benefit from should be far more extended than a widely 

available POI used in common databases, like Google Places. 

Apart from the standard places, this database should include 

pedestrian crossings adapted for blind people usage, hospitals, 

special centers for visually impaired, bus stops and many 

others. Also, there should be a way to easily include specific, 

customized records, like places from blind user environment, 

e.g. university campus buildings. A small prototype database 

was embedded into microcontroller memory. With a clear sky 

view, the GPS localization accuracy is sufficient for guiding a 

blind user. When entering a building, where GPS localization is 

no longer available, a GSM Cell ID based localization is used. 

Thus, a GSM/GPRS module is embedded. Cell ID based 

localization technique does not provide great localization 

accuracy, nevertheless blind people navigation inside buildings 

is difficult, even with the 1 m accuracy, without external 

sensors, cameras, building architecture, etc., due to users’ 
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visual impairment. Therefore, Cell ID localization is being used 

just to inform the blind user about specific POI in the nearest 

area in the selected range and to send possible location via a 

distress SMS in case of some emergency or an accident. Small 

head phones are used for feeding users voice commands and 

information about POI. 

 

Figure 1.  a) system block diagram 

b) device prototype 

4 Acquiring GSM stations localization 

 Practically, every GSM modem has the ability to check 

base stations codes, desired for GSM localization (MNC, 

MCC, LAC, CID). The system for blind people checks the 

codes not only from a base station, which it is currently 

connected to, but also base stations in the area (with signal 

range). This is done due to the fact that checking only the main 

base station (mainly with the strongest RSSI) would give 

accuracy of hundreds of meters or even a couple of kilometers. 

By checking all the available base stations codes, the system is 

able to increase the localization accuracy. 

 There are many ways to link base stations codes with their 

global position and range. The easiest method is to create a 

database of base stations with their codes and global 

localization and compare the data from a GSM modem against 

it. It would work without any Internet connection, however 

would consume large quantities of memory. Since the system 

has a GSM/GPRS modem onboard, it can check external 

services. One of these services is run by Google, so cell phones 

even without any GPS module can obtain their approximate 

position and users can run Google Maps and other applications. 

Google does not provide GSM based localization by itself as an 

official API, but still it can be accessible [9]. Other service 

which helps to locate a GSM base station is the OpenCellID 

project [10]. It is an open source and has documented API for 

queries. 

5 Tests and results 

 The system prototype was designed and is presented in 

Fig. 1b. In a building, where the GPS fix could not have been 

established, the GSM localization service was enabled. 

Afterwards, base station codes were correlated with base 

stations positions and ranges via Google service. Sample results 

are presented in Fig. 2. Every visible base station is presented 

with a blue circle. Circle center is a base station location and 

circle radius is a range. The black dot is an actual device 

location in the building. The red shape is the area where all the 

signal areas from base stations overlay. That is the likely GSM 

localization based fix. The last step for the device is to check if 

there are any important POI for blind users. 

 

Figure 2.  GSM base stations locations in the nearest area and real device 

position. 

6 Conclusions 

 The working prototype of the described system provides 

platform for future tests with blind people. The GPS position 

fix is accurate enough to inform visually impaired people about 

nearest POI. In cases when the GPS signal is too weak, the 

GSM based localization is being used, providing information 

POI. This information is useful for blind people, who are lost in 

unfamiliar area and they cannot get assistance from people 

nearby. The option of sending users’ position via SMS is also 

very helpful. In the future, other localization algorithms will be 

tested to achieve better localization error. 
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Abstract - These days, many WiFi devices are trying to 
generate high throughput and have longer signal coverage 
which also bring unnecessary signal interference to 
neighboring wireless networks, and result in decreased 
network throughput. Signal interference could be minimized 
by reducing signal coverage of wireless devices. On the other 
hand, small signal coverage means low transmission power 
and low data throughput. In the paper, we analyze the 
relationship among signal strength and network throughput 
by simulation. 

Keywords: Signal interference, Throughput, WiFi network, 
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1 Introduction 
  Many WiFi networks are used these days, and they 
usually need high power for larger transmission range and 
higher data throughput. However, with rapid increasing 
number of wireless users such as smart phones, large signal 
coverage of WiFi causes higher signal interference among the 
WiFi devices which causes network quality deterioration 
especially in densely populated areas.  
Signal interference is a common problem in wireless network, 
which may decrease throughput and cause security problems. 
The signal interference is inevitable due to wireless 
characteristics but could be reduced by controlling network 
configuration. [1] and [2] suggested topology control 
methods with changing transmission power in order to reduce 
signal interference in wireless ad-hoc network.  
In WiFi networks, the interference can be managed by 
controlling the sender's transmission power. However, small 
signal power results in low throughput. There is a trade-off 
between signal interference and network throughput. 
Therefore, in the paper, we analyze the relationship among 
signal transmission power and network throughput with 
simulations to find a better way to improve quality of WiFi 
network.  

2 Related work 
 Signal interference deteriorates network throughput and 
also wastes power. Reducing signal interference is widely 
researched in wireless ad-hoc network in order to minimize 
power consumption. Martin Burkhart et als. compared several 
topology control methods which claim to resolve interference, 

and proposed an interference-minimal method in wireless ad-
hoc network with connectivity-preserving and spanner 
construction [1]. N. M. Karagiorgas introduced a multicost 
routing that constructs route with variable transmission power 
to reduce interference in ad-hoc network [2]. Sutep 
Tongngam [4] proposed a reducible transmission range 
approach for wireless network, which optimizes broadcasting 
latency. Ilenia Tinnirello and Giuseppe Bianchi analyzed the 
interference effects in WiFi networks [5]. Anand Kashyap et 
al. presented a passive monitoring of wireless traffic to 
estimate interference in WiFi networks [6]. 

3 Signal Strength and Network 
Throughput in WiFi network 

 We performed simulations to investigate signal strength 
and network throughput. The simulation topology is 
illustrated in Figure 1. A 120m x 120m area is divided into 9 
cells, each cell contains one AP at the center and 6 devices 
are evenly located in each cell. Network throughput for 
downlink (from AP to clients) is measured for different 
transmission powers of 18dBm, 13dBm and 8dBm. 

 
Fig. 1. Simulation Topology with 9 cells and 54 clients 

In the simulation, we assumed all clients use same channel 
and channel association time is equally shared by all client 
devices no matter how the actual throughput is. We used Java 
for the simulations. Figures 2∼4 show network throughput 
for each clients. 
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Fig. 2. Throughput distribution for 6 x 9 clients with 
transmission power 8dBm 

 

Fig. 3. Throughput distribution for 6 x 9 clients with 
transmission power 13dBm 

 

Fig. 4. Throughput distribution for 6 x 9 clients with 
transmission power 18dBm 

Network throughput with transmission power of 8dBm 
showed the best performance because of the minimum 
interference. In Figure 2, clients at [2, y], [5, y], [8, y] (where 
[x, y] denotes client’s position (x, y) in Figure 2) show best 
throughput because it is close to AP, which means high 
received signal strength. Edge clients at [1, y] and [9, y] show 
better throughput than clients in [3, y], [4, y], [6, y] and [7, y] 
which have same distance to APs but have less interference 
from other APs. Figures 3 and 4 also show that clients have 
higher throughput at the corners of the cell area. 
High transmission power increases throughput in 
interference-free environments, however, today’s wireless 

devices rarely show non-interference cases. For instance, 
from our smart phone’s WiFi setting menu, the number of 
reachable APs just means the interference we may take from. 
Moreover, the number does not even include interference 
devices such as neighbor smart phones. 
Low transmission power gives small signal coverage and less 
signal interference, resulting in higher throughput as shown 
in the above simulations. However, smaller signal coverage 
may also make shadow zone where clients may not reach APs. 

4 Conclusions 
 Performance of local area WiFi network does not only 
depend on signal strength of AP but also on signal 
interference. In the paper, we analyzed the network 
throughput effects of signal interference via simulations. We 
found that network throughput could be maximized if 
transmission power of APs in WiFi network are properly 
controlled. 
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Abstract - With the rapid development of computer network 

technology, aerospace technology and communications 

technology, the demands of earth integrated information 

network become increasingly stronger in terms of national 

defense information and the development of the national 

economy.According to the course of foreign development 

process and the interpretation of networking mode,as well as 

the research on domestic-related advantages research unit, 

the paper elaborates the key technologies of the earth 

integrated network which need to be broken through. The key 

technologies involves architecture, routing, protocol, 

management, switch and so on, thus will provide a useful 

reference for our earth integrated information network. 

Keywords: earth integrated information networks; key 
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1 Introduction 

  Since the concept of the Internet be brought forward, 

our lives has undergone enormous changes. Human beings 

have faced more challenges than ever before when they enjoy 

the high-speed information times. First and foremost, in one 

side of national blueprint and the people’s livelihood, human 

is faced with the challenge of environmental disaster warning, 

resource exploration, deep space exploration perception, and 

the idea of moved to the planet. What is more, in another side 

of national security, the battlefield that human scramble 

for has constantly extended into outer space, and the 

advantage of air and space become a precondition for the 

information war. Last but not the least, in the other side of 

national economy, the movement towards informationization 

for our country still needs the support of the spatial 

information infrastructure and information services system, 

thus ensuring sustainable development of the economic 

society. Therefore, the earth integrated network , as an 

important means to promote sustained growth and the key to 

winning military information warfare, is especially essential. 

 Link of earth integrated network is mainly set up 

between base stations and satellite-to-satellite, satellite-to-sky 

or satellite-to-ground nodes. The earth integrated network can 

connect the user, aircraft and communications platforms 

among the land, sea, air and deep space, and it adopts high-

speed intelligent- processing unit and supports exchange 

technology. According to the utilizing principle of maximum 

effective information resources, the information network can 

exact information accurately and process information fast and 

transmit communication efficiently, so it called space-based 

and sky-based and ground-based integrated network
[1]

. 

Achieving the network will not only improve the capacity and 

time effectiveness of communication, but also boost the 

reliability and survivability of information network, so a 

variety of applications integrated into an organic whole. Earth 

integrated network can provide powerful information support 

in terms of communications, navigation, positioning, 

monitoring, early alarm, remote sensing, detection and so on. 

It is a huge project to benefit the nation ,the people and the 

army
[2]

. 

 In this paper, we analyse the key technologies to 

building earth integrated network. They all need to break 

through. Based on the unique characteristics of the space 

network, we provide a useful reference for the final 

implementation of the earth integrated network. 

2 Research Situation of Interplanetary 

Internet 

The Iridium System of the Motorola Company became 

successful in 1999. It broke the original convention of satellite 

communication system using GEO and transparent 

transponder communication. Since then, the space-based 

mobile communication network has gone through a narrow-

band satellite communications network, the broadband 

satellite communications network and the space-based 

Internet
[3]

. NASA established a kind of integrated network 

architecture of communications satellites and other spacecraft 

in orbit
 [4-5]

(Figure 1).NASA carried out every parts of design 

and plan in detail.The architecture is represented by four 

architectural elements. They are backbone elements, access 

elements, proximity elements and other spacecraft. 
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Figure 1: Integrated space communication architecture. 

 NASA defines that the communication network will use 

the OSI (Open System Interconnection) hierarchical model of 

the bottom layer to achieve the routing of IP data, shown in 

Figure 2. OSI satisfies end-to-end data routing capability. It is 

common protocols and interfaces at these layers that have 

ability to make links for all the nodes in the network. 

 

Figure 2:Internet protocol layers used in integrated 

communication architecture. 

  

 In addition, The Goddard Space F Center (GSFC) also 

makes a contribution to developing the space communications. 

It carried out another research project, as shown in Figure 3, 

called "Operating Mission as Nodes on the Internet (OMNI)". 

It aims to use commercial communication protocols on the 

ground. Then the COTS (commercial off-the-shelf) accorded 

with the ground commercial communications protocol. The all 

things achieve standardization of space communications. 

 

Figure 3:Operating Mission as Modes on the Internet (OMNI) 

 

Other institutes like ESA also developed terrestrial 

transmission protocol called SLE (Space link extension) which 

based on the CCSDS (Consultative Committee for Space Data 

Systems).It has been incorporated into the architecture of 

CCSDS, so the Space Transfer Protocol of CCSDS will extend 

to the aerospace facilities on the ground. 

3 Key Technologies 

We want to combine space-based systems and ground-

based system effectually, to achieve capability of information 

processing on satellite, to establish a reliable interstellar 

communication link and to form the earth integrated network 

of autonomous operation. What we need to do focus on the 

key technologies to breakthroughs
[5-10]

: 

3.1 Optimized design of architecture 

The network architecture design of the system is the top 

of the system construction and key issues. Earth integrated 

network involving space-based network, ground-based 

network and other multiple networks. It has the characters 

include large scale, complex structure, a wide range of 

business, and quickly changesd network topology. So it is an 

urgent breakthrough technology to design a network system 

which has a strong reliability, reasonable number of satellites 

and reasonable standard of orbital path. In order to ensure the 

network long-term stability, we should research the 

arrangement and set of network node, subnetwork operation 

process and the carrying capacity of business. Therefore, we 

also need to analyze the space mission and future plans in 

detail.As a core of a communications satellite, we take a 

special considerations for the distribution of mobile satellite 

node and the relationship of node. Constellation design, 

topology design and protocol specification help establish a 

mathematical model of the network architecture. The 

characters of earth integrated network conduce to establish 

constraint function and infer the optimal evaluation parameters. 
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It redound to building the earth integrated network that is help 

to accord with conditions and needs of common people. 

3.2 Routing and protocol on the satellite 

MEO/LEO satellite communications network have 

obvious advantages in improving the communication 

performance of the system, reducing the loss of 

communication and promoting the miniaturization of the 

mobile terminal. But the single satellite coverage is limited, 

and it can not be covering the same place for a long time.We 

need to achieve continuous global coverage seamless 

communication by the "relay" through multiple satellites.  

Routing and protocol on the satellite could realize the business 

data forwarded in a multi-hop routing, which is the key on the 

MEO/LEO satellite network with inter-satellite links. Due to 

the sustained high-speed movement of the satellite nodes, the 

satellite network topology changes periodically over time, the 

ground IP routing protocol can not be directly applied to the 

earth integrated network, and satellite communication is still 

used in the form of transparent forwarding but no inter-

satellite link.The information distribution and processing are 

executed on the ground. Terminal data between space-based 

and ground-based is transmitted self-definedly by establishing 

a link through the frame form, and we received all information 

packet parsing and forwarding on the ground. Therefore, it is 

not only necessary to fully take into account the characteristics 

of space communication and space missions, but also as far as 

possible or existing agreements and technical to draw on the 

ground Internet, so it is essential that how to develop and 

reasonable allocate the satellite network layer routing 

protocols. 

3.3 Network Management Technology 

The management methods and management forms are 

very different of space-based and ground-based network. Due 

to the limited load and processing power of the satellite nodes, 

it is impossible to establish a the similar ground network 

management system; At the same time, integrated space-based 

component of the network is a dynamic wireless network, 

mobile users can be covered by any satellite to access satellite 

node via a wireless link, and space-based network 

communication with other users, which greatly increasing the 

difficulty of resource management. Therefore, we need to not 

only consider the traditional configuration management 

functionality, fault management capabilities, performance 

management, security management, and user management 

function, but also focus on considering network radio resource 

management and user mobility management technology. 

In addition, due to the electromagnetic radiation in the 

space environment, satellite position with limited resources. 

The space-based satellite network is constantly moving and 

posture changing. Taking into consideration the factors of the 

network, the network management ensure premise of the 

normal operation, especially for the large complex 

environment. 

3.4 Space switching technology 

In order to avoid relay of multi-hop between earth station 

and satellite, and reach the goal of wide span single-hop, 

which can connection to reduce the transmission delay. That is 

a better solution of simplifing equipment and operating 

broadband communications satellite on-board processing and 

space switching technology. To achieve the exchange between 

the satellites, we need modulation, decoding, routing and other 

functions on the satellite estimating and allocation of network 

resources, which help us to establish the adaptive 

communication link. 

The current space exchange is to achieve information 

sharing in the form of circuit-switched. To ensure data security 

and efficiency at the same time, achieved the automatic 

forwarding of the space-based routing ATM switch can 

improve the spectrum utilization, reduce the transmission 

delay and reduce the transmission error rate. So it is better to 

improve the communication quality of transmission, to 

enhance spatial link invulnerability. It plays an important role 

to improve the performance of the integrated space network. 

In addition, due to the satellite system updates hard, it is 

difficult to make changes and upgrades the system when it is 

determined Bandwidth and traffic control require further study 

at the same time. 

3.5 System simulation and demonstration 

technology 

Researching and constructing the earth integrated 

information network is a complex system engineering. For 

such a large, complex system, it adopts a lot of new 

technology. To fight only on paper is not enough, the ground 

simulation and verification is able to large system design and 

potential problems for effective verification and examination. 

It is not easily applied, so the digital and semi-physical 

simulation for the whole system and each technology is 

necessary.Using application software of network simulation, 

conduct a network simulation environment of the earth 

integrated information network by the way of an advanced 

simulation methods. For the spatial network architecture, 

routing technology, exchange of technology, access to 

technology, network management and other key technologies, 

we carry out simulation, demonstration and evaluation test. It 

will lay the foundation of building the earth integrated 

information network. 

4 Conclusion 

In this paper, we have described the key technologies of 

earth integrated information network, which can meet the 

needs of the national army and the ordinary people. The 

network can not only support mobile communication, disaster 

relief , intellectual traffic and so on, but also offer 
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transmission command, navigation, etc. These help us fully 

understand the current main direction, providing a reference 

for the network construction of integration of earth network. It 

is important and benefit to the sustainable development and 

has large strategic significance. With the deeply study and 

profounder understand, the technologies of earth integrated 

information network will come true.However, building the 

earth integrated information network is a systemic huge 

project. The movement of achievement it still has a long way 

to go.  
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Abstract—In this paper, we study the Minimum Latency Aggre-
gation Scheduling (MLAS) problem in Wireless Sensor Networks
(WSNs) adopting the two interference models: the graph model
and the more realistic physical interference model known as
Signal-to-Interference-Noise-Ratio (SINR). The main issue of the
MLAS problem is to compute schedules with the minimum
number of timeslots, that is, to compute the minimum latency
schedules, such that data can be aggregated without any collision
or interference. While existing works studied the problem in
2-dimensional (2D) WSNs only, we investigate the problem in
the more general 3-dimensional (3D) WSNs, and introduce two
approximation algorithms with O(1)-approximation ratios that
yield schedules whose latency is bounded by O(∆ + R), where
∆ is the maximum node degree and R is the network radius. To
the best known of our knowledge, our results are the first results
of the MLAS problem in 3D WSNs.

Keywords-Data Aggregation, Interference-Aware, Signal-to-
Interference-Noise-Ratio, 3-dimensional Network, Approxima-
tion Algorithm

I. INTRODUCTION

A Wireless Sensor Network (WSN) consists of a number of
sensor nodes which monitor nearby environmental conditions
and gather data periodically. The gathered data is forwarded
to a destination called the sink node. This type of application
is commonly known as data aggregation in the literature, and
it is one of the most crucial applications of WSNs.

Although recent advances in WSNs have led to the de-
velopment of sensor nodes, the small-sized sensors still have
limited energy resources. Therefore, researchers have focused
on the issue of prolonging the network lifetime by reducing
energy consumption which is caused by the unnecessary
retransmission using sensors’ limited power. An interesting
approach is to assign timeslots to sensor nodes to obtain
a good schedule by which data can be aggregated without
any collision or interference. Since the data collection occurs
periodically, reducing the latency of the schedule, that is,
constructing schedules with a minimum number of timeslots,
has been a fundamental issue.

In the literature, the problem of constructing minimum
latency data aggregation schedules, namely the Minimum
Latency Aggregation Scheduling problem, has been widely
investigated by several researchers in two interference models:
the graph model and the physical interference model. In the
collision-free graph model, [1] proved the NP-hardness of the
problem, and showed the (∆ − 1)-approximation algorithm.
Later, [2] introduced the first constant factor approximation

algorithm whose latency is bounded by 23R+∆− 18 which
was improved by [3] and [4] to 16R + ∆ − 14. In [5],
Wan et al. proposed three approximation algorithms whose
latency is bounded by 15R+∆− 4, 2R+O(logR) +∆ and(
1 +O( logR

3√
R
)
)
R+∆, respectively.

While these works considered only collision, some re-
searchers have studied the problem taking into consideration
interference as well in the collision-interference-free graph
model. [5] and [6] proposed constant factor approximation
algorithms whose latency is bounded by O(∆ + R), and
[6] also proved an Ω(log n) approximation lower bound in
the metric model. Recently, [7] introduced a constant fac-
tor approximation algorithm whose latency is bounded by
O(R+log n) assuming that multiple power levels are present,
and the maximum power level is bounded, while [5], [6]
assumed the uniform power model.

Recently, several researchers have started investigating data
aggregation scheduling in the more realistic physical inter-
ference model known as Signal-to-Interference-Noise-Ratio
(SINR). Unlike the graph model, the SINR model captures real
world phenomena adequately by considering the cumulative
interference caused by all the other concurrently transmitting
nodes. The first investigation of the Minimum Latency Aggre-
gation Scheduling problem in the SINR model was done by
Li et al. [8]. [8] introduced a constant factor approximation
algorithm whose latency is bounded by O(∆ + R) under the
uniform power model. [9] extended it to the dual power model,
and introduced two constant factor approximation algorithms
whose latency is bounded by O(∆+R). [9] also showed not
only an Ω(logn) approximation lower bound in the metric
SINR model, but also its NP-hardness in the geometric SINR
model. [10] proposed an algorithm that yields O(log3 n)-
latency which was improved by [11] to O(log n). Recently, [7]
introduced a constant factor approximation algorithm whose
latency is bounded by O(R+ log n). Note that [10] and [11]
assumed the unlimited power model and [7] assumed that
multiple power levels are present, and the maximum power
level is bounded.

While these studies have been concerned with data ag-
gregation, some other researchers have focused on related
applications such as broadcast and gossiping. The broadcast
problem is to distribute a unique message from a source (sink)
node to all the other nodes, whereas the gossiping problem,
which is also known as all-to-all broadcast, is to distribute the
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message of each node to all the other nodes in the network.
For the problem of broadcast, NP-hardness was proved by [12]
which holds for the collision-free graph model, but not for the
other models. For the gossiping problem, [13] proved its NP-
hardness which holds for the SINR model under assumption
that a node can combine messages and there is no limit on the
length of the combined message.

Among works that studied the problems in 2-dimensional
WSNs, [14] was the only one that has investigated the
broadcast problem in both 2- and 3-dimensional WSNs. In
3-dimensional (3D) WSNs adopting the graph model, [14]
introduced a constant factor approximation algorithm where
the 3D space is partitioned into several truncated octahedrons.

In this paper, we continue the study of the Minimum La-
tency Aggregation Scheduling problem in 3D WSNs adopting
both the graph model and geometric SINR model. While
existing works studied the problem in 2-dimensional (2D)
WSNs only, we investigate the problem in the more general
3-dimensional (3D) WSNs, and introduce two constant factor
approximation algorithms that yield schedules whose latency
is bounded by O(∆ + R). Our approximation algorithms for
the problem are the first results, to the best of our knowledge,
for 3D WSNs adopting both interference models.

This paper is organized as follows. Section II describes
our network models and defines the Minimum Latency Ag-
gregation Scheduling (MLAS) problem. In Section III, we
show our 3D-space-filling and labeling techniques. Section
IV introduces two constant factor approximation algorithms
for the MLAS problem, and we analyze them in Section V.
Finally, Section VI contains some concluding remarks.

II. PRELIMINARIES

A. 3D Network Models

In this paper, a wireless sensor network (WSN) consists of a
set V of sensor nodes deployed in a 3-dimensional (3D) space,
and each node u ∈ V is assigned a transmission power level
p(u). Accordingly, a directed edge (u, v) exists from node u
to node v, if v resides in the transmission ball with radius p(u)
of u, i.e., d(u, v) ≤ p(u), where d(u, v) denotes the Euclidian
distance between u and v.

1) Graph Model: In the graph model, let Bu
p(u) = {v | v ∈

V, d(u, v) ≤ p(u)} denote the set of all nodes that can be
reached by u with the power level p(u). If two nodes u and
v reside in the transmission ball of each other, i.e., u ∈ Bv

p(v)

and v ∈ Bu
p(u), then u and v can communicate. However, we

also need to consider the collision or interference. Given a
power level p(u) of u, the interference ball of u is defined as
a ball with radius ρ · p(u), where ρ ≥ 1 is the interference
factor. (Seel Figure 1.) Given ρ ≥ 1, let Iup(u) = {v | v ∈
V, d(u, v) ≤ ρ · p(u)} denote the set of all nodes in the
interference ball of u. Then, collision (or conflict) is said to
occur at a receiver node w if there exist other concurrently
sending nodes u and v such that w ∈ Bu

p(u) ∩ Ivp(v), where
ρ = 1. On the other hand, interference is said to occur at w
if there exist other concurrently sending nodes u and v such

that w ∈ Bu
p(u) ∩ Ivp(v), where ρ > 1. In the literature, the

graph model concerning only collision (i.e., when ρ = 1) is
called the collision-free graph model, whereas the graph model
concerning both collision and interference (i.e., when ρ ≥ 1)
is called the collision-interference-free graph model.

In the graph model, the communication graph can be
modeled as a bidirectional ball graph G(V,E), where E =
{(u, v) |u, v ∈ V, d(u, v) ≤ p(u) and d(v, u) ≤ p(v)}.

Fig. 1: Transmission ball and interference ball of u

2) SINR Model: In the physical interference model (SINR)
[15], if a node u transmits with its power level p(u), then
the received power at a receiver v is p(u) · d(u, v)−α, where
α ∈ [2, 6] is the path loss exponent. In order that the receiver
v can receive the data transmitted by the sender u, the ratio of
the received power at v to the interference caused by all the
other concurrently transmitting nodes and background noise
must be beyond an SINR threshold β ≥ 1. Formally, node
v can successfully receive data via the communication edge
(u, v) only if

SINR(u,v) =

p(u)
d(u,v)α

N +
∑

w∈X−{u,v}
p(w)

d(w,v)α

≥ β (1)

where N > 0 is the background noise, and X is the set of
other concurrently transmitting nodes. Observing that u can
send its data to the nodes within the distance (p(u)Nβ )

1
α , the

network can be modeled as a directed ball graph G(V,E),
where E = {(u→ v)|u, v ∈ V, d(u, v) ≤ (p(u)Nβ )

1
α }.

Note that in the literature, a communication graph is called
a ball graph (BG) if all nodes are assigned various power
levels, and if all nodes are assigned the same power level, it
is called a unit ball graph (UBG).

B. Problem Definition

The Minimum Latency Aggregation Scheduling (MLAS)
problem is defined as follows. Considering a set of nodes in a
3D space, we assign these nodes a number of timeslots such
that nodes scheduled to send data at the same timeslot can
send data to its receivers simultaneously without any collision
or interference. A schedule is defined as a sequence of such
timeslots. Formally, at each timeslot t, we have an assignment
vector πt = ⟨(st1 , p(st1)), · · · , (stm , p(stm))⟩ in which sti is
assigned to send data with its power level p(sti), 1 ≤ i ≤ m,
and

• (Graph Model) neither collision nor interference occurs
at any receiver r, or
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• (SINR Model) the SINR threshold inequality is satisfied
for all receivers r,

where (sti , r) is an edge in the communication graph G(V,E).
A schedule is a sequence of assignment vectors Π =

(π1, π2, · · · , πM ), where M is the length of the schedule
which is also called its latency. A schedule Π is successful
if all data of each node v ∈ V is aggregated to a sink node
s ∈ V .

Input. A set V of nodes in a 3-dimensional (3D) space, a sink
node s ∈ V .

Output. A successful minimum latency schedule.

C. NP-Hardness of the MLAS Problem in 3D WSNs

Note that [1], [6] and [9] showed the NP-hardness of the
MLAS problem in the 2-dimensional (2D) collision-free graph
model, collision-interference-free graph model, and SINR
model, respectively. Observing that a 2D WSN is a special
case of 3D WSNs, the MLAS problem in 3D WSNs is also
NP-hard.

III. 3-DIMENSIONAL SPACE FILLING

In this section, we introduce our 3-dimensional (3D) space-
filling technique. It has been known that there are only five
space-filling convex polyhedra [16]: triangle prism, cube,
hexagonal prism, truncated octahedron, and gyrobifastigium.
In this paper, we fill the 3D space with the cube, which is the
only platonic solid, and the hexagonal prism.

A. Space Filling with Cubes

We partition the 3D space containing the network into cubes
whose side length a is r√

3
, and space diagonal is r. Each cube

is labeled with the label CL(x, y, z) if (x, y, z) is its vertex
with the smallest x−, y− and z− coordinates.

B. Space Filling with Hexagonal Prisms

The 3D space containing the network is tessellated with
hexagonal prisms whose side length a is r√

5
, and space diago-

nal is r. The hexagonal prisms are labeled using (9k3− 3k2)-
labeling, where k is a positive integer. Figure 2(a) shows a
(3 × 2)-labeling when k = 1. The (3 × 2)-labeling consists
of 2 layers each of which consists of 3 hexagonal prisms.
Figure 2(b) shows an example of filling a 3D network space
using (3×2)-labeling. In this (3×2)-labeling, we can observe
that the distance between two hexagonal prisms with the same
label is r√

3
. Here, the distance between any two hexagonal

prisms, denoted by hexi and hexj , respectively, is defined
as the distance between two closest vertices p in hexi, and
p′ in hexj . Next, Figure 3(a) shows (12 × 5)-labeling when
k = 2, and it consists of 5 layers each of which consists
of 12 hexagonal prisms. Figure 3(b) shows an example of
hexagonal-prism tessellation on a 3D network using (12× 5)-
labeling. In this (12 × 5)-labeling, the distance between two
hexagonal prisms with the same label is 4 · r√

3
. When k = 3,

we have (27 × 8)-labeling that consists of 8 layers each of
which consists of 27 hexagonal prisms. When a 3D network

is filled with the hexagonal prisms with (27× 8)-labeling, the
distance between the hexagonal prisms is 7 · r√

3
.

(a) (b)

Fig. 2: (a) 6-labeling (k = 1) (b) Space-filling with 6-labeling

(a) (b)

Fig. 3: (a) 60-labeling (k = 2) (b) Space-filling with 60-
labeling

In general, we have a K = (3k2×(3k−1))-labeling, and the
distance between two hexagonal prisms with the same label is
(3k − 2) · r√

3
.

IV. CONSTANT FACTOR APPROXIMATION ALGORITHMS

In this section, we introduce two constant factor approxima-
tion algorithms for the MLAS problem in graph model and the
physical interference (SINR) model in a 3-dimensional (3D)
wireless sensor network. We assume the uniform power model
where all nodes are initially assigned a uniform power level
P . We further make the following assumptions:

• For the graph model, we set the maximum link length r =
P , and assume that the undirected unit ball graph G =
(V,E), where E = {(u, v) | d(u, v) ≤ r}, is connected
and the interference factor ρ ≥ 1.

• For the SINR model, notice that if node u on link (u, v) of
the maximum link length rmax = ( P

Nβ )
1
α is transmitting,

then the node u can be the only sending node, i.e., none of
remaining nodes can transmit concurrently with u. Thus,
we consider only links (u, v), where d(u, v) ≤ δ( P

Nβ )
1
α

for some constant δ ∈ (0, 1) as considered in [8]. Thus,
in the SINR model, we set r = δ( P

Nβ )
1
α , and assume

that the undirected unit ball graph G = (V,E), where
E = {(u, v) | d(u, v) ≤ r}, is connected and the path
loss exponent α > 3.

A. Data Aggregation Tree Construction

We start this section by introducing some standard notations
that are used subsequently:

• Graph Center: Given a communication graph G =
(V,E), we call node c a center node if the distance from
c to the farthest node from c is minimum.
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• Maximal Independent Set (MIS): A subset V ′ ⊆ V of
the graph G is said to be independent if for any vertices
u, v ∈ V ′, (u, v) /∈ E. An independent set is said to be
maximal if it is not a proper subset of another independent
set.

• Connected Dominating Set (CDS): A dominating set (DS)
is a subset V ′ ⊆ V such that every vertex v is either in
V ′ or adjacent to a vertex in V ′. A DS is said to be
connected if it induces a connected subgraph.

Our algorithm assigns timeslots to nodes based on a data
aggregation tree whose construction is based on that of a
virtual backbone tree in [17]. The construction of a virtual
backbone tree in [17] also works for 3D networks although it
was originally introduced for 2D networks. In order to build
a data aggregation tree T , we first choose a center node c,
then construct a breadth-first-search (BFS) tree (cf. [18]) on
G rooted at node c so that the latency can be bounded in
terms of the network radius R rather than its diameter. Based
on the BFS tree obtained, we construct a data aggregation
tree as done in [17]. [17] first finds an MIS layer by layer,
which is the depth on the BFS tree. Let us call the nodes in
the MIS dominators, and the others dominatees. Next, [17]
obtains a CDS of G by connecting the dominators using some
upper level connectors that were originally dominatees, and
connecting the connectors to their upper level or same level
dominators. If there exist some remaining dominatees that are
not connected to the CDS, then each of such dominatees is
connected to its neighboring dominator. We denote the newly
formed tree by T , and use it as the data aggregation tree in
our algorithm.

B. Data Aggregation Scheduling

1) Cube-based Aggregation Scheduling Algorithm: The
first algorithm called the Cube-based Aggregation Scheduling
(CBAS) algorithm starts by partitioning the network into cubes
as described in Section III-A, and a number of iterations are
performed to find a schedule based on T . Assigning timeslots
is also based on the constant value C that guarantees that any
two senders can send data to their receivers at the same time
if they are C cubes apart from each other. Now, the constant
C is set as follows in the two different interference models:

• Graph model: C = ⌈ρ ·
√
3 + 3⌉

• SINR model: C = ⌈( P ·4π2

N(δ−α−1)(α−3) )
1

α−3 ·
√
3
δ (Nβ

P )
1
α +2⌉

Then, the CBAS algorithm can be used not only for the graph
model, but also for SINR model where the constant C is
defined accordingly.

Algorithm 1 shows the details of the CBAS algorithm. It
schedules the nodes in T starting with the dominatees so
that they can send data without any collision or interference
to their dominators (Steps 4 – 5 in Algorithm 1). While
scheduling dominatees, the CBAS algorithm (Algorithm 1)
uses Algorithm 2 as a subroutine to assign the same timeslots
to the dominatees if they are C cubes away from each other.
Note that while scheduling, we pick only one dominatee in
each cube arbitrarily (Step 2 in Algorithm 2), and repeat the

scheduling procedure (Algorithm 2) until all dominatees are
scheduled.

Algorithm 1 Cube-based Aggregation Scheduling (CBAS)
Input: A set V of nodes in a 3D space
Output: Length of Schedule

1: Fill the space with cubes whose edge length is r√
3

.
2: Construct a data aggregation tree T using the algorithm

in [2] rooted at a center node c.
3: Set the first timeslot t← 1
4: Sd ← the set of dominatees
5: t← TA-C(Sd, t)
6: for i = R to 1 do
7: Si

d ← the set of dominators at level i in T
8: if Si

d ̸= ∅ then t← TA-C(Si
d, t)

9: Si
c ← the set of connectors at level i in T

10: if Si
c ̸= ∅ then t← TA-C(Si

c, t)
11: end for
12: Send the aggregated data from the center node c to the

sink node s via a shortest path f .
13: return (t− 1)+ length of f

Algorithm 2 TimeSlot Assignment (TA-C)
Input: A set S of sender nodes and a starting timeslot t
Output: Timeslot t

1: while S ̸= ∅ do
2: Pick one node vs ∈ S in each cube. Let S′ ⊆ S be the

set of such nodes.
3: for t1 = 0, ..., C, t2 = 0, ..., C, t3 = 0, ..., C do
4: S′′ ← ∅, S′′ ← {vs|vs ∈ S′ with CL(x, y, z) such

that t1 = x mod (C + 1), t2 = y mod (C + 1)
and t3 = z mod (C + 1)}

5: if S′′ ̸= ∅ then
6: for each vs ∈ S′′ do
7: TS(vs)← t
8: end for
9: t← t+ 1, S ← S − S′′, S′ ← S′ − S′′

10: end if
11: end for
12: end while
13: return t

After all dominatees are scheduled, several iterations are
performed (Steps 6 – 11 in Algorithm 1) to schedule the
remaining dominators and connectors level by level until all
of them are scheduled, as follows. At each iteration for level
i of T , if there exist dominators that have just received data
from their lower level dominatees or connectors at level i+1,
then the dominators are scheduled to send the aggregated data
to their upper level connectors at level i − 1. Otherwise, if
there exist connectors that have just received data from their
lower level dominators at level i + 1, then the connectors
are scheduled to send the aggregated data to their upper
level dominators at level i − 1. While scheduling, the CBAS
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algorithm (Algorithm 1) also uses Algorithm 2 as a subroutine
to assign the same timeslots to them if they are C cubes away
from each other. Notice that there exists only one dominator
in a cube, whereas there may exist several connectors in a
cube. Therefore while scheduling connectors, at each level i,
we pick only one connector in each cube arbitrarily (Step 2 in
Algorithm 2), and repeat the scheduling procedure (Algorithm
2) until all connectors at level i are scheduled. Once all data
is aggregated to the center node c, c sends the aggregated data
to the sink node s via a shortest path (Step 12 in Algorithm
1).

2) Hexagonal-Prim-based Aggregation Scheduling: The
second algorithm called Hexagonal-Prim-based Aggregation
Scheduling (HPBAS) starts by partitioning a network into
hexagonal prisms which are labeled using K = (9k3 − 3k2)-
labeling as described in Section III-B, and a number of
iterations are performed to find a schedule based on T obtained
as the CBAS algorithm. Assigning timeslots is also based on
the constant value K that guarantees that any two senders can
send data to their receivers at the same time if they are located
in the hexagonal prisms with the same label according to the
K-labeling. Let us set the constant K as follows in the two
different interference models:

• Graph model: K = 9k3 − 3k2, where k = ⌈
√
5(ρ+2)+2

3 ⌉
• SINR model: K = 9k3−3k2, where k = ⌈ 13{

√
5
δ ·(

Nβ
P )

1
α ·

( P ·4π2

N(δ−1−1)(α−3) )
1

α−3 +
√
5 + 2}⌉

The HPBAS algorithm can be used not only for the graph
model, but also for the SINR model where the constant K is
defined accordingly.

Algorithm 3 shows the details of the HPBAS algorithm.
Similar to CBAS, the HPBAS algorithm first schedules the
dominatees (Steps 4 – 5 in Algorithm 3), and then several
iterations are performed to schedule the remaining dominators
and connectors (Steps 6 – 11 in Algorithm 3). While schedul-
ing, HPBAS uses Algorithm 4 as a subroutine to assign the
same timeslots to node which are located in the hexagonal
prisms with the same label. As the final step, the aggregated
data at the center node c is sent to the sink node s via a
shortest path (Step 12 in Algorithm 3).

V. ANALYSIS

In this section, we analyze the Cube-Based Aggregation
Scheduling (CBAS) and Hexagonal-Prim-Based Aggregation
Scheduling (HPBAS) algorithms (Algorithms 1 and 3).

A. Analysis of CBAS Algorithm

First, we analyze the CBAS algorithm, and bound the
latency of the schedule produced by it. We first prove that
any two senders can send data at the same time without any
collision and interference if they are C cubes apart.

Lemma 1 (Graph Model). Let C = ⌈ρ ·
√
3+3⌉, where ρ ≥ 1

is the interference factor. Then any two sender nodes that are
at least C cubes apart from each other can concurrently send
data without any collision and interference.

Algorithm 3 Hexagonal-Prism-based Scheduling
Input: A set V of nodes in a 3D space
Output: Length of Schedule

1: Fill the space with hexagonal prims whose side length is
r√
5

, and label the prisms using K-labeling.
2: Construct an aggregation tree T using an algorithm in

[2] rooted at a center node c.
3: Set the first timeslot t← 1
4: Sd ← the set of dominatees of V .
5: t← TA-X(Sd, t)
6: for i = R to 1 do
7: Si

d ← the set of dominators at level i in T
8: if Si

d ̸= ∅ then t← TA-X(Si
d, t)

9: Si
c ← the set of connectors at level i in T

10: if Si
c ̸= ∅ then t← TA-X(Si

c, t)
11: end for
12: Send the aggregated data from the center node c to the

sink node s via a shortest path f .
13: return (t− 1)+ length of f

Algorithm 4 TimeSlot Assignment (TA-X)
Input: A set S of sender nodes and a starting timeslot t
Output: Timeslot t

1: while S ̸= ∅ do
2: Pick one node vs ∈ S in each cube. Let S′ ⊆ S be the

set of such nodes.
3: for i = 1 to K do
4: S′′ ← ∅, S′′ ← {vs|vs ∈ S′ with HL(vs) = i}
5: if S′′ ̸= ∅ then
6: for each vs ∈ S′′ do
7: TS(vs)← t
8: end for
9: t← t+ 1, S ← S − S′′, S′ ← S′ − S′′

10: end if
11: end for
12: end while
13: return t

Proof: Consider a sender node vi trying to send data to
its receiver vj , and the farthest sender node vk that interferes
with vj . Then, d(vk, vj) ≤ ρ · r.

Next, letting z denote the number of cubes between vj and
vk, we bound z as follows. Consider the straight line between
vj and vk. Then, as r√

3
·z ≤ d(vk, vj), we have z ≤ d(vk, vj)·√

3
r which implies that z ≤ ρ ·

√
3. Therefore, there are at most

⌈ρ ·
√
3⌉ cubes between vj and vk, and any other sender must

be at least ⌈ρ ·
√
3 + 1⌉ cubes apart from the node vj not to

cause interference. Now, observing that the number of cubes
between vi and vj is at most 1, and considering the cube in
which vj is located, we can set C = ⌈ρ ·

√
3 + 3⌉.

Lemma 2 (SINR Model). For SINR threshold β ≥ 1, path
loss exponent α > 3, background noise N > 0, and some
constant δ ∈ (0, 1), let
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C = ⌈( P ·4π2

N(δ−α−1)(α−3) )
1

α−3 ·
√
3 · (δ( P

Nβ )
1
α )−1 + 2⌉

Then any two sender nodes that are at least C cubes away
from each other can send data at the same time.

Proof: Consider a sender node vi trying to send data to
its farthest possible receiver vj , i.e., d(vi, vj) = δ( P

Nβ )
1
α . In

order that the receiver vj receives data from the sender vi
without interference, for all other concurrently sending nodes,
the following must be satisfied:

P
(
δ( P

Nβ )
1
α

)−α

N +
∑

v′
i /∈{vi,vj} P · d(v

′
i, vj)

−α
≥ β

which implies

P
∑

v′
i /∈{vi,vj}

1
d(v′

i,vj)
α

N(δ−α − 1)
≤

P
∫ 2π

0

∫ 2π

0

∫∞
x

y2

yα dy dθ dφ

N(δ−α − 1)
(2)

=
P · 4π2

∫∞
x

y2−α dy

N(δ−α − 1)
(3)

=
P · 4π2 · x3−α

N(δ−α − 1)(α− 3)
≤ 1 (4)

where x is the shortest distance between vj and one of the
other concurrently sending nodes. From inequality (4), we get
x ≥ ( P ·4π2

N(δ−α−1)(α−3) )
1

α−3 . Thus X := ( P ·4π2

N(δ−α−1)(α−3) )
1

α−3

is a lower bound for x.
Next, let us bound the number of cubes between vj and a

closest concurrently sending node to vj , say v′i. Let z be the
number of cubes between v′i and vj . We bound z as follows.
Consider the straight line between v′i and vj , and the cubes
lying on the line. We have X ≤ z · 1√

3
·δ( P

Nβ )
1
α which implies

X ·
√
3 · (δ( P

Nβ )
1
α )−1 ≤ z. Therefore, vj and v′i should be at

least Z := ⌈X ·
√
3·(δ( P

Nβ )
1
α )−1⌉ cubes apart. Now, observing

that the number of cubes between vi and vj is at most 1,
and considering the cube in which vj is located, we can set
C = ⌈( P ·4π2

N(δ−α−1)(α−3) )
1

α−3 ·
√
3 · (δ( P

Nβ )
1
α )−1 + 2⌉.

Lemma 3. The number of connectors in a cube is at most
73 − 1.

Proof: Consider a dominator v in a cube, denoted by
cube(v), and its connectors. As the connectors connect domi-
nators which are 2-hops away from v in the CDS, the number
of connectors in one cube cannot exceed the number of
dominators that are at most 2 hops away from v. Thus, it
is sufficient to bound the number of such dominators.

Consider a ball, whose radius is 2r, that is totally contained
within a cube, denoted by cube′, with the side length 4r (See
Figure 4). Then, the number of 2-hop away dominators cannot
exceed the number of cubes whose side length is r√

3
within

cube′. As there exist at most ⌈4
√
3⌉3 cubes whose side length

is r√
3

within cube′, there are at most ⌈4
√
3⌉3 dominators in

cube′. This implies that there exist at most 73 − 1 connectors
for v, and therefore at most 73 − 1 connectors in a cube.

Fig. 4: The inscribed ball that touches each face of the cube.

Lemma 4 (Lower Bound, Graph Model). [4] In order to pro-
duce a successful schedule, any data aggregation scheduling
algorithm requires

• ≥ max{∆, logR} timeslots, for ρ = 1,
• ≥ max{∆ϕ , R} timeslots, where ϕ = 2π

⌊arcsin ρ−1
2ρ ⌋ , for 1 <

ρ < 3, and
• ≥ max{∆, R} timeslots, for ρ ≥ 3.

Lemma 5 (SINR Model). [8] For any node, at most ω =
rα

β − 1 neighboring nodes can send data at the same time,
where r = δ( P

Nβ )
1
α .

Corollary 6 (Lower Bound, SINR Model). In order to pro-
duce a successful schedule, any data aggregation scheduling
algorithm requires ≥ max{∆ω , R} timeslots.

Theorem 7. The CBAS algorithm produces a successful
schedule whose latency is bounded by O(∆ + R), and it is
therefore a constant-factor approximation algorithm.

Proof: First, consider the Steps 4 – 5 in Algorithm 1
that schedules dominatees. In a cube, there exist at most ∆
dominatees sharing one dominator v. Thus, gathering data
from all the dominatees to the corresponding dominators takes
at most ∆ · (C + 1)2 timeslots.

Next, consider Steps 6 – 11 in Algorithm 1 that schedule the
remaining dominators and connectors. For each iteration that
schedules nodes at level i, we consider the following cases:

1) Assigning timeslots to dominators at level i to send data
to their connectors at level i − 1: In this case, there
exists at most 1 dominator in a cube, and therefore
gathering data from all the dominators at level i to the
corresponding connectors at level i − 1 takes at most
(C + 1)2 timeslots.

2) Assigning timeslots to connectors at level i to send data
to their dominators at level i− 1: In this case, there exist
at most 73 − 1 connectors in a cube (Lemma 3), and
therefore gathering data from all the connectors at level
i to the corresponding dominators at level i− 1 takes at
most (73 − 1)(C + 1)2 timeslots.

As Steps 6 – 11 repeat at most R times, it takes at most
73(C + 1)2 ·R timeslots.

Finally, as Step 12 in Algorithm 1 takes at most R timeslots,
the latency of CBAS is bounded by (C+1)2 ·∆+73(C+1)2 ·
R = O(∆+R). Thus, it is a constant factor approximation in
both the graph model and the SINR model by Lemma 4 and
Corollary 6.
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B. Analysis of HPBAS Algorithm

We now analyze the HPBAS algorithm, and bound the
latency of the schedule produced by it. We first prove that
any two senders can send data at the same time without any
collision and interference if they are located in the hexagonal
prisms with the same label according to the K-labeling.

Lemma 8 (Graph Model). Let k = ⌈
√
5(ρ+2)+2

3 ⌉, where ρ ≥ 1
is the interference factor. Then any two sender nodes which are
located in the hexagonal-prisms with the same label according
to the K-labeling can send data at the same time.

Proof: Consider a sender node vi sending its data to its
farthest possible receiver vj , i.e., d(vi, vj) = r. The proof of
Lemma 1 showed that the farthest distance between vj and the
other sender node that interferes with vj , say vk, is at most
ρ ·r. As the maximum distance between any two nodes is r, if
any two senders are ρ · r+2r distance apart from each other,
then they can send data at the same time.

Next, the distance between two hexagonal prisms with the
same label is r√

5
(3k−2) in K = (9k3−k2)-labeling. Letting

r√
5
(3k − 2) ≥ ρ · r + 2r, we can set k = ⌈

√
5(ρ+2)+2

3 ⌉.

Lemma 9 (SINR Model). For SINR threshold β ≥ 1, path
loss exponent α > 3, background noise N > 0, and some
constant δ ∈ (0, 1), let

k = ⌈ 13{
√
5
δ · (

Nβ
P )

1
α · ( P ·4π2

N(δ−1−1)(α−3) )
1

α−3 +
√
5 + 2}⌉

Then any two sender nodes which are located in the hexagonal-
prisms with the same label according to the K-labeling can
send data at the same time.

Proof: Consider a sender node vi sending its data to its
farthest possible receiver vj , i.e., d(vi, vj) = r = δ( P

Nβ )
1
α .

The proof of Lemma 2 showed that the shortest distance
between vj and the other concurrently sending node is at
least ( P ·4π2

N(δ−1−1)(α−3) )
1

α−3 . Since the maximum distance is
δ( P

Nβ )
1
α , any two sender nodes can send data at the same time

if they are at least of distance D := ( P ·4π2

N(δ−1−1)(α−3) )
1

α−3 +

δ( P
Nβ )

1
α apart from each other.

Next, the shortest distance between two hexagons with the
same label is r√

5
(3k − 2) in K = (9k3 − k2)-labeling.

Letting r√
5
(3k − 2) ≥ D, we can set k = ⌈ 13{

√
5
δ · (

Nβ
P )

1
α ·

( P ·4π2

N(δ−1−1)(α−3) )
1

α−3 +
√
5 + 2}⌉.

Lemma 10. The number of connectors in a hexagonal prism
is at most 73 − 1.

Proof: Omitted.

Theorem 11. The HPBAS algorithm produces a successful
schedule whose latency is bounded by O(∆ + R), and it is
therefore a constant-factor approximation algorithm.

Proof: Using an argument similar to the one the proof
of Theorem 7, the latency of the schedules produced by
the HPBCA algorithm (Algorithm 3) can be bounded by

K ·∆+ 73 ·K ·R = O(∆+R). Thus, it is a constant factor
approximation in both the graph model and the SINR model
by Lemma 4 and Corollary 6.

VI. CONCLUSION

In this paper, we studied the Minimum Latency Aggregation
Scheduling (MLAS) problem adopting the two interference
models: the graph model and the more realistic physical
interference model known as Signal-to-Interference-Noise-
Ratio (SINR). While existing works studied the problem in
2-dimensional (2D) WSNs only, we investigated the problem
in the more general 3-dimensional (3D) WSNs, and introduced
two approximation algorithms with O(1)-approximation ratios
that yield schedules whose latency is bounded by O(∆+R),
where ∆ is the maximum node degree and R is the network
radius. As to future work, we plan to study the other related
problems such as broadcast as well as gossiping in 3D WSNs
adopting both interference models.
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Abstract - Teaching cybersecurity through hands-on, 

interactive exercises is a good way to engage students, 

especially undergraduates. In this paper, we compare three 

firewall configuration exercises: FireSim, DETERLab, and 

RAVE. We found that they are usable but could be improved 

upon. They each have strengths and weaknesses, and an 

exercise combining their strengths would be ideal. There were 

three main strengths: simplicity, extensibility, and 

competition. Each of these elements serve to make the 

exercises engaging and educational. 

Keywords: security, firewalls, education, exercises, networks 

 

1 Introduction 

As computer security continues to develop as a field, one thing 

remains an important element in keeping networks and 

computers secure: firewalls. Firewalls are often one of the 

main lines of defense in a system. Despite this, most firewall 

education is done by employers, as different employers use 

different firewalls and/or syntax. We believe that teaching a 

conceptual understanding of firewalls to undergraduate 

students will help them to gain a more complete knowledge of 

computer security. While detailed knowledge of every element 

of security would be ideal, it is less than feasible. However, 

conceptual knowledge is easily achievable through interactive 

exercises. 

 

Multiple interactive firewall exercises already exist. In an 

effort to find one suitable for teaching conceptual knowledge 

to undergraduates, we used and evaluated each of three 

exercises. The three exercises were: FireSim,
1
 a Java applet-

based simulation of a firewall environment that pits players 

against one another; DETERlab,
2
 a remote environment, 

which involves the creation of firewall rules on real, working 

machines; and RAVE,
3
 a virtual environment complete with 

lab exercises, including the configuration of a firewall. We 

chose these exercises because they were readily available, and, 

as firewall education tools, fit the purpose of our evaluation 

well. 

 

2 FireSim 

One teaching exercise we examined was created by Professor 

Ken Williams, of North Carolina A&T State University. The 

firewall simulator (or FireSim for short) was created using 

Java applets supplemented with XML files. The setup involves 

downloading a group of necessary files to a networked 

machine and running the Java .jar file. This machine serves as 

the host machine. Players then connect to the host machine via 

web browser and choose a username. Once the administrator/ 

instructor (on a separate computer) uses the GUI to start the 

game, players are able to conduct attacks against one another 

in a competitive setting. Through a GUI, players select an 

attack and direct it at a particular opponent. If the attack is 

successful, the attacker receives a point while the defender 

loses a point. After 60 seconds, the same attack can be 

launched against the same opponent. 

This is where the firewall education takes place; in order to 

prevent successful attacks from other players, you must write 

firewall rules. These rules use the proprietary Cisco firewall 

syntax and are simply typed into a special applet window. The 

goal is to create a list of firewall rules that prevent other 

players from successfully attacking you. This can take many 

forms, but most rules block access to certain ports, depending 

on IP addresses. 

To introduce complexity, FireSim allows the administrator/ 

instructor to give players new “tasks”. Each task may require 

players to create additional firewall rules that mitigate the new 

situation or vulnerability. The task is announced to the players, 

and after 60 seconds, players may begin to attack each other 

using it. 

FireSim does many of these things well. The firewall rules 

interpret correctly and are as intuitive as the syntax allows. 

FireSim’s network map includes many servers at specific IP 

addresses and does a good job of simulating a real network. 

This is one of FireSim’s greatest strengths. The underlying 

network simulation gives the exercise a great deal of potential 

for further development. 
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FireSim has weaknesses as well. It is, after all, a work in 

progress. The tasks are less clear than they could be. Some are 

“trick” tasks that do not require additional firewall rules. 

These are intended to show the user that, when creating a 

firewall, extending your whitelist too far is dangerous. 

However, this is not obvious to the user. If a player does 

nothing and is impervious to attack, they may not learn this 

lesson. On the other hand, players who incorrectly extend the 

whitelist may have difficulty understanding why they lose 

points. Essentially, the level of feedback provided by FireSim 

is too little for some of its exercises to be successful. 

This is the only real shortcoming of FireSim: the scenarios get 

users to write firewall rules in a competitive setting, but they 

could explain more to promote a real understanding of what is 

going on under the hood. The scenarios are often about 

blocking access to a particular service, which is easy enough. 

However, the zero-sum nature of the point system may 

promote an offensive strategy, where players spend time to 

attack other players as much and as soon as possible. For some 

players, this may take emphasis away from the firewall 

configuration and places much of it on attacking. 

Additionally, the setup was not entirely stable. Sometimes 

users could not connect to the game, or when connected, the 

game did not function. The administrator password is also 

non-functional, allowing players access to administrator 

privileges which usually breaks the game. 

Overall, FireSim does many things well, but some things need 

improvement. The exercise is very interactive but does not 

provide much feedback. FireSim is also competitive, and the 

structure of the competition does well to engage students. 

3 DETERlab 

DETERlab is the second exercise we examined, and the first 

to use a remote-access setup. The DETERlab exercise that 

covers firewalls also covers Posix file permissions. The tasks 

for the two are independent of each other, but the reading and 

information for the two are intermixed. This can make it quite 

challenging to find relevant information for each of the tasks 

on the walkthrough webpage. This section of the paper will 

focus exclusively on the firewall aspects of the exercise. 

 

The firewall portion of this exercise starts out with a 

description of stateless and stateful firewalls, what the 

difference between them is, and a little bit of history behind 

the development of the two. Next, there is a description of 

how a firewall policy should be designed and different ways to 

view the problem of designing a firewall. After that, the lab 

gives the user a crash course on iptables. In it, they tell the 

user what iptables is, briefly describe the syntax and then give 

a few example rules using the syntax. The lab then goes on to 

describe four different network tools. These are nmap, 

ifconfig, telnet and netcat. Each of these has about a sentence 

to a paragraph long description and an example of what it 

returns in the terminal when used.  

The interactive portion of the lab is done on two remotely 

accessed nodes. Accessing these nodes requires the user to 

connect to their DETERlab account through SSH and then 

from there SSH into the two control nodes. Each of these two 

nodes serves a different function. One node is a server and is 

where the user implements their firewall rules. The other is the 

system on which the user tests the firewall rules they have 

implemented on their server node.  

 

The firewall rules are easily established since the server node 

has a firewall script provided, in which the user only needs to 

write the rules and then run the script to get a firewall up and 

running. It is also easy for the user to turn off all rules and 

remove them by running another script that is provided on the 

server node. The tasks that the lab asks you to do are: to write 

a rule that prevents spoofing; allow access to OpenSSH, 

Apache and MySQL on their standard ports; allow UDP 

access to specified ports; allow ICMP ping requests; allow all 

established and related traffic; and lastly to drop all other 

traffic to any unspecified port. Since the user is remotely 

connected to the the server, it is possible for them to write 

firewall rules that lock them out of the server node, requiring 

the user to reboot the instance through the DETERlab website. 

 

At any time while working on the firewall rules, the user can 

begin to follow the tests that are provided for each of the 

assigned tasks. These tests mostly involve using telnet to see if 

the ports are open and responding as they are expected to. 

However, there is no test provided that allows the user to 

determine if their anti-spoofing rules are functional. Also, the 

recommended test for seeing if all the expected ports are open 

(and all others are closed) is to write a script that tests every 

port. This could be difficult for some undergraduate students. 

 

The best feature of using this DETERlab exercise is that it 

mirrors a real life firewall admin situation since it uses a 

commonly used firewall syntax, the student must remotely 

connect to the environment to make changes, and they have a 

broad spectrum of network testing tools at their command. It is 

also possible for the instructor to create new scenarios that 

require the students to modify their firewall to fit this new 

situation. Many of the advantages of using this exercise for 

learning/ teaching firewall rules have the potential to also be 

disadvantages, depending on the proficiency of the students 

and instructor. Iptables has a complicated syntax that can be 

hard to learn without a certain amount of experience. Also, the 

possibility that a student may lock themselves out of the 

environment is both an advantage and a disadvantage in that it 

teaches the student about the possibility of doing so in a real 

IT position, but it takes time to reboot the system and can be 

frustrating for the student. Another disadvantage is that some 

overhead is required in setting up the experiment and waiting 

for the systems to become available for the user to connect to 

them. 
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4 RAVE 

The third exercise, the Rave lab, is a series of instructions and 

questions in the book Principles of Computer Security
4
 that 

(alongside an installed VMware vSphere client) teach students 

how to configure a firewall in Linux. The client allows the 

student to have access to different virtual machines that they 

can configure. Students follow the steps of the lab, enter 

commands and rules, and gauge how the different firewall 

configurations affect the system.  The goal of this lab is to 

teach students how to use iptables (using the UFW syntax) and 

the effects of different rules through hands on work. 

 

The advantages of this approach are mostly found in its 

simplicity, resistance to mistakes, and opportunity to practice 

what you are learning about in the related book. The 

instructions are easy to understand and follow, and progress in 

a logical manner. The pictures that are provided make it easy 

to check how your lab is progressing, and also to find any part 

of the GUI that the lab is requiring you to use.  

 

It is resistant to mistakes because you are using virtual 

desktops that can be restored from snapshots. That way, if a 

student makes a relatively damaging mistake and changes any 

program for the worse, the problem can be corrected relatively 

simply, even if the whole desktop needs to be restored. 

 

Finally, students can learn through trying an action, not just 

reading about it. By doing this, they gain a greater 

understanding of the subject they are currently working on.  

 

The major disadvantage is the necessity of having to have a 

connection to the web in order to work. This can cause 

connection problems if a number of people are using the same 

account at the same time or the servers are under load. Also, if 

the web connection is not working, it is impossible to get to 

the virtual desktop, and thus impossible to do the lab exercise. 

Finally, if updates or any other changes are applied, the 

usernames and passwords will change as well, effectively 

making it impossible to do any work until you have gotten 

new ones. 

 

5 Comparison 

The conclusions made in the table below were informed by 

our experience with each exercise in an undergraduate 

classroom setting, and the subsequent application of the skills 

learned when the students participated in the Collegiate Cyber 

Defense Competition (CCDC).
5
 The comparison is based on 

each tool’s usefulness in learning network administration and 

security. 

 
Comparison of Firewall Exercises 

 FireSim DETERlab 7 Rave/Nestler 7.3 

Syntax Cisco iptables UFW 

Scenarios ftp, dns, http, snmp, ntp, instant 

messaging, netbios 

ssh, http, sql, mail, ping, udp ssh, http, ftp 

Setup LAN (need at least n+2 computers for 

n players) 

Cloud (access through ssh) Cloud (access through vSphere) 

Complexity for 

students 

Simple Complex Simple (step-by-step instructions) 

Documentation Present but not extensive A long webpage (interleaved with 

Unix permissions exercise) 

Lab book3 

Extensibility Possible (XML file supplements) .ns files to build environments Maybe possible (virtual machine 

images) 

In-class vs. 

Homework 

LAN setup (most likely requires 

classroom usage) 

Possible as homework, but might 

require help from instructor 

Easy steps make for a good 

homework assignment 

Best feature Competitive Realism Step-by-step 

Disadvantage Lack of feedback, bugs Realism (places student in large, 

breakable environment) 

Slow (needs bandwidth for remote 

desktop), limited support for Mac OS 

X 

Syntax Cisco iptables UFW 
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6 EDURange 

The EDURange project was inspired by a pressing need for 

hands-on security education in the undergraduate 

classroom.
6
·

7
·

8
·

9
·

10
·

11
 EDURange seeks to implement the core 

ideas of the “hacker curriculum” in conjunction with 

interactive and competitive exercises that challenge 

undergraduates to both compromise and secure systems.
12

 

Designed with a focus on active learning and inquiry, 

EDURange aims to improve on the scenarios and exercises 

described above by providing an extensible framework for the 

development of interactive and competitive scenarios. 

EDURange is currently implemented in Amazon Web 

Services’ Elastic Compute Cloud,
13

 and is configured to 

quickly and painlessly create virtual machine instances that 

participants can connect to via SSH. EDURange players will 

be in direct control of a virtual instance, an approach that 

minimizes abstraction between participant and scenario. 

EDURange will implement systems that enable the simple 

configuration and design of scenarios, allowing for customized 

scenarios. EDURange looks to combine the best of each of the 

reviewed exercises, allowing for a competitive experience that 

accurately represents the responsibilities of a network 

administrator tasked with the configuration of firewalls. 

 

7 Conclusion 

Based on undergraduate students trying three different firewall 

configuration exercises, we are concluding that all three are 

workable firewall education tools, but they can all be 

improved upon. FireSim is competitive, interactive, and 

entertaining, but the educational aspects are dampened by the 

lack of feedback and guidance. A similarly engaging tool with 

additional guidance would make an excellent exercise for 

undergraduate security students. DETERlab was the most 

realistic of the exercises. The setup was also well thought-out. 

However, accessing and following the exercise was rather 

involved, and could be daunting for introductory-level 

students. Finally, the RAVE labs are efficient and accessible. 

The exercises are well-written, easy to follow, and 

educational. Running on virtual machines, students can make 

any number of catastrophic mistakes without preventing 

further use, since the system can be restored via snapshots. 

However, the virtual structure can cause service-related issues, 

and accessing user credentials is sometimes a problem. A web 

connection is also required, as well as a significant amount of 

setup to begin using RAVE. 

 

An ideal exercise would combine the strengths of these three 

tools. FireSim’s competitive aspect engages students on a 

level that the other two cannot. DETERlab’s realism and 

breadth is also excellent, contributing to its extensibility. 

RAVE’s simple approach and resistance to mistakes make it a 

good platform for teaching introductory-level students. In 

constructing a new firewall education tool, educators should 

seek to include these elements. A competitive, engaging tool 

with an extensible structure will be an excellent tool for 

teaching undergraduates about firewalls. If it can be as simple 

and approachable as the RAVE exercise, as well, the exercise 

will be the most useful tool of those currently available. 
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Abstract — In this article, we develop new closed-form 

asymptotic approximations for the average symbol error 

rate (ASER) and the outage probability performance 

metrics of digital communication systems impaired by 

additive white Gaussian noise and fading. Specifically, our 

expressions generalize some of the known asymptotic 

results to a wide range of fading environments and digital 

modulation schemes. We also demonstrate that the 

consideration of only the first term and/or the first two 

terms of a Maclaurin series expansion of the probability 

density function (PDF) of the received signal-to-noise ratio 

(SNR) random variable in conjunction with the Mellin 

transform of the conditional error probability (CEP) 

formulas may not be sufficient to yield accurate 

predictions of the ASER performance and/or outage 

capacity over a wide range of SNR values.  

Keywords — Asymptotic approximation, Mellin transform, 

generalized fading channels, diversity methods. 

I. INTRODUCTION 

Regardless of the branch of science or engineering, 

theoreticians have always been fascinated with the notion of 

expressing their results in the form of a closed-form 

expression, although an exact solution may not always be 

possible. Even when an exact closed-form solution exists, 

quite often the elegance of this solution is overshadowed by 

the complexity of its form (i.e., may not provide direct insight 

into the key parameters that govern the system performance) 

and the difficulty in evaluating it numerically. This motivates 

the search for a solution that is both simple in form and 

likewise easy to evaluate, and that can be used to develop 

insights as well as suitable for applications such as cross-layer 

system design/optimization. A further motivation is that the 

method used to derive these alternative simple forms should 

also be sufficiently general for unified analysis over 

generalized fading channels and/or modulation schemes as 

well as applicable in situations where the exact closed-form 

solutions are ordinarily unattainable. 

Wireless systems performance measures such as the 

average bit, symbol, or block error probabilities and the 

ergodic channel capacities typically involve taking the 

statistical expectation of the CEP or a logarithmic function 

with respect to the random variables that characterize the 

multichannel/multipath fading. For at least six decades, 

researchers have studied problems of these types (i.e., finding 

statistical expectations of mathematical functions such as 

ln (1 )p γ+  and ( )pQ γ with respect to the SNR random 

variable γ  when the constant p is a positive integer) and 

wireless system engineers have used both the theoretical and 

numerical results reported in the literature to guide the design 

of their systems. However, analytical difficulties associated 

with computing the statistical expectations of the Gaussian-Q 

function or its integer powers with respect to their arguments 

(especially for diversity systems) have led to development of 

various bounds and approximations (e.g., [1]-[13]). Among 

these various known solutions, the analytical methods based 

on either the asymptotic (i.e., large mean SNR) approximation 

of the probability density function of γ  in a variety of fading 

environments/diversity techniques [1]-[5] or tight exponential 

type approximations [10]-[11] for the CEPs of different 

modulation schemes are of significant interest owing to their 

simplicity, generality and also because they offer insights into 

how channel and modulation related parameters determine the 

“diversity gain” and the “coding gain” for various diversity 

combining/modulation techniques. But the accuracy of the 

asymptotic analysis approach degrades rapidly the mean SNR 

decreases, while the gap between the exact and approximate 

curves for the exponential-type CEP approximation technique 

widens as the channel experience more severe fading and/or 

for higher order modulations. Since current wireless systems 

operate at mean SNR of 0 – 15 dB with average error rates as 

high as 10
-2

, a more precise or better closed-form ASER 

approximations than [1]-[6] are desirable. 

More recently, [12] had attempted to tackle the above 

problem and subsequently proposed highly accurate uniform 

approximations for the ASER and outage probability over a 

wider range of mean SNR values, at the expense of requiring 

additional information (i.e., fractional moments of the fading 

SNR random variables) and increased computational 

complexity. It also appears that this method is less versatile 

compared to [2]-[4] and [10]-[11]. Ref. [13] proposed another 

class of closed-form ASER/outage probability approximations 

which require the knowledge of the first two non-zero terms 

of the Maclaurin series expansion of PDF of γ . Although 

[13] yields accurate approximations over a wider range of 

mean SNRs values in Rayleigh and Nakagami-m channels
This work is supported in part by funding from the National Science 

Foundation (0931679 & 1040207). 

Int'l Conf. Wireless Networks |  ICWN'13  | 353



 

 

 

 

 

TABLE I: MELLIN TRANSFORM FOR THE CEP OF BINARY AND M-ARY DIGITAL MODULATIONS. 
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∑  and q = 1 for BDPSK while q = 0.5 for BFSK.  

compared to the large SNR approximation method [1]-[5], the 

determination of the required coefficients can be rather 

cumbersome from the moment generating function (MGF) of 

γ  in certain fading environments (e.g., Rice and κ-µ fading) 

and for diversity systems under the realistic assumptions of 

independent but non-identically distributed (i.n.d) fading 

statistics and/or correlated diversity paths. Our article aims to 

address this concern.  

The contributions of this article are three-fold: (i) First, we  

investigate the efficacy of using higher order Maclaurin series 

expansion for the PDF of γ  in Nakagami-m and Rice fading 

channels in conjunction with Mellin transforms of various 

CEPs of binary and M-ary modulation schemes, thereby 

generalizing the results in [2] on two fronts; (ii) Secondly, we 

propose to greatly simplify the task of finding the required 

coefficients for the new class of outage/ASER approximations 

proposed in [13] for maximal-ratio combining (MRC) or 

square-law combining (SLC) diversity receivers by using the 

simple formulas derived by Welch-Satterthwaite [16]-[17] 

and Moschopoulos [18]-[19] for approximating the sum of 

independent and correlated Gamma random variates by 

another Gamma random variable; (iii) Lastly, we derive new 

closed-form approximations for the ergodic channel capacity 

in generalized fading environments.  

II. MACLAURIN SERIES APPROXIMATION OF THE PDF OF      

SNR WITH MELLIN TRANSFORM OF THE CEP 

The Maclaurin series (i.e., power series) expansion of the 

PDF of SNR γ  at origin is given by 
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not very difficult to determine the coefficients ja  and t  for 

the single channel reception (no diversity) case. For example, 

the corresponding coefficients in Nakagami-m and Rice 

fading are summarized in (2) and (3) respectively, viz.,  
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where m denotes the Nakagami-m fading severity index, K 

corresponds to the Rice factor and Ω is the mean SNR.  

Since the accuracy at high mean SNR regime is dominated 

by the behaviour of the PDF of fading SNR as 0γ +→ (or the 

behaviour of MGF of SNR ( )sγφ as s → ∞ ), [2] considered 

only the first-term approximation of (1) (i.e., N = 0) for 

deriving simple closed-form approximations for the ASER 

and outage probability metrics. Although it is anticipated that 

a larger choice of N in (1) may lead to an improved 

approximation over a wider range of mean SNR values, this 

has not been adequately studied or reported in the literature. 
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For instance, how large should N be to yield accurate ASER 

and/or outage probability predictions at the low mean SNR 

regime? Furthermore, [13] indirectly argues that two-terms 

approximation of (1) might be adequate to achieve highly 

accurate ASER predictions over a wide range of mean SNR 

values (since their modified asymptotic PDF of SNR matches 

the two-terms Maclaurin series expansion of (1) exactly as 

0γ +→ ). Therefore in the following we will investigate and 

provide an affirmative answer to this question. 

To develop an improved approximation for the asymptotic 

ASER, one might want to integrate the CEP (i.e., error 

probability of a specified digital modulation over an AWGN 

channel) over the PDF of SNR depicted in (1), yielding  
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where 
1

0

( ) ( ) jt

jt g dψ γ γ γ
∞

−
= ∫  denotes the Mellin transform of 

the CEP, jt t j= +  while the coefficients  and ja t  are real 

constants that depend on the fading distribution. It should be 

evident by now that the improved approximation for the 

asymptotic ASER is simply a weighted sum of the Mellin 

transform of CEP, and this quantity for a broad class of 

coherent, differentially coherent and noncoherent modulation 

schemes are summarized in Table I. The above unified 

expression also generalizes the result in [2] in two-ways (i.e., 

consideration of (N + 1)-terms Maclaurin series expansion of 

( )fγ γ  and extension to other modulation schemes besides 

coherent BPSK). In Table II, we also summarize the 

parameters ρ and k where the exact CEPs of various digital 

modulations are further approximated as ( ) ( )sP Q kγ ρ γ=  to 

yield a more compact ASER approximation. 

TABLE II: PARAMETERS ρ AND k  FOR SOME DIGITAL MODULATIONS
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Coherent BPSK 1 2 
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1 

M-DEPSK (M ≥ 2) 4 22sin ( / )Mπ

 
M-PSK (M ≥ 4) 2 22sin ( / )Mπ

 
M-FSK (M > 2) 1M −  1 

Square M-QAM (M ≥ 4) 
4( 1)M

M

−
 3 ( 1)M −

 

M-DPSK (M ≥ 2) 2 24sin ( / (2 ))Mπ

 

Example 1: M-ary Phase Shift Keying 

We consider the coherently detected M-PSK whose CEP can 

be tightly approximated as [10] 

 ( ) ( )sP Q kγ ρ γ= , (5) 

where 22sin ( / )k Mπ= , 2  if  4Mρ = ≥  and  1  if  2Mρ = = . 

Now utilizing the appropriate Mellin transform given in Table 

I, it is straight-forward to re-write (4) as  
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where the notation ≐  denotes the asymptotic approximation. 

The asymptotic ASER approximations for M-PSK in 

Nakagami-m and Rice fading are obtained by substituting (2) 

and (3) into (6), respectively. Eq. (6) generalizes the results in 

[2] to higher order constellations. It is also important to 

highlight that the use of the Mellin transform entry of row 6 in 

Table I (instead of row 3) does not yield significantly better 

ASER approximation, and thus (6) is preferred in this case 

since the final expression is much more compact. 
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Fig. 1: ASER of BPSK over Nakagami-m channels with 0.5,  1.5 and 4.m =  
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Fig. 2: ASER of M-PSK in Rice fading with Rice factor K = 1. 

Fig. 1 investigates the efficacy of our improved asymptotic 

approximations for the ASER of BPSK (see (6)) in different 

Nakagami-m fading environments. It is important to note that 

the curve corresponding to the “exact” analysis was generated 

using [14, Eqs. (5.3) and (2.22)], viz.,  
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It is evident that the single-term approximation is quite 

accurate over a wide range of mean SNRs for small values of 

fading severity index (m = 0.5) but its accuracy deteriorates 

rapidly as m increases. It is also interesting to note that 

choosing N as high as 101 terms still does not guarantee very 

good accuracy in the low mean SNR regime especially when 

the channel experiences less severe fading (i.e., Eq. (6) fails to 

yield accurate ASER predictions in this scenario). In such 

cases, an extremely large N → ∞  will be required.   

Fig. 2 depicts the performance of our asymptotic ASER 

approximations for different M-PSK signal constellations in a 

Rice fading environment. The exact performance curve was 

generated with the aid of [14, Eq. (5.78)], viz.,              
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along with the MGF of SNR [14, Eq. (5.11)] 
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We observe that the asymptotic ASER approximations 

become less accurate as the size of the signal constellation 

increases. From our numerical results, we can safely conclude 

that alternative solutions are needed for higher order 

modulations especially when the channel experience less 

severe fading. Before concluding this section, we would also 

like to point out that (1) cannot be used for deriving the 

asymptotic approximations for the ergodic channel capacity 

since the Mellin transform for the logarithmic function does 

not exist (i.e., diverging series).  

III. MODIFIED ASYMPTOTIC PDF OF SNR 

In [13], the authors proposed a new approximation for 

asymptotic PDF of SNR in the form of  

 ( ) t bf a e γ
γ γ γ −
≐ , (10) 

by noting that 1 0( )1

0 1 0 1 0 0[1 ( ) ]
a at t t ta a a a a a e

γγ γ γ γ γ++ = + ≈  

as 0γ +→ . Therefore, 0a a=  and 1 0b a a= − .  

In contrast, here we propose a much more direct approach for 

determining the optimum values for the coefficients a, t and b 

by comparing (10) to the exact PDF of SNR in different 

fading environments as 0γ +→ . Some of these results are 

discussed in Examples 2 and 3 below. 

A. Single Channel Reception (No Diversity) 

Example 2: Nakagami-m Fading Channel 

The PDF of SNR in a Nakagami-m channel is given by 
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Hence by comparing (10) and (11), we immediately obtain 
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m
=

Ω Γ
, 1t m= −  and b m= Ω . It is also important to 

note that in this case, (10) is a proper PDF (i.e., Gamma 

density) and as a consequence, one can quickly invoke the 

well-known results for approximating the sum of independent 

and/or correlated Gamma variates with another Gamma 

random variable. This property is very useful for deriving 

tight approximations for the ASER and outage probability of 

coherent modulations with MRC diversity or noncoherent 

modulations with SLC diversity receivers. Additional details 

can be found in Section III.B.  

Example 3: κ-µ and Rice Fading Channels 

The PDF of SNR in a κ-µ fading channel is given by  
1 1

2 2
(1 )

1

1 (1 )
( ) 2f e e I

µ µ

µ κ γ
µκ

γ µ

κ γ κ κ γ
γ µ µ

κ

+ −

+

Ω
−−

−

 + +   
=       Ω Ω     

 (12) 

The above PDF can be expressed in the form of (10) by 

invoking the small argument approximation for the modified 

Bessel function ( ) ( 2) ( 1)v

vI x x v≈ Γ + . Hence we obtain the 

following coefficients: 
(1 )

( )

e
a

µ µκµ κ

µ

−+ 
=  Ω Γ 

, 
(1 )

b
µ κ+

=
Ω

 

and 1t µ= − . The Rice fading can be treated as a special case 

by substituting 1µ =  and Kκ = . Also letting mµ =  and 

0κ = , we get exactly the same coefficients as in Example 2, 

as anticipated. 

Besides the new developments discussed above, we also 

feel that the explanation offered in [13] for the intuition 

behind the asymptotic approximation (10) appears to be 

incorrect (based on our numerical results in Section II). In 

fact, we believe that the closed-form ASER approximations 

derived using (10) offer significant improvement in the mean 

SNR range and accuracy because the exponential term 

0

( )

!

k
b

k

b
e

k

γ γ∞
−

=

−
= ∑  allows one to conveniently capture and 

closely approximate a very large number of terms in the 

Maclaurin series expansion (1) (instead of tightly 

approximating its first two-terms only). 

Example 4: Tight Approximations for ASER and Outage 

Probability Performance Metrics 

In this example, we will consider a generic CEP expression as 

depicted in Table II for several different modulation/detection 

schemes. Hence a tight approximation for the desired ASER 

can be derived by finding the statistical expectation of (5) 

over the asymptotic PDF (10), viz.,  

 
0

( ) t b

s
P a Q k e d

γρ γ γ γ
∞ −

∫≐ . (13) 

Eq. (13) can be computed in closed-form with the help of 

identity [15, Eq. (6.286.1)], viz.,  

    
2 11.5

2 ( 1.5) 2
1, 1.5, 2,

2( 1)(2 )

t

s t

a k t b
P F t t

b kt b k

ρ

π +

Γ +  
= + + 

++ +  
, (14) 

where 2 1(.,.;.;.)F  denotes the Gauss hypergeometric function. 

It is also interesting to note that the large-SNR approximation 

[2] can be readily deduced from (14) by setting b = 0 and 

recognizing that 2 1(.,.;.;0) 1F = . Also the outage probability 

can be calculated in closed-form as 

                  
10

( 1, )T t bx T

out t

a t b
P ax e dx

b

γ γ γ−

+

+
=∫≐ , (15) 
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with the aid of [15, Eq. (3.381.1)].  

B. Maximal-Ratio and Square-Law Diversity Receivers 

The outage probability and ASER analyses of diversity 

systems are generally more involved and/or cumbersome 

since the PDF of the combiner output SNR are typically not 

available in closed-form. In this section, we will investigate 

the efficacies of several distinct methods for approximating 

the coefficients a, b and t in (10) for MRC and/or SLC 

diversity receivers under different assumptions of fading 

statistics including the i.i.d, i.n.d and correlated diversity 

paths. These coefficients can be directly applied in (14) and 

(15) to obtain their corresponding ASER and outage 

probability performance predictions. 

B.1 Welch-Satterthwaite Approximation 

Suppose ( , )i i iGγ α β∼  follows the Gamma distribution with 

parameters 
iα  and 

iβ . Then its PDF is given by   

                      
1

( ) ,  0
( )

i i

i i

i i

e
f

α γ β

γ α

γ
γ γ

β α

− −

= ≥
Γ

. (16) 

Using the Welch-Satterthwaite approximation [16]-[17], we 

can also approximate the sum of L i.n.d Gamma random 

variables 
1

ˆˆ( , )
L

C i
i

Gγ γ α β
=

=∑ ∼  by another Gamma random 

variable with parameters shown in (17), viz.,  

                  

2

2

1 1

2

1 1
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L L

i i i i
i i

L L

i i i i
i i

α β β α
α β

β α α β

= =

= =

 
 
 = =
∑ ∑

∑ ∑
. (17) 

Hence the coefficients for asymptotic PDF of combiner output 

SNR can be deduced by comparing (10) and (16), viz.,     

          ˆˆ ˆˆ ˆ( ) ,  1,  1a t bαβ α α β−= Γ = − = .      (18) 

For the simple case of i.i.d fading SNRs in a Nakagami-m 

fading environment, (18) simplifies into 

                  
( )

,  1,  
( )

Lm
m

a t Lm b m
Lm

Ω
= = − = Ω

Γ
. (19) 

It is also possible to extend the above analysis to arbitrarily 

correlated Gamma random variables. In this case, we set 

iα α=  and replace 
iβ  with the eigen values of a matrix 

which is product of a L L×  diagonal matrix with entries 
iβ  

and a positive definite L L×  correlation matrix. 

B.2 Moschopoulos Approximation 

Our second method is based on the first-term approximation 

of the infinite series formula for the PDF of a sum of L i.n.d 

Gamma random variates derived in [18], viz.,  
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where (1) 1 2min( , ,..., )Lβ β β β= . In this case, we get 
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It is interesting to note that for the special case of i.i.d fading 

SNR statistics in Nakagami-m fading, (21) simplifies into 

(19). However, the corresponding coefficients obtained from 

these two approaches will be slightly different for the i.n.d 

fading statistics and correlated diversity cases. 

B.3 Asymptotic MGFApproximation 

Suppose that the asymptotic MGF of SNR for each diversity 

path can be expressed in the following form: 

         ( )2
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( ) ,  1,...,i

i i i
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s O s i L

s s
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γ µ µ

φ − −

+→∞
= + + = . (22) 

Then the asymptotic MGF of 
1

L

C i
i

γ γ
=

=∑  is given by [13] 
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while the coefficients for the asymptotic PDF of combiner 

output SNR (10) are summarized below, viz.,  
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( )

i i ii i
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c d c
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. (24) 

On the other hand, if we have the knowledge of the 

coefficients ( , , )i i ia t b  for each diversity path (e.g., see 

Examples 2 and 3), then the corresponding coefficients for the 

asymptotic combiner output SNR can be readily determined 

with the aid of (25), viz.,  
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Once again for the special case of i.i.d fading SNRs in a 

Nakagami-m channel, (25) reduces into (19). 
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Fig. 3: ASER of coherent BPSK with L-branch MRC diversity receiver over 

i.i.d Nakagami fading channels (m = 2, 4). 
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In Fig. 3, we investigate the accuracy of various asymptotic 

ASER approximations for coherent BPSK equipped with 

MRC diversity over i.i.d Nakagami-m channels. The exact 

performance curve was generated using (26), viz.,  
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∏∫ . (26) 

It is evident that the asymptotic ASER approximation curves 

generated with the aid of (14) are extremely accurate even at 

very low mean SNR values. Moreover, we also observe that 

all of the three different asymptotic approximations yield 

identical results for the special case of i.i.d fading SNR 

statistics in Nakagami-m channels (i.e., since the values of the 

coefficients a, b and t are exactly the same for all these 

approximations). Nonetheless, we expect to see some 

variations in their accuracies when i.n.d fading statistics or 

correlated diversity paths are considered. 

-10 -5 0 5 10 15
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Mean Channel SNR Ω (dB)

A
v
e
ra

g
e
 S

y
m

b
o
l 
E

rr
o
r 

R
a
te

 

 
Exact

Moshopoulos Approx.

Welch-Satterthwaite Approx.

Asymptotic MGF Approx.

L=4

L=2

m
1
=0.5;m

2
=2;m

3
=1;m

4
=3

Ω1
=Ω ;Ω2

=2Ω ;Ω3
=0.5Ω ;Ω4

=2Ω

 

Fig. 4: ASER of coherent BPSK equipped with a MRC diversity receiver     

(L = 2 or 4) in an i.n.d Nakagami-m fading environment. 
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Fig. 5: ASER of coherent BPSK with MRC diversity (L = 3) over i.n.d 

Nakagami-m fading with non-identical fading severity parameters and/or 

unequal mean signal strengths. 

In Fig. 4 and Fig. 5, we investigate the accuracies of 

asymptotic MGF approximation (25), Welch-Satterthwaite 

approximation (17)-(18) and the first-term approximation of 

Moschopoulos’s infinite series formula (20)-(21) for 

approximating a sum of i.n.d Gamma random variables by 

another Gamma random variable. In this case, we found that 

the Moschopoulos’s approximation is much tighter than the 

Welch-Satterthwaite approximation at high mean channel 

SNRs but it fails to yield reasonable estimates of the exact 

ASER at low mean channel SNRs. This observation becomes 

even more pronounced with the increasing diversity order L. 

On the other hand, the gap between the exact ASER and 

Welch-Satterthwaite approximation curves diminishes at very 

low mean SNR values (< 0 dB). Moreover, the asymptotic 

MGF approximation (25) is considerably tighter than the 

Moschopoulos approximation over a wide range of mean 

SNR values. Therefore, one might want to choose an 

appropriate approximation method (i.e., between (21) and 

(25)) depending on the SNR region of interest.  

Fig. 6 shows a comparison between the various asymptotic 

ASER approximations for coherent M-PSK with a MRC 

diversity receiver in i.i.d Rice fading environment (K = 5). 

The exact ASER curve was generated by numerically 

evaluating (8) with the MGF of 
C ii

γ γ= ∑  given by 

( ) [ ( )]
C

L
s sγ γφ φ=  and (9). In computing the corresponding 

asymptotic ASER based on the Welch-Satterthwaite and 

Moschopolous approximations, we first approximate the Rice 

factor K to Nakagami-m fading severity index m using the 

relationship [14, Eq. (2.26)] viz.,  

                        
2

(1 )
,  0

1 2

K
m K

K

+
≥

+
≃ .         (27) 

-10 -5 0 5 10 15 20 25 30

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

10
0

Mean Channel SNR Ω(dB)

A
v
e
ra

g
e
 S

y
m

b
o
l 
E

rr
o
r 

R
a
te

 

 

Exact

1-term Approx.

Welch-Satterthwaite Approx.

Moshcopolous Approx.

Asymptotic MGF Approx.

16-PSK

QPSK

 

Fig. 6: ASER of coherent M-PSK (M = 4 or 16) with MRC diversity receiver 

(L = 3) over i.i.d Rice fading (Rice factor K = 5).  

For the 1-term asymptotic approximation, we have utilized 

the asymptotic PDF of MRC/SLC diversity [5], viz., 
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where 
i ig = Ω Ω , 

1

1 L

i
iL =

Ω = Ω∑ and 
iΩ  denotes the mean SNR 

of the i
th

 diversity path. It is apparent from Fig. 6 that the 

curves corresponding to the Welch-Satterthwaite and 

Moschopolous approximations overlap (i.e., this is not very 

surprising since their coefficients a, b and t will be identical 

for specific case of i.i.d fading statistics) but more 

importantly, they tightly approximate the exact ASER 

performance at low mean SNRs. In contrast, the one-term 

asymptotic approximation converges to the exact ASER 

performance only at high mean SNR values. Hence these two 

complementary asymptotic approximations could be exploited 

to obtain better predictions of the ASER over a wider SNR 

range. It is also important to highlight that the asymptotic 

MGF approximation (25) did not produce satisfactory ASER 

estimates in the Rice fading case, which is in stark contrast to 

its performance trend in Nakagami-m fading. 

C. Ergodic Channel Capacity 

The average channel capacity is given by 

     
0 0

1 ( )1 1
ln(1 ) ( )
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F
C B f d d
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γ
γ γ γ γ
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∞ ∞ −
= + =
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The asymptotic PDF in the form ( ) tf aγ γ γ≐  cannot be used 

to develop approximations for the ergodic capacity since the 

resulting integral does not converge. Perhaps for this reason, 

there is lack of significant contributions on the asymptotic 

ergodic capacity analysis in the literature. However, we will 

utilize the modified asymptotic PDF (10) to derive a simple 

closed-form expression for this metric. In this case, we need 

to evaluate the integral (30) in closed-form, viz.,  
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For non-negative integer t (t = 0, 1, 2, …), the above integral 

can be evaluated in closed-form as  
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The case of real 0t ≥  can also be treated without much 

difficulty. In this case, we obtain a closed-form solution in 

terms of MacRobert’s E-function, viz.,  

 ( 1)

2 10
( ) (1,1;2; ) (1,1, 1: 2 : )

t b t

tI b F e d b E t b
γγ γ γ

∞ − − += − = +∫ , (32) 

with the help of [15, eqs. (9.121.6) and (7.522.1)]. To the best 

of our knowledge, the above expression is new. It is also 

possible to express the MacRobert’s E-function in terms of 

the more familiar Meijer G-function as  
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…
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IV. CONCLUDING REMARKS 

In this article, we have developed several new asymptotic 

closed-form approximations for the ergodic channel capacity, 

outage probability and the ASER of broad class of digital 

modulations in a wide range of fading environments. We have 

also shown that only a marginal improvement in accuracy can 

be attained by considering up to 100 terms in the Maclaurin 

series expansion of the PDF, especially in channels that 

experience less severe fading and/or for larger constellation 

sizes. We have also investigated the efficacies of several 

different asymptotic approximations for the PDF of a sum of 

Gamma random variables, which finds application in the 

analysis of MRC and/or SLC diversity systems.  
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Abstract  
Greedy Perimeter Stateless Routing (GPSR) provides 

routing support for wireless sensor network (WSN) 

environment. IP addresses don’t designate the sensor 

nodes in WSN so, the sensor node is designated by its 

location. When the receiver is outside the sensing field 

boundary, GPSR suffers by energy inefficiency 

because it has to route through all the sensor nodes in 

the boundary until reach the receiver. The GPSR 

utilizes a greedy forwarding strategy and perimeter 

forwarding strategy to route messages to receiver. It 

uses a neighbourhood message that contains the 

identity of a sensor node and its location. However, 

instead of  sending this message periodically and the 

network is congested, GPSR piggybacks the 

neighbourhood message on each message that is sent 

or forwarded by the sensor node. GPSR finds a sensor 

node that is nearer to the receiver than itself and 

forwards the message to that sensor node. This method 

fails sometime so, the GPSR presents another method 

which is called perimeter routing which utilizes the 

right-hand graph traversal rule.  

In this paper, we present modification to GPSR 

routing when the sensor node has data to transmit. We 

exploit the movement of data collector to guarantee 

the message that carry the location of data collector 

reach properly without unnecessary transmissions to 

outside the sensing region. Consequently the lifetime 

is maximized. Simulation results prove that our 

modification to GPSR increases the lifetime of WSN.  

Keywords: wireless sensor network; network lifetime; 

data collector; GPSR 

I. INTRODUCTION 
Wireless sensor networks usually consist of a number 

of sensor nodes, which are battery-powered, a short-

range wireless communication and a low capacity 

processor. The sensor nodes are energy constraint so, 

they send their data using multi hop to the sink .When 

any sensor node has data to transmit  ,if it is in the sink 

communication range it will send directly , otherwise 

it will send using multi-hop to deliver its data to sink. 

Multi hop transmission results an unbalanced energy 

load around the sink [1]. The routing protocol should 

consumes less energy and also it decreases the delay 

during transferring information. Various routing 

protocols are available for wireless sensor networks. 

One of these routing protocols is GPSR which has two 

methods to transmit data. 

Some of the researchers try to  modify the GPSR 

routing, the work in [2] makes a slight modification to  

GPSR where the message originating at a node ni, is 

destined to an extreme point outside the sensing field,  

 

it is delivered to the nearest boundary node nj , and the 

location of nj node is returned to ni node. Subsequent 

announcement or query messages from ni are destined 

to nj directly instead of an extreme point, to avoid 

traversing the external face. 

In our work we classify data into two types: delay 

sensitive data and delay tolerant data  as presented in 

my previous work [3]. The data collector moves 

around the sensing region in anti clockwise direction 

and announce its location periodically to the sensors. 

After cluster head selection, each cluster head 

publishes its position vertically, and the data 

collector sends queries horizontally asking about 

cluster head locations, and so, the data collector 

updates its trajectory accordingly. 

Data collector sends queries horizontally to tell about 

its location and replies are returned with cluster heads 

location. Queries and replies are sent using GPSR to 

extreme points outside the sensing field. When the 

node has data to transmit, if it has delay tolerant data, 

data are sent directly to data collector if it is near or 

sent to the cluster head that the node belongs to. If the 

node has delay sensitive data to transmit data are sent 

directly to data collector but the location of data 

collector must be known. We did modification to 

GPSR where the sensor node has delay sensitive data 

to transmit, it needs first the data collector location. To 

get the location it sends queries horizontally and the 

replies are returned as the latest data collector location 

is known instead of completing the transmission to 

outside the sensing field. 

In this paper, a modified GPSR is being proposed in 

mobile WSN environment where the data collector is 

mobile. It is proved to support for delivering messages 

efficiently in WSN. 

To the best of our knowledge , this is the first method 

that exploit the movement of data collector with 

clockwise direction, and combines data gathering with 

clustering algorithm and  mobility of  data collector to 

deliver data online without synchronization between 

sensor nodes and the data collector. It maximizes life 

time of network and reduces the delay and traffic .  

The rest of this paper is organized as follows. In 

Section II we describe GPSR algorithm. In Section III, 

we present our modification to GPSR routing scheme. 

In section IV, we present the results and analysis, 

finally we conclude the paper.  

 

II GPSR Algorithm 

Greedy Perimeter Stateless Routing (GPSR)[4],[5] is a 

routing protocol for wireless sensor networks that uses 

the locations of routers, and destination to forward 
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packets. It consists of two methods to forward packets: 

greedy forwarding, which is used wherever possible, 

and perimeter forwarding, which is used when the 

greedy forwarding fail. 

In case of  greedy forwarding the decisions is based 

only on information about a router’s immediate 

neighbors in the network topology. if a node knows its 

radio neighbors’ positions, the locally optimal choice 

of next hop is the neighbor geographically closest to 

the packet’s destination. When a message reaches a 

region where greedy forwarding is failed, the 

perimeter forwarding is used and so on until the 

message reaches the destination. For example, when 

we have X,Y,Z,A nodes where X is the sender and 

Y,Z are neighbors of X and A is a destination, the 

distance between neighbors of X  to destination A is 

tested and the nearest is taken to be the next hop.  This 

greedy forwarding process repeats, until the message 

reaches node A. If the method is failed another method 

will be used (perimeter forwarding). Each node in 

GPSR has a neighbourhood table of its own. 

Whenever a message needs to be sent, the GPSR tries 

to find a node that is closer to the destination than 

itself and forwards the message to that node. GPSR 

can use local topology information to find correct new 

routes quickly. 

 

III Modification to GPSR 

Our proposed routing scheme in [3] is based on the 

fact that the data collector moves along averages of the 

sensing region in anti clockwise direction. The sensing 

region is divided into four squares and each square 

have center point , these points represent the trajectory 

of data collector. After cluster head selection, each 

cluster head publishes its location to the data collector 

and data collector updates its trajectory. 

We classify the data into two types: delay sensitive 

data and delay tolerant data as in our previous work. In 

case of delay sensitive data, , relaying nodes (around 

data collector) receive data from other sensor nodes 

and send them to data collector or to a relaying node 

that currently near the data collector. Delay tolerant 

data are sent to a cluster head that the node belongs to, 

and the cluster head waits for the data collector to 

comes and pick up data. The data collector sends its 

location periodically. When any sensor nodes has data 

to transmit, it depends on the data type. If data is delay 

tolerant it will be sent to cluster head and cluster head 

deliver data to data collector. In case of delay sensitive 

data the data will be sent directly to the data collector 

in any location. To send data, the data collector 

location should be known to the nodes so, the sensor 

node sends queries horizontally to know the data 

collector location and the replies are returned with the 

latest location of data collector. Queries and replies are 

sent using GPSR algorithm. In our modification to 

GPSR instead of sending queries to outside the 

sensing region, the replies are returned as the latest 

location of data collector is known.  

We exploit the movement direction of data collector in 

anti clockwise direction as shown in Fig 1. 

when a sensor node has delay sensitive data to 

transmit, it will send queries horizontally to east and 

west directions to extreme points outside the sensing 

region. The replies are returned at the same path 

carrying the latest location of the data collector. 

 

 
Fig 1: Direction of Data Collector in anti clockwise. 

 

When the data collector changes its position, it will 

periodically send announcements vertically to north 

and south directions using GPSR with different time 

stamp. The data collector starts moving from the first 

location which is the center of the first square and 

moves toward the right of the sensing field in anti 

clockwise direction. When the data collector moves to 

right, it will send a new announcement with ascending 

order which means the time stamp for the data 

collector is sorted from earlier to latest as shown 

below in Fig 2. 

 
Fig 2: Numbering of Announcements. 

 The first timestamp is the earlier to take place, while 

the next is the current and so on. When a sensor node 

shown as a clear spot in the sensing field has delay 

sensitive data to transmit as shown in Fig 3; it will add 

two fields in its query message, the time stamp 

(timestamp) and data collector location(loc), and send 

the query message using GPSR to both directions east 

and west toward an extreme points outside the sensing 

field (-10, sendingnode.y) and  (network dimension 

+10 , sendingnode.y). The sending node fills the two 

fields where loc is loaded with the location of data 

collector. At the same time the timestamp is loaded 

with any value like  -1 in the initial because it is 

unrecognized, and then it sends the query message to 

both direction. 
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Fig 3: Sensor Node with Clear Spot has Sensitive Data. 

 

When the sending node neighbor receives a query 

message either in both east, and west direction, it 

compares its own timestamp value with the timestamp 

value in the query message being received. If its time 

stamp value is greater than  the transmitting node’s 

time stamp value, the sending node neighbor will 

update the two fields with the latest values represented 

as a current location of data collector and the latest  

timestamp then resend the query message. This will be 

 continued until the sensor node finds a time stamp 

greater than the query message timestamp. If so, it will 

update two fields with the latest information, and it 

will return a reply message carrying the latest 

information. Algorithm 1 describe our modification to 

GPSR routing 

----------------------------------------------------------------- 

Algorithm 1: Modification to GPSR 

----------------------------------------------------------------- 

Dc publishes vertically unique announcements using 

GPSR 

Foreach sensor node ni wants to send data 

Sendingnode ni create query message Q with two 

fields 

Sendingnode ni.timestamp = -1 

Sendingnode ni.location= empty 

Sending node ni forward Q to neighbors 

If neighbor ni.timestamp > Q.timestampe then 

Q.timestamp = neighbor ni.timestamp 

Q.location= neighbor ni.location 

Neighbor ni Forward query message Q to another 

neighbor toward destination 

Else 

Q.timestamp = current timestamp 

Q.location = current location 

Return a reply message R with recent information 

End 

When a sending node ni receives two replies : ni send 

data to the latest DC location 

using GPSR 

End 

---------------------------------------------------------------- 

 

IV.  Results and Analysis 
We use in our simulation the network sizes of 

200,400,600,800 and 1000 sensor nodes that are  

randomly distributed in fields of 

300*300,400*400,500*500,600*600,700*700
2m  fields, 

respectively. we test 10 instances and take the average 

for each network size. We also use all the simulation  

parameters that were used in our work [3] and all the 

same assumptions. 

we use the general energy consumption model that 

presented in [6] which can be as follows. 

ETr(r, b) = b × (Eelec + Eamp × r ^ γ)           (1)             

ERc(b)=b × Eelec                                           (2)                                      

where  ETr (r, b) is the energy spent to send b bits over  

r m , ERc(b) is the energy spent to receive b bits, Eelec  

is the energy spent by the transmitter or receiver to 

send or receive one bit., Eamp is the energy spent by 

the transmission amplifier for one bit and γ is the path-

loss exponent. 

In this simulation we compare our proposed scheme in 

my previous work with two other schemes :a 

stationary scheme that has a stationary data collector 

and a mobile scheme that has a mobile data collector 

moves along boundary of the sensing field[2]. All 

experiments are done after our modification to GPSR. 

Our scheme has  the objective of maximizing the 

network lifetime and minimizing the delay by 

maximizing the packet delivery rate to the data 

collector.  

We define the packet delivery rate in our work as the 

number of messages received successfully of data 

collector per round.  Data collector changes its 

location periodically so, that the load  is distributed 

evenly among all sensor nodes. 

To determine a trajectory for mobile data collector 

along averages, we divide the sensing field into four 

equal-size squares; the trajectory of data collector is 

along averages of each square. Data collector moves to 

a cluster head that lies outside its communication 

range. Fig 4 shows that the lifetime of the network 

after our modification to GPSR. It is observed that the 

lifetime of the network after our modification to GPSR 

is improved with 35% over before modification to 

GPSR, where our modification is applied to our 

scheme (cluster) and mobile scheme. 

Ultimately, our modification will decrease the number 

of transmissions that are sent by many sensor nodes in 

the network to get the latest location of data collector. 

Thus, sending unnecessary query message to a point 

outside the sensing field is cancelled, because the 

latest location of data collector is already available. 

This leads to minimize the overall energy consumption, 

and then maximize the lifetime of Wireless Sensor 

Networks 

Fig 5 shows a comparison of the average energy 

consumed per bit between our scheme and the two 

other schemes for different number of nodes. 

Exploiting the movement of data collector produces a  

reduction in transmission over the network and also 

decreases the total consumed energy. Fig 6 and Fig 7 

show the average number of sensitive messages and 

tolerant messages delivered successfully to data 

collector in a round. 

Int'l Conf. Wireless Networks |  ICWN'13  | 365



 
Fig 4: The Lifetime Comparison of Three Schemes 

Before and After modification to GPSR. 

  . 

 
Fig 5: The Average Consumed Energy Comparison of 

Three Schemes after modification. 

 
Fig 6: Average Number of Delay Sensitive Messages 

Delivered to DC in a Round after modification. 

 
Fig 7: Average Number of Delay Tolerant Messages 

Delivered to DC in a Round. 

 

V. Conclusion and future work 
Our routing scheme with modified GPSR minimize 

the number of transmissions in the network which 

leads to maximize the lifetime of WSN and minimize 

the delay and the traffic in the network. 

The results of the proposed routing indicates that the 

energy consumption is minimized. 

We currently work with another scenario in which the 

sensor nodes send requests to the data collector to 

come and pick the delay tolerant data instead of using 

this trajectory so, we need to find a good route for the 

data collector to visit the sensor nodes which have sent 

data pick up requests. 
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Abstract – Ad hoc On-demand Distance Vector 

(AODV) is a reactive routing protocol in which the 

network generates routes at the start of 

communication. AODV has been developed specifically 

for Mobile Ad hoc Networks (MANETs).  It obtains the 

routes purely on-demand which is makes it a very 

useful and desired algorithm for MANETs. AODV 

protocol is suffered from external and internal attacks 

which are disturb the protocol operation. This paper 

begins with review of AODV protocol and describes 

the mechanism of how AODV protocol is work. Then 

the security consideration in AODV is presented as 

well as the methods that were proposed to protect 

AODV from impersonation and modification attacks.  

Keywords: Ad hoc on-demand distance vector 

(AODV), malicious attacks, Routing, mobile ad hoc 

networks (MANETs).  

1 Introduction 

Mobile Ad Hoc Network (MANET) is autonomous 

and decentralized wireless systems. The open medium, 

rapidly changing topology and no centralized 

administration of MANET makes it more vulnerable to 

be attacked than the infrastructure networks [1]. 

Routing operations in MANET are even more likely to 

be disrupted where the unauthorized node can easily 

get access to the network and move around. In 

MANET, the correct transport of the packets depends 

on the honesty of the information given by the other 

nodes [3]. Several attacks can be initiated because 

weakness of the routing. The emission of false routing 

information by a node can create bogus entries in 

routing tables throughout MANET, which is decrease 

the efficient of the communication.  In other case, by 

fooling the routing algorithm, a malicious node can 

control the traffic to and from entire parts of ad hoc 

network [4]. Ad hoc On-demand Distance Vector 

(AODV) [2] is one of the most popular routing 

protocols in MANET. AODV is a simple, efficient, and 

effective on-demand ad hoc routing protocol In AODV 

control packets carry important control information 

that governs the behavior of data transmission in 

MANET.  Since the level of trust in a traditional 

network cannot be measured or enforced, enemy nodes 

or compromised nodes may participate directly in the 

route discovery and may intercept and filter the control 

packets to disrupt communication.  Malicious nodes 

can easily cause redirection of network traffic and DoS 

attacks by simply altering these fields. The aim of this 

paper is to study how AODV is works and the security 

threats against its operation.   

The rest of paper is organized as follows Section 2 

provide an overview of AODV and explain how it 

works. Section 3 presents the characteristics that make 

AODV one of the most desirable protocols for 

MANET. Section 4 present the security threats in 

AODV and the solutions that are proposed to 

overcome the threats.  The paper is concluded with 

plan for future work in Section 5. 

.2 AODV Routing Protocol 

AODV is a very simple, efficient, and effective 

routing protocol for MANET. This algorithm was 

motivated by the limited bandwidth that is available in 

the media that are used for wireless communications.  

Obtaining the routes purely on-demand makes AODV 

a very useful and desired algorithm for MANETs [2].  

2.1 Routing Tables 

 Each mobile node in the network maintains a route 

table entry for each destination of interest in its route 

table.  Each entry of this table contains the following 

information: 

- Destination Node Address. 

- Next hop of the source or intermediate node. 

- Number of hops. 

- Destination sequence number. 

- Active neighbors for this route. 

-  Expiration time for this route table entry. 

2.2 Control Packets  

There are four messages used in AODV routing 

protocol.   
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These messages are used to control the process of route 

discovery and route maintenance.   

1)  Route Request Message (RREQ): When the source 

node want to connect with destination node and it has 

no route entry to the destination node, a control packet; 

named Route Request message (RREQ); was 

broadcasted by the source node. The request ID is 

incremented each time the source node sends a new 

RREQ.  The pair (source address, and request ID) 

identifies a RREQ uniquely. As RREQ travels from 

node to node, it automatically sets up the reverse path 

from all these nodes back to the source. Each node that 

receives this packet records the address of the node 

from which it was received. This is called Reverse Path 

Setup (RPS).  

2) Route Reply Message (RREP): If a node is the 

destination, or has a valid route to the destination, it 

unicasts a Route Reply message (RREP) back to the 

source.  RREP message   travels back to the source 

based on the reverse path that it records. As the RREP 

travels back to source, each node along this path sets a 

forward pointer to the node from where it is receiving 

the RREP and records the latest destination sequence 

number to the request destination. This is called 

Forward Path Setup (FPS).  

3) Route Error Message (RERR): All nodes monitor 

their own neighborhood.  When the route is broken or 

be invalid, a Route Error message (RERR) is generated 

to notify the other nodes that uses this route, that the 

route is became invalid. This is to avoid retransmitting 

by that route. 

4) HELLO Message: Each node can get to know its 

neighbourhood by using local broadcasts, so-called 

HELLO messages.  Nodes neighbours are all the nodes 

that it can directly communicate with.  HELLO 

message is used to inform the neighbours that the link 

is still alive.  

2.3 Sequence Numbers 

The sequence number is an important feature of 

AODV to determine the freshness of routing 

information and guarantee loop-free routes.  The 

destination sequence number for each destination node 

is stored in the routing table, and it is updated when the 

node receives message with a greater sequence 

number. 

2.4 Route Discovery Process 

When a source node wants to send a data packet to a  

destination node; first, it checks its routing table to 

determine if there is an available route to the 

destination node.   If so, it uses this route to send the 

packets to destination node.  In case where there is no 

route to destination node, route discovery process is 

initiated by broadcasting a RREQ message.  If the node 

has already received a RREQ with the same source 

address and request ID, the new RREQ message will 

be discarded.  The RREQ ID is increase by one every 

time the source node sends a RREQ message.  Figure1 

shows how RREQ message is propagating in MANET. 

In this figure, when the source node S wants to send a 

data packet to a destination node D, it has these steps: 

- Node S sends RREQ to its neighbors; A, B. 

- Node A sets up reverse path and forwards RREQ 

message to its neighbor D. 

- Node B sets up reverse path and forwards RREQ 

message to its neighbor C. 

- Node C sets up reverse path and forwards RREQ 

message to its neighbor D. 

- When node D receive the RREQ from node C, it 

will discard it because it was already received it 

from node A. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1: RREQ message Propagation 

If an intermediate node has a route entry for the 

desired destination in its routing table, it compares the 

destination sequence number in its routing table with 

that in the RREQ message.  If the destination sequence 

number in its routing table is less than that in the 

RREQ, it rebroadcasts the RREQ to its neighbors.  The 

exchange of route information will be repeated until a 

RREQ reaches at destination node or an intermediate 

Routing Table
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Routing Table
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Routing Table
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RREQ message
Source IP:  Node S
Destination IP: 255
Hop Count: 0
RREQ ID: N
Source Node: Node S
Source Seq.No: s1
Destination Node: Node D
Destination Seq.No: 0
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node that has a fresh enough route entry for the 

destination.   

When the destination or intermediate node that has 

route to destination receives the RREQ, it sends a 

RREP to the source node and updates its routing table 

with accumulated hop count and the sequence number 

of the destination node. Afterwards the RREP message 

is unicasted to the source node. When the source node 

receives the RREP, then a route is established.  Figure2 

shows how RREP message is unicast in MANET.  The 

explanation of the figure is as follows: 

- Node D creates an RREP message and updates its 

routing tables with accumulated hop count (HC) 

and the sequence number. 

- Then it unicast the RREP to node A. 

- When node A receives RREP from node D, it 

updates its routing tables with accumulated 

HC and the sequence number of the node D. 

- Then node A sets up forward path and 

forwards RREP to source node S. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure2: RREP message Unicasting 

In case a node receives multiple RREPs, the 

RREP have largest Dst-Seq  is selected.  If Dst-

Seq were the same, then the smallest HC will 

selected. The HC is used to determine the shortest 

path and it is increased by 1 if a RREQ or RREP 

message is forwarded each hop. That means the 

intermediate node updates routing information and 

unicast new RREP only in these cases: 

 i)  If the Dst-Seq  is greater, or 

    ii) If the new Dst-Seq  is same and HC is small. 

Otherwise, it just skips the new RREP. This ensures 

that algorithm is loop-free and only the most effective 

route is used [2]. 

2.5 Link Breakage 

Because a node in MANET can move at any time, 

link breakages can occur.  If a node does not receive a 

HELLO message from one of its neighbours for 

specific amount of time called HELLO interval, then: 

- The entry for that neighbour in the table will 

be set as invalid. 

- The RERR message will be generated to 

inform other nodes of that link breakage. 

 During the route discovery process if any node 

identifies a link failure it generates Route Error 

message (RERR) and puts the invalidated address of 

that node into list, then it sends it to all other nodes 

which uses that link for their communication to other 

nodes.  RERR messages inform all sources using a link 

when a failure occurs.   

3 AODV Characteristics  

AODV is one of the most popular routing protocols, 

which is a simple and efficient on-demand MANET 

routing protocol.  The concepts of AODV that makes it 

desirable for MANETs with limited bandwidth include 

the following: 

- Minimal space complexity: The algorithm makes 

sure that the nodes that are not in the active path 

do not maintain information about this route. 

After a node receives the RREQ and sets a reverse 

path in its routing table and propagates the RREQ 

to its neighbors, if it does not receive any RREP 

from its neighbors for this request, it deletes the 

routing info that it has recorded. 

- Maximum utilization of the bandwidth: This can 

be considered the major achievement of the 

algorithm. As the protocol does not require 

periodic global advertisements, the demand on the 

available bandwidth is less, and a monotonically 

increased sequence number counter is maintained 

by each node in order to supersede any stale 

cached routes. All the intermediate nodes in an 

active path updates their routing tables also make 

sure of maximum utilization of the bandwidth. 

Since, these routing tables will be used repeatedly 

if that intermediate node receives any RREQ from 

another source for same destination. Also, any 

RREPs that are received by the nodes are 

compared with the RREP that was propagated last 

Routing Table
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using the destination sequence numbers and are 

discarded if they are not better than the already 

propagated RREPs. 

- Simple: It is simple with each node behaving as a 

router, maintaining a simple routing table, and the 

source node initiating path discovery request, 

making the network self-starting. 

- Most effective routing info: After propagating a 

RREP message, if a node receives RREP with 

smaller hop-count, it updates its routing info with 

this better path and propagates it. 

- Most current routing info: The route info is 

obtained on demand. Also, after propagating an 

RREP, if a node receives RREP with greater 

destination sequence number, it updates its 

routing info with this latest path and propagates it. 

- Loop-free routes: The algorithm maintains loop 

free routes by using the simple logic of nodes 

discarding the packets for same broadcast-id. 

- Coping up with dynamic topology and broken 

links: When the nodes in the network move from 

their places and the topology is changed or the 

links in the active path are broken, the 

intermediate node that discovers this link 

breakage propagates an RERR message. And the 

source node re-initializes the path discovery if it 

still desires the route. This ensures quick response 

to broken links. 

- Highly Scalable: The algorithm is highly scalable 

because of the minimum space complexity and 

broadcasts avoided. 

4 AODV Security Considerations 

4.1 Threats using Impersonation 

Impersonate means the attacker assumes the identity 

of another node in the network, thus receiving the 

messages that are directed to the node that it fake 

[5][6][7]. In AODV route discovery, assume that node 

A establishes a route to another node B by sending a 

RREQ message towards it. Node B is supposed to 

reply the RREQ with RREP. However, any node who 

receives the RREQ is able to reply this RREQ. A 

malicious node can pretend to be the node B and reply 

a RREP, in order to redirect packets addressed to node 

B to itself. In the absence of any higher level 

authentication information, a malicious node can 

mislead node A into believing that it is communicating 

with node B. Thus, even though node A will finally 

receive multiple RREPs, the fake RREP having the 

shortest hop count will be accepted anyway. 

Secure ad hoc routing protocols have been proposed 

as a technique to enhance the security in MANETs 

against impersonation attack. . Secure Ad hoc On-

Demand Distance Vector Routing Protocol (SAODV) 

[8], which uses signed routing messages, is proposed to 

protect the routing messages of the original AODV 

protocol.   SAODV is an extension of the AODV 

routing protocol that can be used to protect the route 

discovery mechanism providing security features like 

integrity, authentication and non-repudiation. SAODV 

used two mechanisms to authenticate the routing 

information that is digital signature [9] and hash chains 

[10].The survey in [18] overviewed the various secure 

routing protocols and pointed out their drawbacks and 

advantages. They also proposed a secure on-demand ad 

hoc network routing protocol (Ariadne) [19], which 

prevents the compromised nodes from tampering with 

the uncompromised routes, and the secure efficient ad 

hoc distance (SEAD) [20], which is a secure routing 

protocol, using efficient one-way hashing functions 

and not using asymmetric cryptographic operations. In 

[21], the authenticated routing for ad hoc networks 

(ARAN) is proposed by using public-key 

cryptographic mechanisms based on the AODV. 

These methods can only guard against external attacks. 

However, the internal attacks mounted by the 

malicious or compromised hosts may still have a 

severe impact on the network performance, as well as 

on the connectivity among the nodes in the targeted 

MANET. 

4.2 Threats using Modification 

Modification usually performed by modifying the 

routing information aiming to compromise the 

integrity of routing computations. In AODV control 

packets carry important control information that 

governs the behavior of data transmission in 

MANET.  Since the level of trust in a traditional 

network cannot be measured or enforced, enemy 

nodes or compromised nodes may participate 

directly in the route discovery and may intercept 

and filter the control packets to disrupt 

communication.  Malicious nodes can easily cause 

redirection of network traffic and DoS attacks by 

simply altering these fields. In AODV the attacks 

can be classified as remote redirection attacks and 

DoS attacks as follows: 

1) Remote Redirection with Modified Route 

Sequence Number: AODV uses the destination 

sequence number (Des-Seq) to determine the 
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freshness of routing information and guarantee 

loop-free routes.  The destination sequence number 

is monotonically increasing number representing 

the freshness of routing request.  The malicious 

node increase destination sequence number then it 

diverts traffic through itself by advertising a route 

to a node with a destination sequence number 

greater than the authentic value. Also it can 

decrease the distention sequence number on RREQ. 

The destination node receiving this RREQ will 

compare the latest received destination sequence 

number to the new one. If the new one has smaller 

value, this RREQ will be discarded. By making 

RREQs toward certain destination to be discarded, a 

denial-of-service attack is launched.   

2) Redirection with Modified Hop Count: Attackers 

can also modify the hop count field to advocate the 

shortest route. When routing decisions cannot be 

made by other metrics, AODV uses the hop count 

field to determine a shortest path, by choosing route 

having the least hop count. In AODV, malicious 

nodes can attract route towards themselves by 

resetting the hop count field of the RREP to zero. 

Similarly, by setting the hop count field of the 

RREP to infinity, routes will tend to be created that 

do not include the malicious node.  Once the 

malicious node has been able to insert itself 

between two communicating nodes it will be able to 

do anything with the packets passing between them. 

It can choose to drop packets to perform a DoS 

attack, or alternatively use its place on the route as a 

first step in man-in-the-middle attack. 

Deng et al. [25] proposed an approach that requires 

the intermediate nodes to send a route reply (RREP) 

packet with the next hop information. When a source 

node receives the RREP packet from an intermediate 

node, it sends a “Further Request” packet to the next 

hop to verify that it has a route to the intermediate node 

and a route to the destination. As a response to this 

request, the intermediate node will send another RREP 

packet. When the next hop receives a “Further 

Request” packet, it sends a “Further Reply” packet that 

includes the verified result to the source node. Based 

on the information in the “Further Reply” packet, the 

source node judges the validity of the route. Again, the 

method in [26] requires the intermediate node to send 

the route confirmation request (CREQ) to the next hop 

node toward the destination, and then, the next hop 

node receives the CREQ and looks into its cache for a 

route to the destination. If it has such a route to the 

destination, then it sends a route confirmation reply 

(CREP) message to the source node with its route 

information. The source judges whether the path in 

RREP is valid by comparing the information with 

CREP. In these methods, the routing protocol has to be 

modified. These modifications may increase the 

routing overheads, which results in the performance 

degradation of the bandwidth-limited MANETs. 

5   Discussion and Summary 

This paper has discussed how the AODV routing 

protocol is works and also the features that make 

AODV the most desirable protocol for MANET 

environment has been explained. The security threats 

against AODV have been highlighted and the methods 

that have been proposed to overcome those threats 

have been discussed. Future works will be focused on 

construct a detection algorithm to handle the complex 

attack against AODV routing protocol in MANET. 
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Abstract - Mobile devices have become the primary 

method for person to person connection, and with new 

techniques of data creation and transfer, new methods 

of connecting people are constantly being developed. 

Many of these methods have incorporated location to 

enhance the user experience, but few of these use user 

location to its full potential and none use it to directly 

relate users to each other with significant precision. In 

this paper, a framework is discussed that could be 

implemented using various sensors and network data 

available on mobile devices to achieve a method for 

precisely relating two or more mobile devices based 

on distance and orientation.  

 

Keywords: NFC, extended Kalman filter, wireless 

networks, Localization, orientation model 

 

1.0 Introduction 

 

Recently, there has been a surge in research 

and commercial use of mobile GPS and locational 

services [7]. This industry has experienced this sudden 

growth because of an increase in the availability of 

high precision sensors and GPS. Many GPS services 

can offer accuracy in measurements within the range 

of five percent [4]. These sensors and GPS capabilities 

can often be found in mobile phones and tablet 

computers. Although available, most of these services 

are seldom used in mainstream applications and are 

limited to simple gestures and movements [1]. 

Similarly, location is rarely accurately used as a multi-

device information stream.  It is important that 

location services overcome their current niche and 

become reliable and multi-device friendly. 

 

 For these reasons, the study of precise 

locational services in mobile devices have been highly 

theoretical with little application to real-world 

situations, often overcomplicating them. Modern 

systems’ lack of speed, accuracy, and/or multi-device 

environments make them incapable of creating a real-

world positioning model to compare several mobile 

devices. By combining several methods of mobile 

location tracking and the capabilities of Android 

mobile phones, such a model can be conceived. 

Through the use of sensors that measure a devices 

geolocation and real-space changes in position, we 

will show it is possible to create a real-time relational 

object that can be used to couple devices accurately. 

 

 In this paper, it is proposed that near field 

communication (NFC), mobile phone sensors, GPS, 

and network signatures can be used to create an 

extended Kalman filter (EKF) that can quickly and 

efficiently generate a multi-device orientation model. 

We describe each of these inputs and how they relate 

to each other to calculate usable positioning data. 

 

 In the following sections, we describe the 

current state of publicly available mobile devices and 

new technologies; and methodologies/applications of 

odometry. In section 3 we will discuss our approach 

and specific methods used in creating a relational 

model between mobile devices. In the last section, 

section 4, the paper is summarized and possible 

applications for this method are given. 
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2.0 Background 

 

With the impressive accuracy that we have 

achieved with regards to global location-based 

technologies such as GPS, we find ourselves looking 

for more precision. One recent development in this 

movement is iGPS, or indoor Global Positioning 

System. This technique was developed to aid us in 

navigation through buildings and areas smaller than 

traditional GPS is capable of. Current systems 

achieving this are very complex, requiring the intricate 

mapping of entire buildings and plotting of several 

variables to this map; or in some cases systems of 

lasers to achieve the needed precision [8]. Other 

systems rely on wifi and cell phone tower connections 

to help generate these systems, which are also 

unreliable at generating precise positions. Most of 

these systems, aside from the rotating laser method, 

require a strong connection of some sort to an external 

system, including those developed at Duke University 

[6] and the University of Missouri [12]. In the method 

developed at Duke University, the phones’ sensors are 

used in combination with an electronic map of an area 

to generate location [6]. This method is fairly accurate 

in areas without reliable GPS or phone signal, but the 

mapping of large areas in this way would be very hard 

to maintain and would become unreliable when these 

maps become out-of-date. Similarly, the method 

developed by Devin Smittle, Veselin Georgiev, Yi 

Shang, and Dan Wang creates reference points such as 

stride length using GPS [12]. By using GPS they allow 

this reference point, open to change at any time, to 

incur a high level of error. In the same way, there is no 

efficient and effective way of determining the 

relationship between several mobile devices. Indoor 

GPS systems are very important because they could 

make navigation of large buildings, such as a 

university or hospital, seamless. 

 

Odometry is the use of data collected as 

movement is occurring to calculate the position of a 

device. The field of odometry may not be perfect, but 

through the use of correction factors, such as frequent 

calculations and measurements, it can be very precise 

and accurate. The extended Kalman filter can be used 

to reduce error in the odometry. This has been very 

efficiently used in mobile robotics, namely using a 

gyro sensor and sensors that collect information about 

its environment, to calibrate and account for any error 

that had been generated by estimations of location [2].  

Although difficult, phones have many sensors that 

allow them to take in information about their 

environment. One of the most important 

environmental inputs is bluetooth connections. The 

bluetooth connection can be used to give an estimated 

distance between devices. Hossain AK and Soh Wee-

Seng S. found that received power level is a good 

indicator of the distance between two bluetooth 

devices [5]. Sudden changes in this value could be 

used to help correct errors in odometry. In raw form 

this data is useless, but after being processed this data 

becomes very useful in positioning. 

 

Mobile phones are improving in a variety of 

ways that make them increasingly capable of 

interacting with and responding to changes in their 

environment. The primary reason for this is the wide 

variety of sensors that now come standard in most 

mobile phones and their high level of precision. These 

sensors/services include: GPS, accelerometer, 

gyroscope, compass, microphone, wifi, bluetooth, 

barometer, and NFC [7]. These sensors/services create 

a very large reserve of information with ever 

increasing accuracy and precision that can be used to 

make estimations of the mobile phone/tablet’s 

environment. These capabilities are frequently ignored 

because of the wide varieties of phones that exist with 

different components, ranges of accuracy, and 

operating systems. But these problems are diminishing 

as the components and capabilities of these devices 

become required by popular operating systems 

(Android and IOS). This increase in data availability 

in mobile phones and tablets makes them the perfect 

candidate to replace expensive systems that track 

environmental changes on a personal level. 

 

3.0 Method 

 

3.1 Basic Calculations 

 

The raw data produced by a mobile devices 

sensors cannot be directly plugged into a simple 

extended Kalman filter, some basic calculations are 

needed to convert the raw data into information usable 

to the filter. On the most basic level, aside from the 

accelerometer and gyroscope data, the use of specific 
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orientation data is useful in making more accurate 

positioning calculations. This orientation data can be 

easily determined through the use of the accelerometer 

raw data and the raw data from the magnetic field 

sensor along with native Android functions. This 

function uses matrix theory to transform the product of 

the magnetic field sensor data and accelerometer 

sensor data into a three dimensional representation of 

the devices current orientation. 

 

Another simple calculation that is made to 

help make the calculations more accurate is the 

calculation of the error propagation incurred when the 

data from the various sensors and services from the 

mobile device are combined. This error is simply 

calculated through the use of a differential equation of 

the calculations used to combine the data then later 

used to help account of possibly incurred error. 

 

3.2 Position Estimation 

 

The estimation of the position of the mobile 

devices involved is very important because without 

accurate estimations the model relating the devices 

becomes worthless. To achieve a high level of 

accuracy in our predictions an extended Kalman filter 

was chosen. It was also chosen because the level of 

noise in mobile device sensors is very high due to the 

unsteady movement of the operators. 

 

 
Figure 1. Position estimation data flow 

 

3.2.1 Extended Kalman Filter 

 

The extended Kalman filter was used to 

predict the position of mobile devices by predicting 

the position of the device with existing information 

and updating the model for later calculations. So this 

two piece process was used to account for error in 

each of the sensors and then update these methods of 

prediction for the next round of measurements from 

the sensors and other services. The first step, 

prediction, is fairly simple and involves the calculation 

of the orientation, speed, and change in position of the 

device. As the raw data is received and recorded, the 

error for each measurement is also calculated and 

accounted for. 

 

The error model for the accelerometer 

 

The calculations that use the accelerometer 

suffer from a very large rate of drift due to the fact that 

the raw data from this sensor is integrated twice to 

make it into useful positioning data. The position of 

the mobile device on the x, y, and z axis (represented 

by the variables x, y, and z) from the acceleration data, 

along with calculated bias drift vector B and velocity 

vector of the device v, is calculated in equation 1. 

Both of the vectors B and v are representations of the 

bias drift and velocity in the x, y, and z-axis directions 

respectively. 

k = (k + 1)  −  k 

x(k + 1) = x(k) + vx(k) ∗ k 

y(k + 1) = y(k) + vy(k) ∗ k 

z(k + 1) = z(k) + vz(k) ∗ k 

v(k + 1) = A(k) ∗ k + v(k) + B(k) 

(1) 

where k is a given time; k+1 is the next time with 

recorded accelerometer data; k is the time between the 

two consecutive accelerometer recordings k and k+1. 

 

The error model for the gyroscope 

 

The calculations using the gyroscope do not 

face as much drift because the data only relies on a 

single integration. The position of the mobile device 

from the gyroscope data along with calculated drift for 

the gyroscope sensor is described in equation 2. A 
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similar equation was used by Zunaidi, Kato, Nomura 

and Matsui through the use of a gyroscope in a mobile 

robot [13]. 

θx(k + 1) = θ(k) + ωx(k) ∗ Δt + dx(k) 

θxe(k + 1) = x(k) + (ωx(k) + δωx(k) ∗ Δt 

+dxe(k) 

dxe(k) = dx(k) + δdx(k) 

xe(k) = θx(k) + δθx(k) 

(2) 

where θxe(k) and dxe(k) are the estimations of the 

orientation and drift of the orientation around the x-

axis respectively. ωx(k) is the rate of rotation of the 

mobile device around the x-axis. This orientation can 

be calculated similarly around the y and z axis. 

 

The error model for the orientation 

 

The error/drift associated with the orientation 

as calculated by the accelerometer and magnetic field 

sensor data was calculated by equation 3 through the 

use of differential equations. 

f(𝑎1, 𝑎2, 𝑎3, 𝑚1, 𝑚2, 𝑚3) is a pre-written function in 

the Android system to determine orienation. 

e(k + 1) = e(k) + 𝑎1(𝑓𝑎1
) + 𝑎2(𝑓𝑎2

)  +

𝑎3(𝑓𝑎3
) + 𝑚1(𝑓𝑚1

) + 𝑚2(𝑓𝑚2
)  +

𝑚3(𝑓𝑚3
)   

(3) 

where f is the pre-written android function to 

determine one of the three rotations around either the 

x, y, or z axis. x1, x2, and x3 are the acceleration of the 

device in the x, y, and z directions with regards to the 

device. x4, x5, and x6 are the magnetic field strengths 

along the x, y, and z axis with regards to magnetic 

north. 

 

The error model for the wifi and GPS 

 

The error associated with the GPS and wifi is 

given by the event listeners and are only used to 

reduce the size of the feasible area in which the mobile 

devices could lie in real space. So the error is simply 

what is returned with the GPS coordinates or wifi scan 

data. 

 

Unlike the GPS data, the wireless connection 

strength (RSSI value) data had to be analyzed to 

calculate the distance of the user from the wireless 

router. This distance is given by equation 4 [10]. 

D = 10[(A−R)/k] (4) 

where k (estimated for the conditions of the 

experiment as 3) is a constant determined by several 

factors including the environment and frequency that 

the wireless routers runs at and A is the connection 

strength at a distance of 0 meters from the router. R is 

the connection strength value in dBm. The value for A 

is calculated using linear regression and equation 4. 

 

Implementation of the EKF 

 

Using all of the previously stated methods for 

obtaining error for each method of obtaining 

orientation and change in position of the device, they 

can be combined to obtain better, more consistent 

estimations of position through the use of equation 5 

and equation 6 [3]. 

State equations: 

x(k + 1) = x(k)A(k) + s(k) 

(5) 

 

Orientation: 

f(k) = δθo(k) − δθg(k) + v(k) 

(6) 

where v(k)is the measurement noise for orientation, 

and s(k) is system noise. Both s(k)and v(k)can be 

understood as zero-mean Gaussian white noise 

sequences and A(k)act  as system matrices [13]. 

 

3.2.2 Delayed optimization of position 

 

Once the sensor data above is fused and used 

to generate a position and orientation of the device, the 

position can be further and more precisely chosen. 

Aside from the position of the device from the 

previous calculation, we can also obtain an error range 

for that value. The wifi connection strengths and GPS 

position measurements are still available for use. If the 

calculated position and error range of the device is 

treated as an objective function then the information 

from the GPS service and wifi connection strengths, 

along with error, can be used as constraints to create a 

smaller feasible set of positions for the device. This 

concept is illustrated in figure 2. 
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Figure 2. System optimization 

 

Although only the position calculated by 

EKF and GPS are expressed in this figure the wireless 

signal strengths can be represented similarly as a 

constraint to the objective functions as the space 

between two cylinders, both centered at the starting 

point. 

 

3.3 The Device Relational Model 

 

After all of the data from the various mobile 

device sensors, services, and devices themselves are 

combined to generate a position for each of the mobile 

devices, the devices can then be related to each other 

with regards to their real-space positions. This is 

simply done by transmitting their coordinate 

information generated by the Kalman filter to the other 

over bluetooth. This information is then used to find 

the distance each device is from each other and their 

difference in orientation over each of the axis. This is 

simply done with the distance formula and subtraction 

of one devices orientation matrix from the others as is 

done in equation 7 and equation 8 respectively. 

d = √(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (7) 

where x, y, and z are the coordinates in real space on 

the x, y, and z axis respectively. 

o =  [x1, y1, z1]T −  [x2, y2, z2]T (8) 

where x is the pitch (rotation around the x axis), y is 

the roll (rotation around the y axis), z is the azimuth 

(rotation around the z axis), and o is the orientation of 

one device with respect to another. 

 

4.0 Conclusion 

 

We have presented a method for calculating 

and creating a multi mobile device relational model. 

This method differs from all techniques currently in 

use in both improved accuracy and real time 

capability. The approach is a feasible method of 

performing many location based, multi device 

activities such as mobile interactive gaming. 

 

 The NFC, EKF, and optimization based 

method that we have presented has many possible 

advantages over techniques currently in use. First, 

since this technique uses NFC to create a starting point 

for tracking the initial error of the positioning with 

respect to real space, all initial measurements can be 

taken to be zero since NFC only has an operating 

range of about 10 cm [9]. Second, by using several 

inputs to generate and update the position model, it 

becomes a lot more accurate and precise, in contrast to 

pure methods that only use GPS or wifi connections to 

generate a location [11]. Last, the method we 

presented has the advantage of not relying on any one 

source of data to generate a location; it can use many 

combinations of sensors and services to generate a 

location. Methods relying on one input cannot offer 

consistent accuracy or precision. 
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Abstract - In wireless communications, transmitting large 
amounts of data, at high speed and low error probability, is a 
major challenge.  In this paper, modeling aspects of Multiple-
Input Multiple-Output (MIMO) communication channels are 
studied, using binary phase-shift keying (BPSK) modulation 
and Alamouti space-time block code (STBC) with 2 
transmitting and 2 receiving antennas. Alamouti code 
performance is simulated for different values of signal-to-
noise ratio (SNR) and fading channel characteristics. 
Simulation results and performance analysis on image 
broadcasting using Alamouti STBC are presented for a 
grayscale rose image, which is more sensible to noise. The 
distribution analysis of error bits into the data stream and 
also into the error bytes are computed. The error bits are well 
distributed in accordance with the model of MIMO channel. 
 

Keywords: MIMO channels, space-time codes, wireless 
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1 Introduction 

Digital wireless communications is a relative new but 
intensively studied domain, due to its major impact into many 
aspects of people’s life. Transmitting large amounts of data 
through wireless communication channels, at high speed and 
low error probability, is a major challenge for the researchers 
in the field. 

In general, communications through wireless channels 
are affected by time-varying characteristics of propagation 
environment. A signal sent from a transmitter traverses many 
different paths to its destination, in so-called multipath 
propagation, so that multiple versions of the transmitted 
signal reach the receiver [1]. Therefore, the received signal in 
communications through wireless radio channel cannot be 
modeled in a simple way as a copy of the transmitted signal 
corrupted by additive Gaussian noise [2]. 

On each path, a signal fading process is present, in 
which the signal experiences different attenuations, time 
delays, and phase shifts on one or more frequency 
components. The observed signal at the receiver is a sum of 
these multiple signals, being different from the original one 
transmitted through fading channel (FC). In addition, the 
number of paths and their characteristics can change in time, 

due to changing of relative positions of the transmitter, 
receiver, and also of the objects in the environment [3]. To 
improve data transmission through FC, coded modulation 
techniques were proposed [4]. 

There are moments of time, when the signal observed by 
a receiver is not sufficient to recover the actually transmitted 
signal, and this is an important problem in wireless 
communications. A solution is to transmit more replicas of 
the signal, using a technique called transmit diversity, which 
can be provided using temporal, frequency, polarization, and 
spatial resources [5]. 

Spatial diversity is obtained by deploying multiple 
antennas at both the transmitter and receiver. In this case, the 
wireless communication channel is Multiple-Input Multiple-
Output (MIMO) type. Each antenna element in a MIMO 
system operates on the same frequency and therefore does not 
require extra bandwidth [6]. In addition, the total power 
through all antenna elements is less than or equal to that of a 
single antenna system.  

Transmit diversity has been studied extensively as a 
method of combating detrimental effects in wireless fading 
channels due to its feasibility of having multiple antennas at 
base station  [3], and relative simplicity of implementation 
[7]. Combined effects of transmitter diversity and channel 
coding were also studied [8]. 

Space-time codes (STC) are used in wireless 
communication systems with multiple transmitting antennas, 
to improve the reliability of data transmission, especially at 
high data rate [9]. Data streams are divided into multiple, 
redundant copies, which are transmitted to the receiver, 
assuring reliable decoding and full recovery of the data [10]. 

 Space–time trellis coding (STTC) techniques extend 
trellis encoded modulation in spatial dimensions and combine 
coding techniques appropriate to multiple transmit antennas 
with complex decoding algorithms at the receiver [11]. These 
codes provide both diversity gain which can be maximized, 
and encoding gain depending on the complexity of the code 
(the number of states in the trellis) without loss of spectral 
efficiency.  

Space-time block codes (STBC) reduce the decoder 
complexity of the receiver, using linear decoder based on 
orthogonal construction of the code matrix. However, STBC 
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codes lack of encoding gain [12]. The most practical STC are 
designed for two to four transmit antennas, which perform 
extremely well especially in slow fading environments. 
Alamouti space-time codes represent simple methods to 
develop space-time diversity, by using 2 transmitting 
antennas and NR receiving antennas [7]. 

In this paper, modeling aspects of MIMO 
communication channels are studied, using binary phase-shift 
keying (BPSK) modulation and Alamouti STBC with 2 
transmitting and 2 receiving antennas. Alamouti code 
performance is simulated for different values of signal-to-
noise ratio (SNR) and fading channel characteristics. Also, 
simulation results on image broadcasting using Alamouti 
STBC are presented. 

The paper is organized as follows. Section 2 describes 
mathematical models for MIMO communication systems and 
STC techniques. In section 3, Alamouti space-time code is 
described. Simulation results are presented in section 4 and 
conclusions are pointed out in section 5.  

2 Mathematical models 
In MIMO wireless communication system, multiple 

antennas at both transmitter and receiver are used. This 
allows multiple space-independent channels to be created. In 
addition, towards creating spatial diversity, the antenna arrays 
can be used to divert energy towards desired coordinates or to 
create parallel multiple channels used to stream (spatial 
multiplexing in transmission). 

Consider a MIMO communication system with NT 
transmitting and NR receiving antennas, as shown in Fig. 1. In 
this paper, only propagation channels with flat fading and 
without memory are considered. 

The signals submitted by the NT antennas during a 
symbol period are denoted xi, i = 1...NT, where i index 
represents the signal emitted by the i antenna. These signals 
form the column vector x of size [NT, 1]: 
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xxx ..., 21x
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Figure 1.  MIMO wireless communication system 

The signals received by the NR antennas during a 
symbol period form the column vector r of size [NR, 1]: 

 
 TN R

rrr ..., 21r . (2) 

Similarly, the column vector of Gaussian noise is: 

 
 TN R

 ..., 21n . (3) 

The MIMO channel, considered without memory and 
with flat fading, is modeled by the channel matrix H, of size 
[NR, NT], which is also called the transfer function of MIMO 
channel. It contains the channel fading coefficients, hjk, 
between the broadcasting antenna k and the receiving antenna 
j. At every t moment of time, the channel matrix is: 
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The coefficients of H matrix can be deterministic or 
random. There are several statistical models for representing 
random coefficients. For a Rayleigh fading channel, which is 
considered in this paper, the fading coefficients are complex 
Gaussian random variables. They contain independent 
random variables for real and complex part, with identical 
distributions with zero mean. 

The MIMO channel linear input-output relationship is: 

 
r = Hx + n. (5) 

In general, channel matrix H varies in time. The MIMO 
channel behavior can be characterized based on the changing 
rate of channel fading coefficients, which defines the channel 
coherence time, denoted tc.  

If the channel matrix H varies slowly in time, being 
constant during the transmission of an entire frame with L 
symbols, but changing from frame to frame, then the channel 
is quasi-static or slow fading. In this case, the channel 
parameters vary more slowly than those of the base-band 
signal, and the channel coherence time is bigger than the time 
of frame transmission, TF:     TF = LT < tc, where L is the 
number of symbols in the frame, and T is the transmission 
time of a symbol. 

If the channel matrix H remains constant during the 
symbol transmission, but varies from symbol to symbol 
during the frame transmission, then the channel is fast fading. 
In this case, the coherence time is:    T < tc < LT. 

One part of the transmitted signals goes through 
propagation channels and it is received subsequent to the NR 
receiving antennas. At every t moment of time, the received 
signal by the receiving antenna j, denoted rt,j, is a linear 
combination of all signals, fading and channel-added noise: 
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where t
j is Gaussian noise, with zero mean and 2 diversity.  

Taking into account the transmission of a frame with L 
symbols, which are transmitted successively during the frame 
time, denoted TF, the column vector x transforms into space-
time codeword matrix X of size [NT, L]:  
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Each j column represents the signals submitted by the 
NT transmitting antennas during of j symbol period, j = 1…L. 

Similarly, column vectors r and n transform into 
matrices of size [NR, L]: 
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In this case, the input-output model for MIMO slow 
fading channel is: 

 
R = HX + N. (10) 

For fast fading channel, the model is: 

 
R = [H1x1, H2x2, … , HLxL] + N. (11) 

Space-time codes are used to improve the reliability of 
data transmission, especially at high data rate, by increasing 
spatial diversity and minimizing the likelihood of error.  

In space-time coding, for every symbol in the data 
sequence, each transmitting antenna transmits a different 
version of the same input, generated by the space-time 
encoder. A MIMO communication system with STC is 
illustrated in Fig. 2. 

During one symbol, the space–time encoder generates 
NT modulated complex symbols, which form the column 
vector x, as input to the MIMO wireless communication 
channel.  

At the receiver, the NR received signals, which form the 
column vector y as output from MIMO channel, are used by 
the space-time decoder to obtain the original symbol.  
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Figure 2.  MIMO communication system using space-time coding 

It is assumed that the receiver decoder estimates the 
maximum plausible sequence of information transmitted. At 
the reception, squared Euclidean distance is used between 
presumably received sequence and the received one: 
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The space–time codes provide the best possible tradeoff 
between constellation size, data rate, diversity advantage, and 
trellis complexity. When the number of transmit antennas is 
fixed, the decoding complexity of space–time trellis coding 
(measured by the number of trellis states in the decoder) 
increases exponentially as a function of both the diversity 
level and the transmission rate. 

3 Alamouti space-time codes 
Trying to solve the problem of decoding complexity at 

the receiver, Alamouti had discovered a remarkable scheme 
for transmission, using only two transmitting antennas. Based 
on orthogonal construction of the code matrix, Alamouti 
codes reduce the decoder complexity of the receiver, using 
linear decoder. But, low encoding complexity is obtained, in 
exchange for a reduced encoding gain, which is the main 
drawback of these codes. 

Space-time block codes generalize the transmission 
scheme discovered by Alamouti to an arbitrary number of 
transmitting antennas and are able to achieve the full diversity 
promised by the transmitting and receiving antennas. These 
codes retain the property of having a very simple maximum 
likelihood decoding algorithm based only on linear 
processing at the receiver.  

The structure of STBC encoder, which generates 
codeword matrix X, is illustrated in Fig. 3. 

Space-Time Block
Encoder

ModulatorSource

x1

xNt

 

Figure 3.  Space-time block encoder 

Int'l Conf. Wireless Networks |  ICWN'13  | 381



 
At each t moment of time, the source generates an m-

block of binary information, which is first modulated using a 
constellation C with 2m points. The modulator produces a 
modulated block of K real or complex symbols from C. Next, 
the space-time block encoder generates the codeword matrix 
X of size [NT, L], which is transmitted through NT antennas, 
in L time slots equals to L symbol periods. The X matrix 
elements are linear combinations of the K modulated symbols 
and their conjugates. 

In STBC, the number of symbols that encoder receives 
as inputs to each encoding operation is K. The number of 
transmission periods used to forward the coded symbols 
through each antenna is L. In other words, L symbols are 
transmitted by each antenna for each input block of K 
symbols. In this case the coding rate is: 

 L
KR  . (13) 

A j column of X matrix represents broadcasted symbols 
by all NT antennas during j time slot, while i line contains the 
L sequentially broadcasted symbols by i antenna: 

 
xi = [xi1 xi2 … xiL],  i = 1…NT. (14) 

The codeword matrix X is built with lines being 
orthogonal each other, resulting: 
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where < , > is the inner product for vectors with complex 
elements.  

As a result, the X matrix has the property: 
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H xxxc I
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where XH is complex conjugate transpose of X, c is a constant 
and INT is the unit matrix of size [NT, NT]. 

In this paper, Alamouti space-time code with NT = NR = 
2 is used. The Alamouti encoder structure is shown in Fig. 4. 
For example, in the case of Quadrature phase-shift keying 
(QPSK) modulation, the modulator gets at the input two bits 
of information and produces two complex symbols [x1 x2], 
with xi  C = {1, j, -1, -j}. If Binary phase-shift keying 
(BPSK) modulation is used, then constellation C has real 
points and xi  C = {1, -1}. 

Encoder outputs are transmitted during two consecutive 
symbol periods through the two transmitting antennas. For 
each encoding operation, the encoder takes the group of two 
modulated complex symbols, and generates the codeword 
matrix X: 

 
*

1 1 2
*

2 2 1

x

x

t t T
T x x
T x x


 X . (17) 

[x1 x2]
Encoder

[x1 x2] X=
x1 -x2*

x2  x1*

ModulatorSource

x1=[x1 -x2*]

x2=[x2  x1*]  

Figure 4.  Alamouti encoder with PSK modulation 

During the first period, the two signals x1 and x2 are 
transmitted simultaneously through the first and second 
antenna, respectively Tx1 and Tx2. In the second period, Tx1 
antenna broadcasts –x2

* signal, and Tx2 antenna broadcasts x1
* 

signal. The inner product of the two lines is: 
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The X matrix has the same property as all STBC: 
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The signals received by j antenna at t and t + T time 
slots are rj,1 and rj,2, respectively: 
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The matrix form of (21) is: 
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The decoder uses a maximum plausibility algorithm, 

selecting the most likely look symbols 1̂x and 2x̂ . 

Considering a source of information without memory, x2 and 
x1 modulated symbols are independent to each other. Hence, 
it is possible separate decoding of the two symbols: 
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4 Simulation results 
In this section, Alamouti code performance on large data 

transmission is studied, and some simulation results on image 
broadcasting using Alamouti STBC are presented. 

For simulations, a MIMO channel is considered, which 
is affected by Rayleigh slow fading. Two solutions were 
chosen, with NT = 2 and NR = 1, denoted solution S2, and NT 
= 2 and NR = 2, denoted solution S3, respectively. They are 
compared with SISO channel, denoted S1. The channel 
coherence time is:  tc ≥ TF = 2T.  
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Different coherence time values were chosen in 

simulations: tc = NF  TF , where NF is the number of frames in 
which the fading coefficients are constant, NF = 1, 10 and 100 
respectively. The decoder uses maximum plausibility 
algorithm to estimate broadcasted symbols, based on separate 
decoding presented in (22). 

To simulate Alamouti code performance, a large random 
data sequence is used. It contains 106 bits of 0 and 1 values 
with equal probability. The data set is modulated using BPSK 
modulation, resulting constellation C with real points and C = 
{1, -1}. The modulated data sequence is divided into 5105 
blocks of 2 bits and the Alamouti encoder forms 5105 
different X matrices of size [2, 2]. 

The bit error rate (BER) is the performance criterion. 
The BER curves are obtained depending on the signal-to-
noise ratio (SNR), which is a chosen vector in the range [2, 
27] dB. For every SNR value, the entire data sequence is 
transmitted through MIMO channel and the error vector 
between received and original data sequences is computed. 
The simulation results are illustrated in Fig. 5. 

 
Figure 5.  BER performance of Alamouti code for a random data 

sequence of 106 bits 

The computed BER of Alamouti STBC with NT=2 and 
NR=2 (solution S3) is represented with “o” magenta mark, 
solution S2, with Alamouti code with NT=2 and NR=1 is 
drawn with “+” green mark, and the simple communication 
channel (solution S1) is drawn with “*” blue mark. 

It can be observed that, for Alamouti STBC with NT=2 
and NR=2, the BER curve decreases much faster than other 
two solutions. BER numerical values for two different values 
of SNR used for image transmission next are represented in 
Table I. 

TABLE I.  BER numerical values for three solutions 

BER*1000 SNR 
[dB] S1 Solution S2 Solution S3 Solution 

5 64.1827 32.8577 3.7270 

10 23.2687 5.5282 0.1100 

The image transmission, through MIMO channel using 
BPSK modulation and Alamouti STBC with NT=2 and NR=2, 
is simulated on a grayscale rose image, which is more 
sensible to noise. The uncompressed image has 512*512 
pixels with 8 bit grayscale, being illustrated in Fig. 6. 

 
Figure 6.  Original image with 512*512 pixels and 8 bit grayscale 

After modulation, the data stream has 221 bits, and it is 
divided into 220 symbol blocks. The image transmission is 
repeated for two SNR values: 5 and 10 [dB], respectively. 

The received image for SNR = 5 [dB], illustrated in Fig. 
7, is compared with original one, and an error image is 
computed and represented in Fig. 8. 

 
Figure 7.  The received image, after Alamouti decoding 

The bit error number (BEN) is computed by comparing 
the original data sequence and the estimated one determined 
by the Alamouti decoder. The numerical values of BEN and 
the corresponding computed BER (BERC) are represented in 
Table II, for the two cases of SNR.  
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5 Conclusions 
A MIMO channel model with BPSK modulation and 

Alamouti space-time block code with 2 transmitting and 2 
receiving antennas was studied. The bit error rate was 
determined by simulations for different values of SNR. Also, 
some simulation results on image broadcasting using 
Alamouti STBC are presented. The decoder estimates well 
the broadcasted symbols, even for small values of SNR. 
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Abstract— To meet the explosive demands of high-capacity and 

broadband wireless access, modern cell based wireless networks 

have trends, i.e., continuous increase in the number of cells and 

utilization of higher frequency bands. It leads to a large amount 

of base stations (BSs) to be deployed; therefore, cost-effective BS 

development is a key to success in the market. In order to reduce 

the system cost, radio over fiber (RoF) technology has been 

proposed since it provides functionally simple BSs that are 

interconnected to a central control station (CS) via an optical 

fiber. The well known advantages of optical fiber as a 

transmission medium such as low loss, light weight, large 

bandwidth characteristics, small size and low cable cost make it 

the ideal and most flexible solution for efficiently transporting 

radio signals to remotely located antenna sites in a wireless 

network. In addition to its transmission properties, the 

insensitivity of fiber optic cables to electromagnetic radiation is a 

key benefit in their implementation as the backbone of a wireless 

network. This paper will provide an overview of RoF technology, 

followed by the description of suitable architectures for the 

deployment of WiMAX networks employing RoF systems. Main 

issues and challenges in the deployment of WiMAX employing 

RoF technology will be discussed in detail after reviewing some 

experimental and theoretical work. Furthermore, a simulation 

model for IEEE 802.16e is studied and simulation results are 

shown.   

Keywords- WiMAX; Radio over Fiber Technology; Broadband 

Wireless   

I.  INTRODUCTION  

For the future provision of broadband, interactive and 

multimedia services over wireless media, current trends in 

cellular networks - both mobile and fixed - are 1) to reduce 

cell size to accommodate more users and 2) to operate in the 

microwave/millimeter wave (mm-wave) frequency bands to 

avoid spectral congestion in lower frequency bands. It 

demands a large number of base stations (BSs) to cover a 

service area, and cost-effective BS is a key to success in the 

market. This requirement has led to the development of system 

architecture where functions such as signal routing/processing, 

handover and frequency allocation are carried out at a central 

control station (CS), rather than at the BS. Furthermore, such a 

centralized configuration allows sensitive equipment to be 

located in safer environment and enables the cost of expensive 

components to be shared among several BSs. An attractive 

alternative for linking a CS with BSs in such a radio network 

is via an optical fiber network, since fiber has low loss, is 

immune to EMI and has broad bandwidth. The transmission of 

radio signals over fiber, with simple optical-to-electrical 

conversion, followed by radiation at remote antennas, which 

are connected to a central CS, has been proposed as a method 

of minimizing costs. The reduction in cost can be brought 

about in two ways. Firstly, the remote antenna BS or radio 

distribution point needs to perform only simple functions, and 

it is small in size and low in cost. Secondly, the resources 

provided by the CS can be shared among many antenna BSs. 

This technique of modulating the radio frequency (RF) 

subcarrier onto an optical carrier for distribution over a fiber 

network is known as “radio over fiber” (RoF) technology.  

 
On the other hand, to meet the explosive demands of high-

capacity and broadband wireless access, millimeter-wave (mm-
wave) radio links (26 - 100 GHz) are being considered to 
overcome bandwidth congestion in microwave bands such as 
2.4 or 5 GHz for application in broadband micro/picocellular 
systems, fixed wireless access and WLANs. The larger RF 
propagation losses at these bands reduce the cell size covered 
by a single BS and allow an increased frequency reuse factor to 
improve the spectrum utilization efficiency. Recently, 
considerable attention has been paid in order to merge RoF 
technologies with mm-wave band signal distribution.  The 
system has a great potential to support cost-effective and high 
capacity wireless access. The distribution of radio signals to 
and from BSs can be either mm-wave modulated optical 
signals (RF-over-fiber) or lower frequency subcarriers (IF-
over-fiber). Signal distribution as RF-over-fiber has the 
advantage of a simplified BS design but is susceptible to fiber 
chromatic dispersion that severely limits the transmission 
distance. In contrast, the effect of fiber chromatic dispersion on 
the distribution of intermediate-frequency (IF) signals is much 
less pronounced, although antenna BSs implemented for RoF 
system incorporating IF-over-fiber transport require additional 
electronic hardware such as a mm-wave frequency local 
oscillator (LO) for frequency up- and down conversion. These 
research activities fueled by rapid developments in both 
photonic and mm-wave technologies suggest simple BSs based 
on RoF technologies will be available in the near future. 
However, while great efforts have been made in the physical 
layer, little attention has been paid to upper layer architecture. 
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Specifically, centralized architecture of RoF networks implies 
the possibility that resource management issues in conventional 
wireless networks could be efficiently addressed.  

II. RADIO OVER FIBER TECHNOLOHY 

Radio-over-Fiber (RoF) technology entails the use of 
optical fiber links to distribute RF signals from a central 
location (head-end) to Remote Antenna Units (RAUs). In 
narrowband communication systems and WLANs, RF signal 
processing functions such as frequency up-conversion, carrier 
modulation, and multiplexing, are performed at the BS or the 
RAP, and immediately fed into the antenna. RoF makes it 
possible to centralize the RF signal processing functions in one 
shared location (head-end), and then to use optical fiber, which 
offers low signal loss (0.3 dB/km for 1550 nm, and 0.5 dB/km 
for 1310 nm wavelengths) to distribute the RF signals to the 
RAUs, as shown in Figure 1. By so doing, RAUs are simplified 
significantly, as they only need to perform optoelectronic 
conversion and amplification functions. The centralization of 
RF signal processing functions enables equipment sharing, 
dynamic allocation of resources, and simplified system 
operation and maintenance. These benefits can translate into 
major system installation and operational savings, especially in 
wide-coverage broadband wireless communication systems, 
where a high density of BS/RAPs is necessary as discussed 
above.   

Figure 1: The Radio over Fiber System Concept 

One of the pioneer RoF system implementations is depicted 
in Figure 2. Such a system may be used to distribute GSM 
signals, for example. The RF signal is used to directly modulate 
the laser diode in the central site (head-end). The resulting 
intensity modulated optical signal is then transported over the 
length of the fiber to the RAU. At the RAU, the transmitted RF 
signal is recovered by direct detection in the PIN photo 
detector. The signal is then amplified and radiated by the 
antenna. The uplink signal from the Mobile Unit (MU) is 
transported from the RAU to the head-end in the same way. 
This method of transporting RF signals over the fiber is called 
Intensity Modulation with Direct Detection (IM-DD), and is 
the simplest form of the RoF link.  

III. BENEFITS OF ROF TECHNOLOGY 

Some of the advantages and benefits of the RoF technology 
compared with electronic signal distribution are given below. 

Figure 2: RoF - Basic Structure of the System 

A. Low Attenuation Loss 

Electrical distribution of high frequency microwave signals 
either in free space or through transmission lines is problematic 
and costly. In free space, losses due to absorption and reflection 
increase with frequency. In transmission lines, impedance rises 
with frequency as well. Therefore, distributing high frequency 
radio signals electrically over long distances requires expensive 
regenerating equipment. An alternative solution is to use 
optical fibers, which offer much lower losses. Commercially 
available standard Single Mode Fibers (SMFs) made from 
glass (silica) have attenuation losses below 0.2 dB/km and 0.5 
dB/km in the 1.5 nm and the 1.3 nm windows, respectively. 
These losses are much lower than those encountered in free 
space propagation and copper wire transmission of high 
frequency microwaves. Therefore, by transmitting microwaves 
in the optical form, transmission distances are increased several 
folds and the required transmission powers reduced greatly.  

B. Large Bandwidth 

Optical fibers offer enormous bandwidth. There are three 
main transmission windows, which offer low attenuation, 
namely the 850nm, 1310nm and 1550nm wavelengths. For a 
single SMF optical fiber, the combined bandwidth of the three 
windows is in the excess of 50THz. However, today’s state-of-
the-art commercial systems utilize only a fraction of this 
capacity (1.6 THz). But developments to exploit more optical 
capacity per single fiber are still continuing. The main driving 
factors towards unlocking more and more bandwidth out of the 
optical fiber include the availability of low dispersion (or 
dispersion shifted) fiber, the Erbium Doped Fiber Amplifier 
(EDFA) for the 1550nm window, and the use of advanced 
multiplex techniques namely Optical Time Division 
Multiplexing (OTDM) in combination with Dense Wavelength 
Division Multiplex (DWDM) techniques.  

C. Immunity to Radio Frequency Interference 

Immunity to electromagnetic interference is a very attractive 

property of optical fiber communications, especially for 

microwave transmission. This is so because signals are 

transmitted in the form of light through the fiber. Because of 

this immunity, fiber cables are preferred even for short 

connections at mm-waves.  
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D. Easy Installation and Maintenance 

In RoF systems, complex and expensive equipment is kept at 

the head-end, thereby making the RAUs simpler. For instance, 

most RoF techniques eliminate the need for a LO and related 

equipment at the RAU. In such cases a photo-detector, an RF 

amplifier, and an antenna make up the RAU. Modulation and 

switching equipment is kept in the head-end and is shared by 

several RAUs. This arrangement leads to smaller and lighter 

RAUs, effectively reducing system installation and 

maintenance costs. Easy installation and low maintenance 

costs of RAUs are very important requirements for mm-wave 

systems, because of the large numbers of the required RAUs.  

 

IV. LIMITATIONS OF ROF TECHNOLOGY  

Since RoF involves analogue modulation, and detection of 

light, it is fundamentally an analogue transmission system. 

Therefore, signal impairments such as noise and distortion, 

which are important in analogue communication systems, are 

important in RoF systems as well. These impairments tend to 

limit the Noise Figure (NF) and Dynamic Range (DR) of the 

RoF links. DR is a very important parameter for mobile 

(cellular) communication systems such as GSM because the 

power received at the BS from the MUs varies widely. That is, 

the RF power received from a MU which is close to the BS 

can be much higher than the RF power received from a MU 

which is several kilometers away, but within the same cell.  

 
The noise sources in analogue optical fiber links include the 

laser’s Relative Intensity Noise (RIN), the laser’s phase noise, 
the photodiode’s shot noise, the amplifier’s thermal noise, and 
the fiber’s dispersion. In Single Mode Fiber (SMF) based RoF, 
systems, chromatic dispersion may limit the fibre link lengths 
and may also cause phase de-correlation leading to increased 
RF carrier phase noise. In Multi-Mode Fiber based RoF 
systems, modal dispersion severely limits the available link 
bandwidth and distance. It must be stated that although the RoF 
transmission system itself is analogue, the radio system being 
distributed need not be analogue as well, but it may be digital 
(e.g. WLAN, UMTS), using comprehensive multi-level signal 
modulation formats such as xQAM, or Orthogonal Frequency 
Division Multiplexing (OFDM). 

V. COST EFFECTIVENESS OF ROF TECHNOLOGY  

Conventional BS drives the antennas over lossy electrical 

cable which necessitates the location of the BS very close to 

the antennas. This can create problems with acquiring suitable 

sites for coverage extension. It also increases the capital and 

operational expenses due to site purchasing or leasing, new BS 

installation and maintenance. Utilizing the idea of RoF and BS 

hostelling, one BS can control several RAUs and new BS is 

not required for coverage extension. The additional antennas 

can be served from the existing BS close to the cell tower. 

This dramatically reduces the requirements for cell site 

footprint and the cost of site acquisition. The electrical cables 

that drive the antenna are responsible for large amount power 

loss of the BS. The loss in these cables and their associated 

connectors can range from a typical value of 3db to as much as 

10dB in extreme cases which means 50% to 90% of the radio 

transceiver’s output power is dissipated in cable transmission. 

All this extra power required to drive the electrical feeder 

cables means that higher output power amplifiers must be 

deployed. These high power amplifiers are more expensive 

and have poor operating efficiencies of around 10%, further 

compounding the problem of high energy consumption by BS. 

By feeding the RAUs with optical fiber, transmission to the 

antenna location can be made virtually almost loss-free except 

some small amount of loss in the short electrical cable 

connections between the RAUs and the antennas. 

 
In the conventional BS, the power dissipated as heat by the 

low-efficiency amplifiers requires the BS enclosure to have 
sophisticated metal enclosures with climate control facilities 
such as air conditioning, which also increases the expenses. 
RoF offers large reduction in the amount of thermal energy 
dissipated by the system. This means that the RAU can be 
designed without the need for any expensive climate control 
facilities at the remote site. In addition, the BS hostel can be 
installed in the more benign environmental conditions of an 
indoor facility. From the above discussion, it is clear that RoF 
technology has lots of possibilities to reduce the capital and 
operational expenses. In order to check the feasibility of 
transmission of IEEE 802.16a based WiMAX data through 
optical fiber link, we have done the simulation study.  

VI. APPLICATIONS OF ROF TECHNOLOGY  

Some of the applications of RoF technology include 
satellite communications, mobile radio communications, 
broadband access radio, Multipoint Video Distribution Services 
(MVDS), Mobile Broadband System (MBS), vehicle 
communications and control, and wireless LANs over optical 
networks. The main application areas are briefly discussed 
below. 

A. Cellular Networks 

The field of mobile networks is an important application 
area of RoF technology. The ever-rising number of mobile 
subscribers coupled with the increasing demand for broadband 
services have kept sustained pressure on mobile networks to 
offer increased capacity. Therefore, mobile traffic (GSM or 
UMTS) can be relayed cost effectively between the SCs and 
the BSs by exploiting the benefits of SMF technology. Other 
RoF functionalities such as dynamic capacity allocation offer 
significant operational benefits to cellular networks.  

B. Wireless LANS 

As portable devices and computers become more and more 
powerful as well as widespread, the demand for mobile 
broadband access to LANs will also be on the increase. This 
will lead once again, to higher carrier frequencies in the bid to 
meet the demand for capacity. For instance current wireless 
LANs operate at the 2.4 GHz ISM bands and offer the 
maximum capacity of 11 Mbps per carrier (IEEE 802.11b). 
Next generation broadband wireless LANs are primed to offer 
up to 54 Mbps per carrier, and will require higher carrier 
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frequencies in the 5 GHz band. Higher carrier frequencies in 
turn lead to micro- and pico-cells, and all the difficulties 
associated with coverage discussed above arise. A cost 
effective way around this problem is to deploy RoF 
technology. This greatly simplifies the remote transponders and 
also leads to efficient base station design.  

C. Vehicle Communication and Control 

This is another potential application area of RoF 
technology. Frequencies between 63-64 GHz and 76-77 GHz 
have already been allocated for this service within Europe. The 
objective is to provide continuous mobile communication 
coverage on major roads for the purpose of Intelligent 
Transport Systems (ITS) such as Road-to-Vehicle 
Communication (RVC) and Inter-Vehicle Communication 
(IVC). ITS systems aim to provide traffic information, improve 
transportation efficiency, reduce burden on drivers, and 
contribute to the improvement of the environment. In order to 
achieve the required (extended) coverage of the road network, 
numerous base stations are required. These can be made simple 
and of low cost by feeding them through RoF systems, thereby 
making the complete system cost effective and manageable.  

VII. ROF BAASED WIMAX SYSTEM  

In this section, some possible RoF deployment scenarios for 

WiMAX data transmission are proposed as a means for capital 

and operational expenses reduction. IEEE 802.16a standard 

based end-to-end physical layer model is simulated including 

intensity modulated direct detection RoF technology. 
 

Due to the ever-increasing demand of wireless 
communication and mobility, various wireless communication 
systems have been developed and deployed. Worldwide 
Interoperability for Microwave Access (WiMAX) system is 
now closely examined by many companies for the last mile 
wireless connectivity to provide flexible broadband services to 
end users. The technology is based on the IEEE 802.16 and 
802.16e standards. According to the WiMAX standard, the cell 
coverage can typically extend to 5km in the air, with higher 
data rate and more selectable channel bandwidth than 3G 
system. Radio-over- fiber (RoF) nowadays is a hot topic for 
integrating optical technologies with wireless systems. RoF 
deploys optical fiber, which has low loss and high bandwidth, 
to distribute radio frequency (RF) signals from central station 
(CS) or base station (BS) to remote antenna units (RAUs). For 
some applications, such as inside a long tunnel with many 
bends, the deployment of the wireless WiMAX is greatly 
hindered. Because of this, using RoF to carry the WiMAX 
signal is a good solution.   

A. RoF Deployment Scenarios 

Rapidly increasing demand for broadband services like high 
speed internet access and mobile multimedia forcing towards 
smaller radio cell size. Smaller cells imply that more antennas 
are needed to cover a certain area. Such an area may include 
the rooms in a residential home, a hospital, an office building, 
an airport lounge, or a conference site, etc. When it needs so 
many antenna sites, it becomes economically attractive to 
locate the microwave signal generation and modulation at a 

central BS from where the radio signals will be transmitted to 
the RAUs using RoF. The antenna units have to do the simple 
optical-to-electrical conversion, and to emit and receive the 
wireless signal. Centralizing the sophisticated signal handling 
process can bring many advantages in operating, maintaining 
and upgrading wireless networks. In WiMAX service 
provisioning, several approaches can be taken to utilize the 
benefits of RoF. Two particular deployment scenarios are given 
in Fig. 3 and Fig. 4.  

Figure 3: In Building Deployment Scenario of WiMAX over 

RoF 

Fig. 3 shows indoor WiMAX cells, inside the residential 

buildings, offices, underground subways, tunnels, or shadowed 

areas, are served by the distributed antenna systems, where the 

RAUs are fed by WiMAX over fiber links from the WiMAX 

BS via a control station. BS hostelling can be another cost 

reducing deployment of RoF as shown in Fig. 4, where 

multiple macro cells are covered by a central BS and RoF 

links are used to feed the antenn in each cell. This type of 

deployment scenario results in lower capital and operational 

cost for the service providers.  

B. Experimental Study Related to WiMAX RoF 

In this section two different experiments related to check 

the feasibility of RoF for WiMAX are described in detail. 

Some of the good experimental results are summarized at the 

end of each sub-section.  

a) Experiment for TDD Switching Architecture of WiMAX 

Using time-division-duplex (TDD) is favored by a majority 

of implementations in wireless systems because of its 

advantages of providing flexibility in choosing uplink (UL)-

to-downlink (DL) data rate ratios and having less complex 

transceiver design. However, it is worth to mention that the 

TDD system limits the transmission distance of systems.  
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Figure 4: Base station Hosteling 

The standard WiMAX signal generated from a commercial 

base station (BS) is applied to the RoF system. It is observed 

that the maximum effective transmission length of the 

WiMAX RoF system is mainly limited by the synchronization 

in the TDD mode and not by the signal-to-noise ratio (SNR). 

TDD switch (SW) architecture is needed at the RAU in the 

WiMAX RoF link for switching between the UL and DL 

signals. In order to emit higher power for the RAU, leakage 

power from the DL may cause damage to the electronic 

components, such as RF amplifier, in the UL. A robust TDD 

switch architecture with self-detected switching in each RAUs 

is studied for the WiMAX RoF system.   

The WiMAX signal access network using RoF is shown in 

Figure 5. In this RoF link, a head-end (HE), which consists of 

an optical-to-electrical (O/E) and an electrical-to-optical (E/O) 

modules, is used to connect to the BS. A remote antenna unit 

(RAU) will be used in each picocell.  

Figure 5: WiMAX RoF Access Network 

In order to realize the WiMAX RoF system, an experiment 

is performed. Here, Figure 6(a) shows the proposed WiMAX 

RoF link connecting a HE and a RAU. The HE and RAU 

consist of a pair of E/O and O/E converters for conversing 

electrical and optical signals. To characterize and analyze 

solely the performance of the WiMAX RoF system and to 

remove the atmosphere multipath fading effects of the signal, 

the antenna (ANT) in the RAU and mobile station (MS) are 

purposely removed. For the reported WiMAX-over-fiber 

system, the conventional antenna connecting to the base 

station via the electrical RF cable has been replaced by a pair 

of O/E-E/O converter and optical fiber. The detection of 

multipath fading signals in the conventional wireless antenna 

is the same as that by using the RAU. Since multipath fading 

issue has been considered in standard wireless WiMAX 

system, the multipath fading issue is not the main interest in 

this report. And this is the reason that the setup is simplified 

by focusing on the performance analysis owing to the optical 

fiber solely.  

Figure 6: (a) Typical WiMAX RoF Setup 

(b) Experimental Setup of Proposed WiMAX RoF 

Architecture 

Hence, the RAU and MS are directly connected using high 

frequency electrical cables via a RF circulator (CIR), RF 

variable attenuator (VA)   and a RF splitter (SP).  Figure 6(b) 

According to WiMAX standard , for the TDD-based 

operation, there are two time gaps of transmit/receive 

transition gap (TTG) and receive/transmit transition gap 

(RTG) between DL-and-UL and UL- and-DL, respectively, as 

shown in Figure 7.  

Figure 7: Time Diagram of TDD based WiMAX 

The maximum time gaps of TTG and RTG are 105 and 60 

µs, respectively, in standard WiMAX system. Initially, the 

WiMAX signal access was for UL traffic. After ending gap 

time of RTG, the BS begins to transmit the DL signal. The 

signal switching can be achieved by using 1 X 2 RF switch 

(SW) in BS and control by MAC within the gap time of RTG, 

as shown in Figure 8(a). However, when using the WiMAX 

access in RoF link, as seen in Figure 8(b), the TDD switch 

design of the distributed RAU must complete the DL/UL 

signal switching within the gap times of TTG and RTG. 

Besides, the maximum WiMAX output power emitted from 

BS was 35 dBm. Thus, the higher launched power to the ANT 

at RAU is desirable in order to increase the emitted RF signal 

power in WiMAX RoF system. Furthermore, due to the 

intrinsic power isolation of RF circulator, the leakage power 

from the DL may cause damage to the UL components, such 

as the low noise amplifier (LNA). Thus, the RF switch design 
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in RAU must take into account the TDD signal operating and 

high leakage power. 

Figure 8: (a) WiMAX TDD switching for DL and UL 

traffic of BS. (b) TDD switching of RAU in WiMAX RoF     

architecture  

Figure 9 shows the proposed TDD switch in the RAU, 

which is used to solve the limited power isolation issue of 

typical high-speed RF device and the TDD operating (used in 

the experiment). Hence, higher RF power can be launched into 

the ANT in order to enhance the SNR, while preventing the 

leakage power may cause damage to the electrical 

components. The proposed RAU consists of a 1X2 switch 

(SW1), a 1X1 switch (SW2), a power amplifier (PA), a low 

noise amplifier (LNA), a delay element (DE), a detector (DT), 

a control circuit (CC), and a pair transceiver (E/O and O/E 

converter), as shown in Figure 9. Based on the WiMAX 

standard, the maximum WiMAX power can be amplified to 35 

dBm. To avoid the leakage power of DL signal into the LNA 

in the UL, two switches: SW1 and SW2 are used to block the 

leaked DL power. In addition, the proposed TDD switch also 

needs to consider the signal transmission completely under the 

gap times of TTG and RTG in fiber link.  Moreover, the 

proposed TDD SW design with self-detection not only avoids 

the higher leakage power, but also can synchronize the DL and 

UL data traffic. For IEEE 802.16e WiMAX, the maximum 

time gaps of TTG and RTG are 105 and 60 µs, respectively. 

The TTG frame is 105 µs, which equates to approximately 

9km roundtrip over standard single mode fiber (SMF). This is 

the theoretical maximum transmission distance for the 

WiMAX RoF governed by the WiMAX protocol for waiting 

the acknowledgement signal. The maximum fiber length may 

be reduced when the switching or electrical to optical 

conversion delays are included. 

Figure 9: The proposed RAU scheme. 

SW1: 1X2 switch; SW2: 1X1 switch; PA: power amplifier; 

LNA: low noise amplifier; DE: delay element; DT: detector; 

CC: control circuit; ANT: antenna. 

VIII. WIMAX PHYSICAL LAYER SIMULATION 

MODEL  

Fig. 10 below depicts the Physical layer of 802.16a and a 

classical IMDD optical link model for transmitting the signal 

to RAU. The laser diode is modulated by the RF signal in the 

downlink path. The resulting intensity modulated optical 

signal is then transmitted through the single mode fiber 

towards a RAU. At the RAU end, the received optical signal is 

converted to RF signal by direct detection through a PIN 

photodetector. The signal is then amplified and radiated by the 

antenna. The Uplink signal is transmitted from the RAU to the 

BS in a similar way. 

Figure 10: IEEE 802.61a Model with RoF   using 

MATLAB 

A. Laser and Photodiode Mode 

The laser is usually a significant source of noise and distortion 

in an ROF link, and laser diode normally exhibits nonlinear 

behavior. When it is driven well above its threshold current, its 

input/output relationship can be modeled by a Volterra series 

of order 3 [6]. However, if the signal current dynamic range is 

within the linear region of the laser diode, it obviously will 

show linear response. In our present simulation we assume 

ideal linear characteristic of the laser diode. Output optical 

power versus current can be given as: 

 

 

                                                                                                (1) 

 

 

where I(t) is input current of the microwave signal including 

the dc bias, Ith is diode threshold current, h is Planck constant, 

f is frequency in hertz, e is charge of an electron, and ηL is 

laser quantum efficiency [1]. The detection of transmitted light 

waves is performed primarily by the photo-detector. In most 

cases the received optical signal is quite weak and thus 

electronic amplification circuitry is used, following the 

photodiode, to ensure that an optimized power signal-to-noise 

(SNR) is achieved. The PIN photodiode and receiver total 

noise are calculated and superimposed over the ideal 

photodiode signal current. To evaluate the effect of noise 
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added during the amplification process, a mathematical model 

explained in [1] has been used in our simulation. The noise in 

photodiode includes quantum shot noise ish , dark current noise 

idk , and the thermal noise ith . The total current generated by 

the photodiode when optical power falls on it is expressed by 

 

                                                                                                  

                                                                                               (2) 

 

 

Where Ip and mean squared noise is given by: 
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Where Idk = 25nA, is assumed to be dark current obtained 

from the DSC10H PIN photodiode datasheet of 

Semiconductor. Inc. B is the photodiode 3dB bandwidth, B K 

is Boltzmann’s constant, T is the absolute temperature (ºK), 

and R is the photodiode load resistor assumed to be 50 ohm for 

ultra wideband receiver.  

B. Simulation results 

In order to study the feasibility of transmission of WiMAX 

signals through single mode fiber by IMDD, the simulation 

was carried out using MATLAB. The model consisted of 

IEEE 802.16a end-to-end physical layer. More specifically, it 

modeled the OFDM-based physical layer for downlink, 

supporting all of the mandatory coding and modulation 

options. The laser and photodiode are modeled using (1) and 

(2), respectively.  

 

Fig. 11 show the simulation results for bit error rate vs 

different SNR values for BPSK without RoF and with RoF. It 

can be noticed from the figure that the introduction of fiber 

introduces a high bit error rate because the amplifier is not 

used at the receiving end. But the introduction of RoF will 

enhance the coverage area without the need for additional 

Base Stations, thus reducing the cost of overall deployment. 

Similar results are obtained for 16QAM with 2/3 coding as 

shown in Figure 12. These results can be interpreted as same 

as for the BPSK.  

IX. CONCLUSION  

Objective of this study was to investigate RoF technology for 

the transmission of WiMAX signals to the RAUs and hence to 

suggest feasible RoF deployment scenarios to reduce the 

capital and operational expenses of the service providers. We 

studied the performances and limitations of standard WiMAX 

signal optimized for wireless communication to the 

commercial RoF system. Results show that the effective RoF 

transmission fiber length is limited to 8km SMF transmission 

due to the TDD framing in the connection using standard 

WiMAX signal. The studeid results imply that if the total 

length of the WiMAX RoF is 8 km, the distance between the 

MS and RAU should be very close. Furthermore, the 

simulation results obtained proved the feasibility of RoF for 

WiMAX system. 

Figure 11: Bit Error Comparison of RoF and non-RoF WiMAX 

using BPSK 

Figure 15: Bit Error Comparison of RoF and non-RoF WiMAX 

using 16QAM 
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Abstract - Wireless sensor networks (WSNs) are considered 
to be one of the useful technologies with extensive range of 
applications. Ramp metering is considered as an effective way 
to solve traffic congestion. In this paper, we evaluate some of 
the current solutions and study their effectiveness. Moreover, 
we develop a coordinated ramp metering technique that 
covers a larger area of highways within a city. This system 
composed of a set of ramps, ramp metering controllers, and a 
traffic control center components. In order to test and evaluate 
the proposed algorithm used in the system, a simulation is 
used on a network of road interchanges (named A, B, C, and 
D). The simulated results show that for interchange B, the time 
spent of traffic has been reduced by 34.4% compared to the 
normal case. 38% traffic flow improvement for Interchange C, 
and 41.6% improvement for interchange D.  

Keywords: Wireless Sensor Network (WSN) - Ramp 
Metering - Intelligent Traffic System (ITS) - Congestion 
control. 

1 Introduction 
         Wireless sensor networks (WSNs) is considered to be 
one of the useful technologies with extensive range of 
applications serving many areas such as environment 
monitoring, medical and health systems, military, home 
applications, etc. [1]. Vehicular Ad Hoc Network (VANET) is 
a new technology integrating ad hoc network, wireless LAN 
(WLAN) and cellular technology to achieve intelligent inter-
vehicle communications. This technology also has many 
applications that serve different fields. One of the major 
applications is of VANETs is Intelligent Transportation 
Systems that includes various application such as monitoring 
of roads traffic, traffic flow control, etc. [2]. 

         A wireless sensor network is generally consisted of an 
enormous number of sensor nodes. These sensor nodes have 
the capabilities of sensing a particular event, they can 
communicate with each other by transmitting data, and they 
can even perform simple data processing. There are many 
different types of sensing depending on the application. For 
instance, there are temperature sensors that can read the 
current temperature that usually used for forecasting 
applications. There are also other types of sensors that can 

detect different conditions such as humidity, noise, lighting 
condition, vehicular movement, etc. [3]. 

         Nowadays, cars are considered one of the most useful 
transportation. Due to long distances between cities and 
within cities themselves, and with the low level of awareness 
of traffic regulations (rules), many car accidents could be 
happened. Generally, about 1.3 million people die in road 
crashes yearly, on average 3,287 deaths every day. 
Furthermore, there are about 20-50 million are injured or 
disabled [4]. As consequences of cars accidents, occurring of 
traffic congestion causes waste of travelling time and money. 
As a solution for traffic congestion, many research methods 
were proposed such as speed limits, route guidance, ramp 
metering, reversible lanes, etc. [5]. 

         Ramp metering can be defined as traffic lights that used 
into ramps to control the frequency with which vehicles enter 
the flow of traffic on the freeway [6]. Ramp metering is 
considered as an effective way that used in freeway traffic 
system to solve traffic congestion [7].  Many researchers have 
discussed this issue and proposed different algorithms. Ramp 
metering algorithms can be classified into two main 
categories: (1) fixed time metering, and (2) traffic-responsive 
metering [8]. The second category is considered more 
effective and efficient in term of congestion problem. Ramp 
metering also can be categorized into local and coordinated 
types (strategies). Local ramp metering strategies work only 
on one ramp individually and unable to harness integrated 
consideration over the freeway as a whole. Because of the 
limitation of local ramp metering strategies, researchers 
proposed various coordinated techniques.  

         In this paper, we evaluate some of the current solutions 
and study their effectiveness and disadvantages to design a 
better application. Moreover, we develop a coordinated ramp 
metering technique covering a larger area of highways within 
a city in which wireless sensors is used to collect data about 
traffic flow (i.e. counting vehicles) and then send it to traffic 
control center to process and to take the appropriate actions.  

         The rest of this paper is organized as follows: In Section 
2, some of relevant previous work is introduced. Section 3 
presents the proposed system architecture and details about 
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each component. The network architecture of sensor nodes 
and data transmission are provided in Section 4. Section 5 
presents the proposed algorithms including its requirements 
and the responsible component of each algorithm. Simulation 
of a coordinated ramp metering is presented in Section 6 to 
demonstrate the effectiveness of the proposed algorithm by 
comparing it with the case of no system is applied. Conclusion 
and future work are discussed in Section 7. 

2 Related Work 
         Traffic congestion has become a serious problem 
nowadays due to the rapid increase in the number of vehicles. 
Traffic congestion happens when too many vehicles attempt 
to use a common transportation infrastructure and exceed its 
capacity. Traffic congestion leads to a degraded use of the 
available infrastructure. As consequences of traffic 
congestion, it reduces safety, increases environmental 
pollution, and results in extra delays. For these reasons, many 
researchers proposed different methods to help reducing 
traffic congestion such as speed limits, route guidance, ramp 
metering, and reversible lanes. Ramp metering is considered 
as the most direct and efficient solution to control traffic 
congestion. Ramp metering provides many advantages 
regarding traffic infrastructure. It increases the throughput of 
freeways because it reduces congestion. Moreover, it 
improves traffic safety due to reduction and safer merging 
(when getting into a freeway) [8]. 

         Ramp metering algorithms can be classified into two 
categories: (1) fixed time metering, and (2) traffic-responsive 
metering [8] [9]. In the first category, ramps are blocked for a 
specified time of day (e.g., during rush hour). The period of 
blocking is constant and determined based on historical 
demands of a given road. The second type is more efficient in 
solving traffic congestion since it takes into account 
measurements based on calculations of real time data. Typical 
algorithms under this category include ALINEA [10], 
demand-capacity, occupancy algorithms [11], and linear 
quadratic regulation (LQR) [12]. Although these algorithms 
achieve a magnificent success in solving the problem of ramp 
metering, they are purely local. In other words, they work on a 
single ramp and deal with each ramp independently so that 
they are unable to attach integrated consideration over all 
ramps on freeway as a whole. Figure 1 [10] illustrates the 
local strategies process, where Oout (Oin): measured occupancy 
rate downstream (upstream), Qout (Qin): measured traffic 
volume downstream (upstream), r: on-ramp traffic volume, 
and δ: downstream bottleneck capacity. 

Researchers proposed various coordinated techniques 
because of the limitation of local ramp metering strategies. 
Coordinated algorithms can deal with numerous ramps on the 
entire mainline. One of the first algorithms of this category 
was the SCOOT [13] proposed by Hunt, et al. There are also 
some useful ideas with efficient algorithms: the simple Helper 
ramp algorithm, the Bottleneck algorithm and SWARM [14], 
[15] [16]. The coordinated ramp metering problem is shown in 

Figure 2, where a freeway lane is divided into sections, and 
each section contains at most one off-ramp and one on-ramp.

 
Fig. 1.  Traffic flow process of local strategies 

         Ramp metering algorithms categories with some 
common algorithms examples are demonstrated in Figure 3 
[8] [9]. 

 
Fig. 2.  A freeway lane 

 
Fig. 3.  Ramp metering algorithms categories and common examples of these 

categories 

         Although the techniques mentioned above provide a 
good result based on the used simulations in term of 
coordinating with multiple ramps, the ramp metering problem 
from WSNs perspective was not covered. Usually researchers 
who used those techniques were assuming that a freeway lane 
is divided into sections with at most one off-ramp and on-ramp 
on each section. To work with this assumption, the traffic flow 
should be computed which require to complete the traffic flow 
existence of sensor nodes at the beginning of each section. In 
other words, a lot of sensor nodes are needed. They did not 
devise how these sensors will communicate and only 
considered one type of ramps that simply turns right. 

         There are more complicated ramps that are needed to be          
considered such as ramps that are located on road interchanges 
where a set of ramps leading to other highways which connects 
all highways forming a network of roads infrastructure. In our 
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work, we consider the limitations of the previous work 
mentioned above. First, we propose a system architecture that 
has a higher level coordination which makes the coordination 
much easier and a specific job for each system components. 
Secondly, show how to collect real time data about traffic 
flow. We use sensor nodes that are able to accomplish this job 
whereas all previous work mentioned above had never been 
discussed. Finally, we discuss how these wireless sensors are 
communicated to send its collected data. 

3 The Proposed System Architecture 
         In this work, we develop a coordinated ramp metering 
technique covering a larger area of freeways within a city. 
Wireless magnetic sensors is used to collect data about traffic 
flow (i.e. counting number of cars) [17]  [18] and then data is 
sent to traffic control center to process these data and to take 
the appropriate action. Chinrungrueng and Kaewkamnerd [19] 
have developed a new traffic data collecting device based on 
magneto-resistive technology that can detect metal objects. A 
magnetic field is generated when a vehicle run on that sensor 
device.  The next step is to process the generated signal by the 
device. Finally, the output of this process could be vehicle 
count, speed, occupancy time, and classification, depending on 
the applied process. The device also is able to communicate 
with base station via radio frequency. It has been proven that 
the accuracy of counting vehicles using magnetic sensors is 
very high [20] [21]. 

         A set of these sensors can be placed in a specific location 
on the road. Consequently, real-time counting of vehicles is 
obtained. We can take the benefits from these devices to be 
installed on freeway ramps and on the freeway itself near to the 
ramp in order to reduce any possible traffic congestion. The 
collected data from different ramps is then sent to the traffic 
control center to be processed and to reply back to take an 
appropriate action. Each on-ramp have a traffic light that has 
two lights (green to pass, red to stop) that controlled by ramp 
metering controller. 

         There are three main components of the proposed 
system: (1) A set of ramps, equipped with sensor nodes to 
monitor traffic flow. (2) Ramp Metering Controllers, one ramp 
controller for each ramp to control ramp metering lights of its 
ramp. (3) Traffic Control Center (TCC) to receive data from 
ramp metering controllers, process these data and to reply back 
to the corresponding Ramp metering controller ordering it to 
take the appropriate action. Figure 4 illustrates the main 
architecture with its components of the proposed system, 
where RCi is a ramp metering controller installed into a road 
interchange Ri , where i ∈ {1, 2, 3, … , N} 

3.1 Ramps 
         A set of ramps spreads all over a city are equipped with 
some sensors nodes to monitor traffic flow. There are different 
ramps infrastructures based on the nature of location, type of 
intersected roads, and whether there is a need to place a ramp, 

etc. When there is an intersection between two highways, 
typically eight ramps are required to fully serve all vehicles 
using these highways coming from different ways to take the 
other road more easily. Figure 5 illustrates a possible 
infrastructure of road ramps of two intersected highways 
(Cloverleaf Interchange, see Figure 6 for other types).  

 
Fig. 4.  The main architecture of the proposed system 

 
Fig. 5.  A common ramps infrastructure of two intersected highways 

(Cloverleaf interchange) 

 
Fig. 6.  Other types of road interchange: (a) Stack interchange (b) Cloverstack 

interchange (c) Turbine interchange 

         Figure 7 illustrates the required components for road 
interchange of type Cloverleaf. A set of sensors nodes are 
needed on the entrance of each ramp and before the merge 
area between off-ramp and highway in order to fully monitor 
traffic flow of all of highways and ramps (Figure 7 shows the 
location of each sensor). In this type of road interchange, there 
are eight ramps; each ramp has a traffic metering light at the 
end of it. Finally, a Ramp Metering Controller (sink) is 
needed. All sensor nodes can communicate directly to this 
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component to send what they have collected as shown in 
Figure 7. The power for sensor nodes can be supplied by 
either a direct electricity source or by solar cells attached to all 
sensor nodes 

 
Fig. 7.  Components of each road interchange 

         The roads generally are divided into lanes. Which means 
that specify precisely the location of each sensor node is 
important. Each vehicle can move on any road lane. In order 
to detect all vehicles more precisely, the best location for 
those sensor nodes is to deploy them on the middle of each 
lane with assumption that no vehicle will move between two 
lanes (i.e. moving on the cat’s eyes). As mentioned early, 
sensor nodes are needed before the merge area between 
highroad and off-ramp, and on the beginning of each on-ramp. 
This number of needed sensor nodes depends on the number 
of available lanes. For instance, consider a road interchange 
with three lanes for highway, and two lanes for all ramps. In 
this situation, three sensor nodes are needed before each 
merge area, and two sensor nodes for each on-ramp as 
illustrated in Figure 8. 

3.2 Ramp Metering Controllers 

         For each road interchange, a ramp metering controller is 
needed which is responsible for the following functions: 

• Collecting data about traffic flow from all sensors 
nodes installed on that road interchange. 

• Sending the collected data to the TCC to be processed. 
• Controlling the ramp metering lights of the road 

interchange based on the decision that has been 
received from TCC. 

        Also, there are four road directions for each road 
interchange. In order to collect data correctly, Ramp Metering 
Controller must be able to distinguish between these directions 
and sensor nodes that affect them. As a solution, sensor nodes 
are categorized into groups and each group will have a unique 
identifier. Each group is assigned to the affected direction.  

 

 

Fig. 8.  The needed number of sensor nodes before the merge area (left) and 
on on-ramp entrance (right) 

         It has been observed that a vehicle can follow a specific 
direction using three ways: vehicles currently using the 
specified direction, vehicles turned right from on-ramp, and 
vehicles passed from looped on-ramp. For this reason, each 
group includes three sets of sensor nodes. All sensor nodes 
influence the current traffic data of the specified direction by 
an increase in vehicles except the ones installed in the looped 
on-ramps. These sensor nodes affect the previous direction by 
a decrease in traffic and it increases the new followed direction 
traffic. For instance, if vehicle was in direction d1 and turned to 
d2 using the looped on-ramp, then, the traffic of d1 is decreased 
by one. And d2 traffic is increased by one. Figure 9 illustrates 
the groups of sensor nodes for each direction and their 
locations on the road interchange. 

3.3 Traffic Control Center (TCC) 

         This component works as a coordinator between all 
Ramp Metering Controllers. It has three main subsystems: 

• Data Collector: responsible for collecting data from 
various Ramp Metering Controllers. 

• Data Processing: processing the sent data based on the 
road interchanges that affect each other in term of 
traffic control. 

• Feedback: the processed data are received by feedback 
subsystem and then reply back to the corresponding 
Ramp Metering Controller with the instructions to be 
applied by Ramp Metering Controller. 
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4 Network Architecture 
         Each road interchange has a set of sensors and one Ramp 
Metering Controller as mentioned in system architecture. 
Ramp Metering Controller is considered as a sink of the 
network that works as a base station of all other sensors in the 
network. To send data to the sink, each sensor node use a 
single-hop long-distance transmission, which leads to the 
single-hop network architecture, as shown in Figure 10. 

         The sink broadcasts queries every time interval t to the 
sensor nodes while all sensor nodes sense the traffic flow and 
sends the sensed data to the sink after receiving the query. The 
sink also works as a gateway to TCC through the Internet. 
After it collects data from the sensor nodes, it performs simple 
processing on the collected data, and then sends the processed 
data via the Internet to the TCC. 

 

 

Fig. 9.  Directions of a road interchange and sensor nodes responsible for each 
direction 

 
 

`  
Fig. 10.  Single-hop communication to the base station 

5 The Proposed Algorithm 
5.1 Requirements 
         Before the system can work, the relations between the 
different roads interchanges should be known. This can be 
done by constructing a directed graph G = (V, E), where V is a 
set of vertices, E is a set of edges that connects two different 
vertices. Each vertex represents a road interchange and each 
edge represents a road. The number of vertices in G is 
equivalent to |V|, and the number of edges is equivalent to |E|, 
where |V| is the number of roads interchanges that the system 
have installed on them, |𝐸| is the number of highways that 
links two road interchanges from |𝑉|. The following 
requirements are also needed: 

• The capacity of each road merge area within the 
network also should be known. 

• Ramps with ramp metering controllers may lead to a 
longer queue of vehicles which may cause traffic 
congestion. So, fairness between ramps and highway 
should be considered. Sensors located on the entrance 
of each ramp can detect any possible congested ramps 
to report Ramp Metering Controller. 

• The Traffic Control Center must be able to coordinate 
between different Ramp Metering Controllers in order 
to reduce any possible traffic congestion. 

• The feedback sent from Traffic Control Center to 
Ramp Metering Controllers should have enough 
information so that the Ramp Metering Controller has 
the knowledge about which ramp metering light to 
control. 

• Each sensor node must have a unique identifier on road 
interchange level in order to specify the roads affected 
by the installed sensor node.  
 

5.2 Computing Ramp Metering Period  
Consider r =  {1, 2 ,3 ,4 , . . , n},  where r  is the interchange 
number, and n is the number of interchanges. For each 
interchange, Equation (1) should be computed for each road 
direction, where max is a constant, Sr is the sensor node 
collected data, and Cr is the merge area capacity. 

Ir =  max×Sr
Cr

     (1) 
         In order to find out the time period for blocking the ramp, 
Equation 2 is computed for each road interchange relation, 
where a and b are two neighboring, Da,b is the distance 
between a and b in kilometers, and avgspeed is the average 
speed of vehicles to get from the interchange a to b. Equation 2 
represents the time period in seconds to block a specific ramp. 
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Ia  ,      Ib <
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avgspeed
× 60

� 

                  where  a, b ∈ r, a ≠ b               (2) 
 

         Equations (1) and (2) are computed periodically every 
time at interval t (frequency interval) where t ≥ 2 × max. 

5.3 Road Interchange Algorithm (Local) 
         Algorithm 1 shows the algorithm of Ramp Metering 
Controller that is used to broadcast a query to all sensors every 
time interval t (frequency interval), receive all data collected 
by them, send these data to Traffic Control Center, and finally 
wait for the feedback to be executed. In this algorithm, S is the 
sensor nodes, Sink_ID is the IP of this controller, and TCC is 
Traffic Control Center IP. The purpose of procedure Append is 
that to append the id of Ramp Metering Controller with its data 
so that TCC can distinguish between each Ramp Metering 
Controller data. The procedure Execute is responsible for 
blocking traffic lights for the given time period. 

ALGORITHM 1. RAMP METERING CONTROLLER ALGORITHM 

Algorithm 1: Ramp Metering Controller 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

REPEAT 
Wait for time interval t 
Broadcast_Query(S) 
DataSet := Receive_Result(S) 
//dataset has 4 sets of data one for //each 
direction 
Append(Sink_ID, DataSet)     
Send(DataSet, TCC) 
Action := Wait_For_Insructions(TCC) 
FOR EACH Ramp in Action 

Execute(Ramp, Ramp.period)//block all 
ramps leading to this road for computed 
period 

END 
UNTIL ∞ 

 
         The task of each sensor node is simply counting all 
vehicles passing over it and whenever it receives a request 
from Ramp Metering Controller, it will reply with the collected 
data and start over again as demonstrated in Algorithm 2. 

5.4 Coordinated Roads Interchanges 
Algorithm (Global) 

         This algorithm is applied by the Traffic Control Center. 
Firstly, it collects data from all of Ramp Metering Controllers. 
Secondly, each Ramp Metering Controller data is processed to 
reduce a possible congestion by applying Equation (1) and 
Equation (2). Finally, the results of data processing are replied 
back to each Ramp Metering Controllers. Ramp Metering 

Controller blocks its ramps that lead to a specific road for the 
time period that is received by Traffic Control Center. 
Algorithm 3 illustrates how Traffic Control Center processes 
the data. 

ALGORITHM 2. SENSOR NODE ALGORITHM 

Algorithm 2: Sensor Node 
1 
2 
3 
4 
5 
6 
7 
8 
9 

Car_Count := 0 
REPEAT 

IF an Object passed over 
Car_Count := Car_Count+1 

IF(Query_Request()) THEN 
Reply(Car_Count, Sink_ID) 
GOTO 1 

END IF 
UNTIL ∞ 

 

ALGORITHM 3. TRAFFIC CONTROL CENTER ALGORITHM 

Algorithm 3: Traffic Control Center 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

REPEAT 
AllData := Receive_Requests() 
FOR EACH interchange IN AllData 

Sink_ID := getHeader(interchange) 
FOR EACH sensorData IN interchange //4   
directions 

Iinterchange = max × Sinterchange Cinterchange⁄  
END 

END 
FOR EACH interchange IN AllData 
Sink_ID := getHeader(interchange) 
Neighbors :=FindNeighbors(Sink_ID) 
FOR EACH N IN Neighbors 

IF IN  ≥ Dinterchange,N avgspeed⁄ × 60 
Finterchange = Iinterchange + IN
− Dinterchange,N avgspeed × 60⁄  

ElSE 
Finterchange = Iinterchange 

END IF 
Result.insert(Finterchange ) //insert result into 
Result 

END 
Send(Sink_ID,Result) 
Result.clear() //empty result 

END 
UNTIL ∞ 

 
6 Simulation 
         In order to test the proposed algorithm, a simulation was 
made on a network of highways. Since the available traffic 
simulators capabilities are insufficient for this study, a traffic 
simulator has been implemented that is able to count vehicles 
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in each road interchange. In addition, the collected data can be 
gathered by TCC and therefore our proposed algorithms could 
be applied (see Chapter V for further details). The developed 
application accepts several parameters of road properties such 
as road distance, current traffic, the capacity of each road 
merge area, etc. 

         This highway network consists of four interchanges 
(namely, A, B, C, and D) that connect four highways (H1, H2, 
H3, and H4). The distance of highways H1, H2, H3, and H4 
are 20 km, 25 km, 15 km, and 30 km, respectively. For the 
purposes of this study, we assume that the simulation is a 
clockwise direction. Each Interchange will receive a traffic 
flow from two roads and merged into one road. Interchange B 
will receive 5000 vehicles from H1 and 3000 vehicles from H2 
merged into H2. For interchange C, 2500 vehicles are located 
in H2 and 2500 in H3 will be merged into H3. Finally 4000 
vehicles are coming from H3 and 4600 from H4 will be 
merged into H4. The highway network is illustrated in Figure 
11. The used parameters of the proposed equations are: 
max =  10, t =  20, avg speed =  100 km.  

         We have figured out that the chosen values gives a better 
result in term of reducing traffic congestion since giving higher 
values for max and  t will results traffic congestion because of 
the long period of blocking ramps. 

 

 
Fig. 11.  The simulation of a highway network 

6.1 Normal Case 

In normal case, the highway network configurations 
previously discussed have been applied without coordination. It 
has been noticed that when traffic congestion is happen, the 
traffic flow falls sharply in interchanges B, C, and D. 
Afterward, traffic flow undulated until the end. 

It has been observed that the traffic congestion suddenly 
happens when the number of vehicles exceeds the capacity of 

the merge area. For instance when looking at Interchange B in 
Figure 12 on the 30th second, the traffic flow reached the 
highest value which is about 900 then has decreased suddenly 
to 350 vehicles because it has exceeded the merge area 
capacity. The same thing applies to Interchanges C and D. The 
total time spent to pass all vehicles through Interchanges B, C, 
and D is 622 seconds, 984 seconds, and 1706 seconds, 
respectively. Information details of Interchanges B, C, and D 
are illustrated in Figures 12, 13, and 14. 

 
Fig. 12.  Total time spent for interchange B in normal case 

           

 

Fig. 13.  Total time spent for interchange C in normal case. 

6.2 Coordinated Case 
         The coordinated algorithm has been applied on the same 
highway network configurations. In the beginning, the 
coordinated algorithm tries to keep the traffic flow higher than 
1000 for Interchanges B, C, and D. After that, all interchanges 
kept maintaining the high traffic flow. However, traffic 
congestion in all road interchanges started appearing. In 
interchanges B and C (Figures 15 and 16), the traffic flow 
started to fall at the 100th second until it reached to 500 
vehicles at the 150th second. For interchange D in Figure 17 
started to fall after approximately the 200th second. Afterward, 
the traffic flow flattened out with steady increase and decrease.  
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Fig. 14.  Total time spent for interchange D in normal case 

           Although the traffic congestion happened in the 
coordinated case, but when comparing it with the traffic 
congestion in case of normal case, it can be observed that the 
congestion is reduced. Even after the traffic congestion 
happened, the traffic flow was much higher than the normal 
case. The coordinated control strategy helped in increasing the 
traffic flow. The resulting total time spent is 408 seconds for 
interchange B, 610 seconds for Interchange C, and 997 seconds 
for Interchange D (Figures 15, 16, and 17 respectively). 

 
Fig. 15.  Total time spent for interchange B using coordinated algorithm 

6.3         Results 
         It has been observed that there is an improvement in 
traffic flow when applying the coordinated algorithm 
compared with the normal case. We believe that there is an 
improvement because the coordinated algorithm reduces the 
pressure in the merge area which leads to higher vehicles 
passing. Consequently, the time required to pass all vehicles is 
reduced.  

 
Fig. 16.  Total time spent for interchange C using coordinated algorithm 

 
Fig. 17.  Total time spent for interchange D using coordinated algorithm 

           For interchange B, the time spent of traffic has been 
reduced by 34.4% compared to the normal case. 38% traffic 
flow improvement for Interchange C, and 41.6% improvement 
for interchange D.  A Comparison between the total time spent 
for each interchange of normal state and with coordinated 
algorithm is illustrated in Figure 18 and flow rate 
improvements are shown in Table 1. 

TABLE 1. Flow rate improvement when applying ramp metering 

 Road Interchanges 
 B C D 

Normal case (no-
control) 622 984 1706 

Coordinated 
algorithm 408 610 997 

Improvement % 34.4% 38% 41.6% 
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Fig. 18.  Comparison between the total time spent for each interchange of 

normal state and with coordinated algorithm 

7   Conclusion and Future Work  
         Traffic congestion is one of the most problems that cause 
an increase in travelling time, fuel waste, increase air pollution 
and the chance of cars accidents. As a solution for traffic 
congestion, many researchers have proposed different methods 
including speed limits, route guidance, ramp metering, 
reversible lanes, etc. Ramp metering can be defined as traffic 
lights that used into ramps that control the rate of vehicles flow 
in order to reduce a possible congestion on the freeway. In this 
work, we have proposed a coordinated ramp metering 
technique covering a larger area of highways within a city. 
Wireless sensor nodes have been used to collect data about 
traffic flow and to be sent to traffic control center for further 
processing. A simulation has been applied on the proposed 
algorithm. According to the simulation, the algorithm achieved 
a good result compared to no-control case (i.e. without using a 
system) and has reduced travelling time by approximately 38% 
on average. This system could be combined in future to other 
intelligent traffic systems such as dynamic traffic lights, 
variable speed limits, incident detection, etc. for wider traffic 
networks. More investigations are required to show and 
evaluate how to integrate these systems together. 
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Abstract - The location of subscribers has received huge 

attention in application for the wireless services. It is 

well-known that the satellite-based positioning system 

(GPS- Global Positioning System) is a sufficient and 

reliable technique for coordinating services. Many 

techniques using base-stations depend on some wireless 

parameters such as signal strength, reflection factors, 

ducting are now being deployed for estimating the 

locations of the subscribers. This paper discusses some 

scenarios of wireless mobile location estimation by 

utilizing only single base-station (BS). A site of Al-

Dhahran city in KSA will form the base map for the 

proposed scenarios and proper solutions will be 

suggested accordingly. The simulation results 

performance of the approaches used will be compared 

with the FCC standard readings. 

 

Keywords: Non linear least square (NL-LS), 

Triangulation calculation, AoA, ToA, Location 

Estimation, Position localization.   

 

1 Introduction 

In wireless communications, acquiring the 

location for emergency calls allows a coordinated 

response in states where users are corrupted, cannot 

respond or speak, or do not know their positions. On 

October 2001, a decision was made for emergency calls 

that use cellular phones by the Federal Communications 

Commission (FCC). They announced that all calls must 

have a localized accuracy of 67% within an area of 125 

m
2
 in these cases [1]. In addition, service providers are 

attracted to wireless applications involving position-

localization techniques.  

Position-localization capabilities lead the way to a new 

dimension of relatively unrealized information 

applications which can be provided to the consumer in 

addition to the standard telephony services. Moreover, 

improved public services such as airway booking 

management, traffic mapping, and real time vehicles 

services are made possible with position-location 

systems. To make this all possible, the wireless service 

providers must have knowledge of subscriber’s locations. 

In order to locate subscriber position, at least three BSs 

are required to acquire satisfactory precision even in the 

most complex positioning algorithms. 

This paper will perform an algorithm that utilizes only      

a single BS to locate mobile station (MS) in cellular 

networks using its own antenna array. Different scenarios 

will be considered on a site of Al-Dhahran city in KSA 

which is a regular region. Simulation results are compatible 

with those of U.S. FCC regulations. 

 

2 Approach and methods 

There are several methods that were proposed to detect 

and identify the mobile location. The approaches differ 

from one another depending on the number of BS’s 

required. Subscriber location can be obtained from various 

signal parameters e.g. time delay, signal strength, the 

direction of main beam …etc. A number of locations 

estimation techniques are provided as follows: 

 

2.1  Time of Arrival (ToA) 

Precise position in wireless networks has gained huge 

interest over the past decades. Without utilizing satellite-

based positioning systems (e.g., by Global Positioning 

System), many wireless positioning techniques have been 

presented by making use of only its own radio 

measurements while transmitting. One of these methods is 

(Time of Arrival) or time difference of arrivals.  The basic 

principle of coordinating a MS depends on the triangular 

geometrics from a set of constant reference points such as 

the angular measurements case as shown in figure 1.  

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 1. Three BS’s in Time of Arrival Positioning 

 

It is needed at least three known paths for 

measuring distances. However, in a more sophisticated 

wireless networks positioning scenario these distances are 

not directly recognized, but must be approximated from a 

larger set of recorded data; typically, those data can be 

BS3 BS2 

MS 
BS1 
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found in the mainstream exchanges between the base 

station and the mobile station. 

 

      
          

 
                                      

      
          

 
                                      

 

where      and      are the estimed location of the MS. 

 

2.2 Angle of Arrival (AoA) 

This technique identifies the MS location by 

measuring angle of arrival (AOA) to determine a signal 

from an MS at various BSs through their antennas as 

shown in figure 2. Obstacles around the MS and BS will 

affect the measured AOA. The antennas will depend on a 

reflected signal if there is no LOS signal component 

which could not be coming from the direction of the MS. 

Even when there is LOS component, multipath 

components will still overlap with the measured angle 

[2]. 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. AOA (Angle of Arrival). 

 

2.3   Single Base Station Location Technique 

The modern location estimation implemented for 

microcellular wireless networks utilizes just only one BS. 

In a microcellular environment, the dominant 

propagation components contain diffraction, reflections, 

and scatterings within covered area, in addition to the 

free space path loss. These multi-path components MPCs 

are received and processed at the BS, which are then 

classified according to their time, angle and power. On 

the other hand, the MPCs arriving at the BS have large 

angular spread. By utilizing advantage of these features, 

the subscriber’s location will be identified through some 

of the following demands and operations: 

 

2.3.1 Requirements 

The proposed technique uses the antenna array of a 

single-BS to locate unmodified MSs. Using a single-BS 

offer many advantages. 

 Synchronized MS with other BSs is not necessary. 

 The problem of several BSs coverage is no longer 

needed. 

 Signalling, (back haul), for internet service 

requirement is reduced [3]. 

The algorithm requires some information about the 

environment around the MS. Moreover, the selected 

positioning algorithm requires another prerequisite which 

is the fundamental function      to identify whether the 

subscriber is LOS or NLOS.  

 

Figure 3. A definition of fundamental function 

 

2.3.2   Description of LoS and NLoS 

 Estimation of LoS Conditions: 

The first MPC received at the BS will have an absolute 

distance computed as 

 

          
              

                             
 

where     and     are the heights of the BS and MS 

respectively, while     is the absolute value of propagation 

delay of the first MPC reaching the BS. The distance   , 

the      and the AoA of the first impinging MPC    are 

used to decide whether the MS is in LoS condition or not. 

If            then LoS is assumed and the position of the 

MS is simply estimated as [3][4] 

 

 
                      
                      

                          

 

 Minimization of Algorithm in NLoS Conditions: 

The MS is considered to be NLoS if the previous test 

           is not satisfied. For instance, by minimizing 

the cost function, the MS position is determined from the 

received MPCs [3][5]. First through the scatterers, the 

coordinates are evaluated by the algorithm. Each MPC ray 

related to these scatterers are points where it has several 

reflections and/or diffractions before receiving it at the BS. 

Therefore, the coordinates are obtained as 
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After identifying the scatterer locations, the algorithm 

computes the vector    which represents the propagation 

delays between the MS and the obstacles. 

 

         
     

 
                                                    

 

this delay will introduce a cost function : 

 

           
      

 

   

                                                 

with 

 

                       
           

                    
 

Since the MS cannot be more than     away from the 

BS, further minimization to the cost function is applied. 

So, the estimated position             of the MS is 

chosen as  

 

                  
       

                                  

with 

 

                    
           

              

 

Many techniques for minimizing the cost function are 

used to solve the nonlinear least square (NL-LS) in (8). 

The following case study will use MATLAB in 

simulating and computing the estimated MS locations.  

 

3 Case study 
The selected location technique has been 

estimated according to the difference between the actual 

and the expected position: 

               
              

                   

 

where   is the location error [3][4][6].  If the LOS 

condition is verified, then the location is estimated by (4) 

and otherwise by (9). 

        Different scenarios in a regular region will be 

considered, one assumes the BS is centered and another 

with it being outer most of the coverage. Also, the 

impairments of finite-resolution in estimating the 

channel-characteristics will be covered. Simulation 

results are compatible with those of U.S. FCC 

regulations. Our measurements were taken for Al-

Dhahran using Google Earth as follows: There are 64 

buildings considered. The scenario will take place in the 

following region:      

 Cell coverage area            . 

 Street width     . 

 Building height = 30 m, building width  
     . 

 The MS height is      . 

 Five meters is assumed as spacing between any 

two points. 

As a result, 492 actual subscriber locations are available. 

Six multipath components affecting on the BS have been 

chosen. 

Two different positions are assumed for the BS antenna. 

1- Three BSs are located on (     ,      ), 

(      ,       ) and (      ,      ) 

see Figure 4. 

2- BS is located at (     ,      ) in the middle 

of a street junction Fig. 5. 

3- BS is mounted on the rooftop of a building near 

the street junction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 64-buildings in Al-Dhahran with Three BSs  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 64-buildings in Al-Dhahran with Single BS 

located at the center of the scenario  

 

4 Simulation and experimental 

results 

There are two scenarios which are done using some 

numerical result as seen in following: 

First: (The 64-buildings Al-Dhahran environment with BS 

in the middle of the scenario). 

 

 The actual mobile location (492). 

 The BS, MS, Building height. 
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 Compute the fundamental function distance to 

know where the MS is LOS (21 MS) or NLOS 

(471). 

 Compute the position of the scatterers. 

 Estimated the coordinates of the LOS MS by 

using eq. (4) and NLOS MS by minimizing the 

cost function using eq. (9). 

 Compute the error in LOS, NLOS, and overall 

states. 

 Then, to calculate the distribution function CDF. 

 Finally, plot the error location with its 

distribution function.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. BS is located at center of the scenario 

 

       Second:  (BS mounted on a corner of a building) as 

previously worked but change the position of BS. So, the 

LOS and NLOS MSs and the error value will change 

also. 

       The results shown in fig. 6 indicate that 88% of users 

will be known within      where less than this value 

within 79% of them will be identified when the BS 

located on the corner of one building around the center of 

the region as shown in fig. 7, so the simulated single-BS 

technique accuracy is comparable to that of the three-

BS’s method which uses different BS’s. On the other 

hand, the minimization of the chosen cost function to get 

the best 6 MPCs is important where the farthest point at 

each building were selected, so that the signals will be 

diffracted from their edges, as a result fig. 8 and 9 will 

illustrate the cost function before and after minimization.  

 

   

 

 

 

 

 

 

 

 

 

 

 
Figure 7. BS is located at the top roof of building in the 

scenario 

 

 

5 Conclusions 

In this paper, we highlighted the main techniques 

for estimating the location of MS by introducing a number 

of selected location-positioning metrics. We exploited an 

algorithm that utilizes a single-BS with directional antenna 

array, without doing modifications to the MS, in addition to 

some knowledge about the surroundings near the BS. The 

simulation results are shown to estimate the MS position 

with a satisfactory precision by applying the selected 

technique on a site of Al-Dhahran which has similar 

environment. Different scenarios were taken to explore the 

channel-parameter estimation. A deterministic ray tracer 

test was taken to verify the employment. In conclusion, the 

performance of the single-BS localization can be more 

accurate when having MIMO implemented on both the MS 

and BS. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. The cost function before minimizing 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. The cost function after minimizing 
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Abstract- Laptop computers, cell phones, mobile data 

storage devices, and similar mobile computing and 

communication devices have become very popular 

because of their convenience and portability. This has led 

to the creation of a new computing platform called mobile 

computing. However, the use of such devices in this new 

platform is accompanied by new security risks that must 

be recognized and addressed to protect the physical 

devices, the communication medium, and the information 

used. In this paper I will investigate and discuss the new 

security issues introduced by mobile computing, and 

summarize the current existing security measures and 

proposed solutions for these issues. 

Keywords: Mobile computing security, wireless 

communications security, mobile devices security. 

1. Introduction 

       With the rapid growth in the wireless mobile 

communication technology, and because of their benefits, 

convenience, flexibility, and the ability to communicate 

with fixed network while in motion, small devices like 

laptop computers, smart cell phones, personal digital 

assistants (PDAs), tablets, mobile data storage devices, 

and similar mobile computing and communication 

devices have become very popular at all user and 

application levels. As a result, a new computing platform 

called mobile computing is becoming widely spread. 

Mobile computing is a frequently used term that can be 

defined as having access to computing resources from 

anywhere using mobile devices However, the use of such 

devices in such a platform comes with new security risks 

and challenges that must be recognized and addressed to 

keep this new computing environment safe and secure. 

      Mobile computing devices are capable of storing, 

processing, displaying, and communicating information. 

This information could be sensitive information, such as 

the identification and credit data of customers, and the 

mobile devices can move in and out of the boundaries of a 

networking environment. Mobile users have the ability to 

work from anywhere without being bound to any 

networking system. This flexibility extends the network 

boundary beyond a fixed point and makes security 

management a much more difficult task, as the users 

cannot be tracked down to a single location. Therefore, 

the implicit presumption that everything inside the 

company’s network’s firewall is secure turns out to be not 

true any more [1]. Mobile communication takes place 

mainly through the radio signals rather than wires, so it is 

easier to intercept or eavesdrop on the communication 

channels. Hence, traditional security technologies such as 

firewalls, authentication servers, biometrics, 

cryptography, intrusion detection, virus protection, and 

VPNs are not enough to tackle security issues in mobile 

computing. 

       Despite the fact that every mobile computing user is 

concerned one way or the other about security, the 

defense community personnel are the most concerned. 

“Cyber security and data protection is one of the current 

‘space races,’” said David Machuga, director of identity 

management and business solutions at Northrop 

Grumman, which supplies the Defense Department with 

secure mobile biometric data collection technology. 

“There are several challenges, but the three largest are 

how to certify the security, how to protect the information 

transmitted in a wireless mode and how to protect data at 

rest,” he said. “For DOD, this is a constant problem, 

whether dealing with cell phones, handheld bar code 

scanners used in a warehouse or mobile computers used 

to validate biometrics.” [2]. 

       In addition to the general security issues like 

confidentiality, integrity, availability, legitimacy, and 

accountability that needs to be individually taken care of, 

new security issues need to be handled properly. These 

new issues will be discussed in section 3 of the paper and 

can be found under different areas of risks like physical 

risk, unauthorized access risk, application and operating 

environment risk, communication and network risk, and 

mobile data storage device risk. Although I cannot cover 

every security issue or problem in details, this paper 

provides a good discussion and a strong overall coverage 

and classification of the security problems and challenges 

arising in mobile computing environment, and it gives a 

good summary of the available techniques used in 

handling the different types of security risks and issues. 
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      The paper is organized as follows: In section 2 is the 

traditional security issues found in most computing and 

communication systems are presented and discussed. In 

section 3, the new security issues and challenges 

introduced by mobile computing are presented, discussed, 

and classified. In section 4, different techniques and 

requirements used in dealing with the new security 

challenges are presented and discussed. Finally, in section 

5, a summary and conclusion of the paper is given.  

    

2 Traditional Security Issues 

      There are several traditional security issues in 

information systems in general that are addressed by any 

application developer and are more relevant in mobile 

computing systems in particular. In what follows, I will 

discuss briefly the most addressed general security issues 

that are common to most information systems. 

• Confidentiality. This ensures that information stored 

on a system or transmitted over communication links, is 

only disclosed to those users who are authorized to 

have access to it. It protects the privacy of the 

information exchanged between any two or more 

devices or systems. Data should be encrypted so that if 

the communication was intercepted, then there should 

be no disclosure of information. 

• Integrity. This prevents against intentional or 

unintentional data modifications during transmission. It 

ensures that information exchanged between different 

parties is accurate, complete and not altered during 

transmission. If data transmission is intercepted, data 

alteration and retransmission should not be allowed, 

inserting new messages or information into the 

communication link should be prevented. 

• Authentication. This enforces the verification and 

validation of the identities and credentials exchanged 

between mobile systems or a mobile device and a 

service provider. It ensures that the user accessing the 

information is the right person. The initiating service 

requester must be authenticated to prove its identity 

with reliable credentials to prevent masquerading 

attacks (when a user is deceiving about its real identity 

which may lead to impersonation). 

• Authorization. This ensures that the service requester 

has the right to access the information on different 

network or mobile resources. It defines the policies 

associated with the required access control to the 

resources.  

• Non-repudiation. This ensures that the different 

communicating parties cannot deny the exchange of 

information or the acceptance of a committed 

transaction at a later time. It ensures accountability. 

• Availability. This ensures that the mobile computing 

environment or the services of the information systems 

are all the time available for users This could be 

threatened by a well known type of attacks, Denial of 

Service (DoS), where an unauthorized user or a hacker 

tries to disrupt a service or a device by flooding it with 

useless traffic that consumes server/device resources 

and forces them to be unavailable. 

 

3 Mobile Computing Security Issues 

 Mobile computing is a broad area that describes 

a computing environment where the devices are not 

restricted to a single place. It is the ability of computing 

and communicating while on the move. Wireless 

networks help in transfer of information between a 

computing device and a data source without a physical 

connection between them. These networks include 

wireless LAN, wireless access point, and cellular 

networks [3]. So some of the new security issues 

introduced in mobile computing are originated from the 

security issues of wireless networks and distributed 

computing systems. In addition, poorly managed 

mobile devices introduce new security issues involving 

information exposure and compromise especially when 

these devices like laptops, PDAs, iPhones, Blackberrys, 

and others are loaded with sensitive information and are 

stolen or fallen into the hands of an unauthorized 

person. Hence the new types of threats and security 

challenges introduced by mobile computing can be 

classified into two main classes: 

� Security issues related to wireless networks and 

the transmission of information 'over the air' 

between mobile units and mobile support 

stations and networks. 

� Security issues related to the mobility of the 

devices and the information residing on them. 

 

3.1 Wireless Networks Security Issues 

         Wireless networks have their own security issues 

and challenges. This is mainly due to the fact that they use 

radio signals that travel through the air where they can be 

intercepted by location-less hacker that are difficult to 

track down. In addition, most wireless networks are 

dependent on other private networks, owned and managed 

by others, and on a public-shared infrastructure where you 

have much less control of, and knowledge about, the 

implemented security measures. Although encryption aid 

to some extend in securing information moving across 

wireless networks, the moment the data leaves a mobile 

device and heads onto a communication network, it’s the 

network operator’s job to ensure that the information is 

securely transported to its final destination. 
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               In what follows, I will list and discuss the main 

mobile computing security issues introduced by the use of 

wireless networks. Most of these issues can fall under one of 

the following categories: Availability where the availability 

of information and services could be disrupted, 

confidentiality where the privacy of information when it 

passes through the wireless medium can be compromised, 

and integrity of data where data interchanged can be 

modified and retransmitted [1, 3].  

• Denial of Service. This attack is characterized by an 

explicit attempt by attackers to prevent legitimate 

users of a service from using that service. DOS 

attacks are common in all kinds of networks, but 

they are particularly threatening in the wireless 

context. This is because, the attacker does not 

require any physical infrastructure and he gets the 

necessary anonymity in the wireless environment. 

The attacker floods the communication server or 

access point with a large number of connection 

requests so that the server keeps responding to the 

attacker alone hindering legitimate users from 

connecting and receiving the normal service.  

• Traffic Analysis. The attacker can monitor the 

transmission of data, measure the load on the 

wireless communication channel, capture packets, 

and reads the source and destination fields. In order 

to do this, the attacker only needs to have a device 

with a wireless card and listen to the traffic flowing 

through the channel. By doing such things, the 

attacker can locate and trace communicating users 

and gain access to private information that can be 

subject to malicious use. 

• Eavesdropping. This is a well known security issue 

in wireless networks. If the network is not secure 

enough and the transmitted information is not 

encrypted then an attacker can log on to the network 

and get access to sensitive data, as long as he or she 

is within range of the access point. 

• Session Interception and Messages Modification. 

The attacker can intercept a session and alter the 

transmitted messages of the session. Another 

possible scenario by an attacked is to intercept the 

session by inserting a malicious host between the 

access point and the end host to form what is called 

man-in-the-middle. In this case all communications 

and data transmissions will go via the attacker’s 

host.  

• Spoofing. The attacker may hijack a session and 

impersonate as an authorized legitimate user to gain 

access to unauthorized information and services.   

• Captured and Retransmitted Messages.  The 

attacker can capture a full message that has the full 

credential of a legitimate user and replay it with 

some minor but crucial modification to the same 

destination or to another one to gain unauthorized 

access and privileged to the certain computing 

facilities and network services. 

• Information Leakage. This potential security issue 

lies in the possibility of information leakage, 

through the inference made by an attacker 

masquerading as a mobile support station. The 

attacker may issue a number of queries to the 

database at the user's home node or to database at 

other nodes, with the aim of deducing parts of the 

user's profile containing the patterns and history of 

the user's movements. 

 

3.2 Device Security Issues 

      Mobile Devices are essential and key components of a 

mobile computing environment. A mobile device is any 

portable device that belongs to a specific user and has 

computing and storage capabilities. Mobile devices like 

laptops, cell phones, iPhones, Blackberrys, PDAs, USBs 

and other small devices can store vital and sensitive data 

outside office environment for convenient use by mobile 

users. But this convenience of mobility and portability is 

accompanied by several new security threats related to 

possible unintended data disclosure.  

       Mobile devices are easily stolen, and theft of such 

devices is on the rise. In most theft cases the aim was the 

data stored on the device rather than the device itself. One 

such well known case that happened in Beirut-Lebanon 

on Oct, 27, 2010 was the attack on the investigation team 

of the UN created International Tribunal for Lebanon, set 

up in 2007 to bring to justice those involved in the 

assassination of then Prime Minister Rafiq Hariri. The 

result of the attack was the confiscating of the laptop 

computers, cell phones, notebooks and other materials 

that were in the possession of the investigation team. One 

of the main goals of the attack was the sensitive and 

crucial data stored on these mobile and portable devices 

[4]. There is compelling evidence that mobile devices 

pose one of the fast growing areas of security concern. 

Since January 2008, Privacy Rights International’s 

published Chronology of Data Breaches documents that 

20 percent of the data breaches reported resulted from 

mobile device losses: Lost laptops, notebook computers, 

PDAs, portable drives, USBs, CDs, flash cards, SD cards, 

and disks [5]. As a result of these incidents, all of the 

major mobile devices makers have taken steps during the 

past few years to improve device security, such as by 

providing longer device unlock codes like the case of 

Apple iOS devices, and extending encryption support to 

SD cards and other mobile data storage devices. However, 

many defense technology experts feel that protection 

measures remain insufficient for defense needs and 

therefore must be strengthen with additional safety 

measures [2]. Mobile devices have extra stringent security 

needs and are vulnerable to new types of security threats 
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and attacks. They need to operate in foreign networks, 

such as coffee shops, airport kiosks, or other hotspots, and 

therefore, can’t rely on the organization’s firewall for 

protection. The organization needs a means of managing 

security configuration, patch deployment and antivirus 

updates on their devices in the field.  

      The main new mobile computing security issues 

introduced by the use of mobile devices include the 

following:  

 

• Pull Attacks: The attacker controls the device as a 

source of propriety data and control information. 

Data can be obtained from the device itself through 

the data export interfaces, a synchronized desktop, 

mobile applications running on the device, or the 

intranet servers [3]. 

• Push Attacks: The attacker use the mobile device to 

plant a malicious code and spread it to infect other 

elements of the network. Once the mobile device 

inside a secure network is compromised, it could be 

used for attacks against other devices in the network 

[3]. 

• Forced De-authentication. The attacker transmits 

packets intended to convince a mobile end-point to 

drop its network connection and reacquire a new 

signal, and then inserts a crook device between a 

mobile device and the genuine network. 

• Multi-protocol Communication. This security issue 

is the result of the ability of many mobile devices to 

operate using multiple protocols, e.g. one of the 

802.11 family protocols, a cellular provider’s 

network protocol, and other protocols which may 

have well-known security loop-holes. Although 

these types of protocols aren’t in active usage, many 

mobile devices have these interfaces set “active” by 

default. Attackers can take advantage of this 

vulnerability and connect to the device, allowing 

them access to extract information from it or use its 

services.  

• Mobility and Roaming. The mobility of users and 

data that they carry introduces security issues related 

to the presence and location of a user, the secrecy 

and authenticity of the data exchanged, and the 

privacy of user profile. To allow roaming, certain 

parameters and user profiles should be replicated at 

different locations so that when a user roams across 

different zones, she or he should not experience any 

degradation in the access and latency times. 

However, by replicating sensitive data across 

several sites, the number of points of attack is 

increased and hence the security risks are also 

increased. 

• Disconnections. The frequent disconnections caused 

by hand-offs that occur when mobile devices cross 

different introduce new security and integrity issues 

[6]. The transition from one level of disconnection 

to another may present an opportunity for an 

attacker to masquerade either the mobile unit or the 

mobile support station.  

• Delegation. The attacker can hijack mobile session 

during the delegation process. A delegation is a 

powerful mechanism to provide flexible and 

dynamic access control decisions [7]. It is a 

temporary permit issued by the delegator and given 

to the delegate who becomes limited authorized to 

act on the delegator's behalf [3]. Mobile devices 

have to switch connections between different types 

of networks as they move and some kind of 

delegation has to be issues to different network 

access points. Delegations may be issued and 

revoked frequently as mobile devices detach and 

reattach to different parts of the network system. 

 

4  Mobile Security Requirements 

       The rise of mobile computing brings with it a rise in 

concerns about security issues in general and about data 

security in particular. In addition, the rise in the number 

of lost and stolen mobile computing devices raise the 

need to implement some protection for the data contained 

on the mobile devices. Organizations involved in mobile 

computing cannot rely on the traditional security controls 

of the mobile devices and network infrastructure, they 

must ensure that these devices, networks, and 

communication systems have sufficient integral security 

controls to protect exchanged and stored data. This is 

because the mobile devices, computers, and networks 

used for mobile computing may not be owned by these 

organizations and may be shared by anyone. Therefore, 

security controls implemented on the systems within the 

organizations are not enough and must be complemented 

by other security mechanisms on top of a mandatory good 

practice by their mobile users. Different security measures 

and requirements are implemented and suggested for both 

the mobile devices and the networks. Some of these 

measures include the following: 

• Encryptions: If critical information is held on a 

mobile device, data encryption should be done to 

protect the data and prevent access by unauthorized 

persons. 

• Compliance. Remote and wireless network access 

from mobile devices must be subject to the same 

organization’s internal network security policies 

compliance and measures applied to inner users. 

Access and connection through public hotspots 

should be avoided. 
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• Standards. Mobile users must ensure that the mobile 

devices they use and the information they contains 

are well protected at all times and adhere to a set of 

requirements such as strong password protection, 

full disk strong encryption, locking, regular 

backups, current antivirus software, firewalls with 

similar configuration to the organization network’s 

configuration [5].  

• Routing anonymity. To prevent communication 

endpoints from being linked, anonymous routing 

may be used at the network layer. It is extremely 

useful as a building block for higher level 

applications as a security mechanism for general 

networked systems [8, 9].  

• VPN and Wireless Encryption Protocol. A strong 

wireless encryption protocol should be used 

whenever possible, and all external connections to 

the internal organizational network must be over an 

encrypted virtual private network (VPN).  

• Network Access Control (NAC).  Network Access 

Control system should be in place to check and 

analyze mobile devices trying to connect to the 

organization network. This will protect the internal 

network from any system compromises or malicious 

code or infections the mobile device may have 

picked up while it was away. It could also ensure 

that the mobile device is patched, has the 

appropriate security software installed, running and 

up to date, and that it otherwise meets the 

organization’s security policy requirements before 

allowing it to connect to internal network resources. 

Most NAC solutions offer an option between simply 

rejecting connections from noncompliant clients, or 

redirecting them to a site or server with information 

and resources to enable the device to become 

compliant [10]. 

• Wireless Zero Configurations (WZC). WZC should 

be used so that mobile devices and network 

configuration setting will be done automatically 

without any intervention from the user [11]. WZC, 

also know as WLAN AutoConfig, is a wireless 

connection management utility included with 

Microsoft Windows XP and later operating systems 

as a service that dynamically selects a wireless 

network to connect to based on a user's preferences 

and various default settings [12].  

• Use Mobile IPV6 (MIPv6). Mobile IPv6 is a 

protocol developed as a subset of Internet Protocol 

version 6 (IPv6) to support mobile connections.  

Using MIPv6, the quality of services and the 

management of mobility issues in mobile computing 

environment will be taken care of in a very efficient 

and standard way that will aid in securing the data 

transmission [13].   

• Integration of IPSec/AAA and Hierarchical Mobile 

IPV6. Internet Protocol Security (IPsec) is a 

protocol suite for securing Internet Protocol (IP) 

communications by authenticating and encrypting 

each IP packet of a communication session, and the 

Authentication Authorization Accounting (AAA) 

protocol helps in managing and controlling network 

accesses.  This requirement can be considered as a 

fully integrated solution for securing data 

transmission and network access, and it could 

encompasses several previous mentioned security 

requirements [1].  

 

5 Summary and Conclusion 

      Mobile Computing is an umbrella term used to 

describe technologies that enable people to access 

network services anyplace, anytime, and anywhere. It 

offers a lot of benefits for everyone especially the end 

users; however, it requires high security measures and 

introduces new security issues and challenges. In this 

paper, I have introduced the mobile computing systems, 

presented and discussed their new security issues and 

requirements, and presented some of the measures that 

should be taken to handle these security issues.  I have 

classified these issues into two main classes: the first class 

includes those issues that are related to the wireless 

networks and communication systems, and the other class 

includes those issues that are related to the mobile device 

and data residing on it. Some of these issues are related or 

variants to the already existing security issues in other 

systems, and some are new.  

       Most security experts agree that users operating or 

transporting devices in an unsafe manner form the 

weakest link in the data security chain. They believe that 

creating and enforcing a mobile device use policy is the 

best way to ensure the highest possible level of data 

security [2]. The main ongoing challenges facing 

administrators and developers of mobile computing 

systems are related to how to maintain control over 

mobile device data with the rapid pace in the production 

of new mobile devices, mobile operating systems, mobile 

device applications, wireless network services/devices, 

and other new mobile technologies. New products 

typically have only a minimal security knowledge base 

and are more likely to contain undiscovered security 

vulnerabilities than technologies that have been around 

for several years. In addition to this, the ease of 

downloading and installing mobile devices applications 

adds to the above challenges in keeping mobile devices 

safe from malicious third-party applications and security 

vulnerability.  
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Abstract— In this paper, we present a fully pipelined LDPC
decoder for 802.11n standard that supports variable block
sizes and multiple code rates. The proposed architecture
utilizes features of Quasi-Cyclic LDPC codes and layered
decoding to reduce memory bits and interconnection com-
plexity through efficient utilization of permutation network
for forward and backward interconnection routing. Permu-
tation network reorganization reduced the overall resources
required for routing, thus reducing the overall decoder
dynamic power consumption. Proposed architecture has
been synthesized using Virtex-6 FPGA and achieved 19%
reduction in dynamic power consumption, 5% less logic
resources and 12% increase in throughput.
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1. Introduction
Low Density Parity Check (LDPC) codes, a class of error

correction codes that can perform close to the Shannon
limit proposed by Gallager in his 1962 PhD thesis [5], [8],
[9].LDPC has been considered in different wireless standards
due to its superior error correction performance, including
digital video broadcasting (DVB-S2, DVB-T2) for satellite
and terrestrial digital television, 802.11ad, 10 Gigabit eth-
ernet (10GBASE-T), broadband wireless access (WiMax),
wireless LAN (802.11n), deep space communications and
magnetic storage in hard disk drives.

Reduced interconnect complexities, smaller die areas,
lower power dissipation, and design reconfigurability (run-
time) to support multiple code lengths and code rates are the
main optimization areas required for efficient LDPC decoder
[11]. Recently Quasi-Cyclic (QC) LDPC codes, a kind of
architecture aware codes were adopted by several modern
wireless communication standards such as IEEE 802.11n,
IEEE 802.16e and IEEE 802.15.3c. On the one hand, QC-
LDPC codes facilitate efficient high-speed decoding due to
the regularity of their parity check matrices. On the other
hand, random-like LDPC codes require complex routing for
VLSI implementation, which not only consumes a large
amount of chip area, but also significantly increases the
computation delay and dynamic power consumption.

In this paper we present a low complexity fully pipelined
QC-LDPC decoder based on layered minimum-sum algo-

rithm with much less memory bits used and reduced routing
overhead targeting wireless LAN 802.11n standard. Layered
decoding is proved to converge approximately twice as fast
as classical message passing with a flooding schedule [12].
Architecture of the proposed decoder reduces hardware over-
head by utilizing only one permutation network rather than
pre-processing and post-processing permutation network as
in [2], [14].

2. Background

2.1 LDPC Codes and Decoding Algorithms

Low density parity check codes are a class of linear block
codes defined by a sparseM ×N parity check matrix H. N
represents the number of bits in the code, called the block
length, and M represents the number of parity checks.The
information length K isK = N −M for full-rank matrices,
otherwiseK = N−rank. The rate of the codeR is defined
asR = K/N and gives the fraction of information bits in
each codeword. Number of ones per column is called column
weightWc and same number of ones per row is called row
weightWr. A code is said to be regular if all rows of parity
check matrix have same weightWr and all columns have
sameWc otherwise, it is irregular code.

LDPC codes can be described graphically using Tanner
graph. A Tanner graph consists of check nodes representing
check equations, variable nodes representing soft-bits and
between each variable node i and check node j there exists
an edge if and only ifH(j, i) = 1. Connected pairs of
variable node and check node are called neighbors. Figure 1
shows Tanner graph for generic irregular LDPC code where
variable nodes (VN) drawn as circles and check nodes (CN)
represented by squares. A path that can be traced from one
node in the graph back to the same node in the graph while
not passing through any other node more than once is called
a cycle. The communication performance of an LDPC code
is determined by the girth of its factor graph, where girth is
the size of the smallest cycle in the graph.

Low-density parity-check codes are decoded iteratively
using the belief propagation algorithm, also known as the
message-passing algorithm [5]. LDPC codes have been
shown to perform very close to the Shannon limit when
decoded using the iterative message-passing algorithm.
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Fig. 1: Tanner graph representation for irregular LDPC codes

The iterative message-passing algorithm is the most
widely used method for practical decoding .After receiving
the corrupted information, algorithm begins by processing
it and then iteratively corrects the received data. Message-
passing algorithm can usually reach convergence within
a small number of iterations when operating on graphs
containing no short cycles. Message passing algorithm can
be realised by Sum-Product (SPA) [8] or Min-Sum (MS)
[4] algorithms which are near-optimum decoding algorithms
and widely used in LDPC decoders.

2.1.1 Sum-Product Decoding Algorithm

The sum-product algorithm (SPA) is the traditional real-
ization of the message passing algorithm. Assuming code
word (x1, x2, x3, · · · , xn) was sent over a channel and
received as(y1, y2, y3, · · · , yn). Sum-Product algorithm can
be summarized as follows:

• Variable nodes are first initialized with soft information
from channel. After initialization, each variable node
updates its corresponding check nodes with variable to
check messages.

βij = Li = log
Pr(xi = 0|yi)

Pr(xi = 1|yi)
(1)

whereβij is message from variable nodeV (i) to check
nodeC(j).

• Check node update phase: check node messages are
calculated using receivedβ messages from variable
node as follows:

αij =
∏

j
′
∈V (i)\j

sign(βij
′ )× Φ(

∑

j
′
∈V (i)\j

Φ(|βij
′ |))

(2)

Φ(x) = −log(tanh
|x|

2
) (3)

where αij is the message from check nodeC(i) to
variable nodeV (j). Message from check nodeC(i) to

variable nodeV (j) is calculated using allβ messages
from neighbouring variable nodes excludingβ message
from variable nodeV (j). Φ is a non-linear function
represented at equation 3 which indicates magnitude
part of equation 2.

• Variable node update phase: Variable nodes calculates
variable to check messagesβij using its current value
and receivedαij messages from neighbour check nodes
as follows:

βijnew
= βijold +

∑

i
′
∈C(j)\i

αi
′
j (4)

same as in check to variable messages, Message from
variable nodeV (i) to variable nodeC(j) is calculated
using allα messages from neighbouring check nodes
excludingα message from check nodeC(j).

• Once variable nodes update is finished, reliability values
for each bit is calculated same as in equation 4 but with
all α messages received from all neighbouring check
nodes as in equation 5.

zi = βijold +
∑

i∈C(j)

αij (5)

From estimated vectorZ = (z1, z2, z3, · · · , zn) bit
values are calculated by:

bi =

{
1, if zi 6 0

0, if zi > 0
(6)

If H.BT = 0, thenB is a valid code word and therefore
the iterative process has converged and decoding stops,
this is called early termination. Otherwise the decoding
repeats until a valid code word is obtained or the
number of iterations reaches a maximum number,Imax

, which terminates the decoding process.

2.1.2 Minimum Sum Algorithm

Minimum sum algorithm [6], [4] is a simplified version of
sum product algorithm. Minimum sum algorithm simplifies
the calculation of equation 2 even further by recognizing
that the term corresponding to the smallestβij dominates
the product term and so the product can be approximated
by a minimum:

αij =
∏

j
′

∈V (i)\j

sign(βij
′ )×min|βij

′ | (7)

Because check node processing requires the exclusion of
V (j) while calculating themin|βij

′ | for αij , it necessitates
finding both the first and second minimums (Min1 and
Min2, respectively). In this casemin|βij

′ | is more precisely
defined as follows:

min
j
′

∈V (i)\j
|βij

′ | =

{
Min1, if j 6= argmin(Min1i)

Min2, if j = argmin(Min1i)
(8)
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Fig. 2: Base matrix for the rate 5/6 code with codeword
length 1944

Table 1: IEEE 802.11n LDPC parameters
Codeword size Rates Z

648 1/2 , 2/3, 3/4, 5/6 27
1296 1/2 , 2/3, 3/4, 5/6 54
1944 1/2 , 2/3, 3/4, 5/6 81

Then, minimum sum algorithm goes through same steps
of sum-product algorithm till reaching a valid codeword or
reaching maximum number of iterations.

2.2 IEEE 802.11n LDPC Code
The IEEE 802.11n defines four irregular LDPC codes of

rates 1/2, 2/3, 3/4, and 5/6 with three different codeword
lengths 648, 1296 and 1944 bits. Figure 2 defines the base
H-matrix for the rate 5/6 code with codeword length 1944.
In general, H-matrices for QC-LDPC codes are divided into
number of macro layers and each macro layer is further
divided into number of sub-matrices which are cyclic-
permutations of the identity matrix or null sub-matrices. For
the 802.11n standard, the base matrices for all codes consists
of 24 columns andR× 24 rows of sub-matrices. Each entry
in the base matrices defines aZ × Z sub-matrix. The first
R× 24 columns correspond to information bits, the second
(1−R)× 24 columns for the parity information which have
a fixed structure required by the encoder design. The sub-
block sizeZ of the sub-matrices is variable according to
codeword size. Table 1 summarizes different parameters for
802.11n LDPC.

All code rates are suitable for layered decoding. This
layered decoding approach which requires a special message
scheduling is explained in Section 2.3.

2.3 LDPC Decoding Schedule
Decoding of sum-product algorithm was based on flooding

algorithm where in one iteration, all check nodes com-
pute check-to-variable messages and send the results to
their neighbouring variable nodes. Then, all variable nodes
compute variable-to-check message and send them to their
neighbouring check nodes.

Flexible message scheduling was then introduced which is
called layered decoding. Layered decoding is done by divid-
ing parity check matrix intoL layers and decoding is done
row by row and this is called row-layered scheduling inves-
tigated in [10], [7] or column by column which is column-
layered scheduling investigated in [15]. Layered message
scheduling is able to significantly speed up the decoding

convergence as each layer passes already updated messages
to next layer [10]. Due to its fast convergence speed and
implementation regularity , layered message passing has
attracted extensive attention for VLSI implementation and
it is widely utilized in recent LDPC decoder designs [13].

3. LDPC Decoder Architecture
Decoder architecture must be designed flexible enough

to support different code rates and codeword sizes. In
general, higher decoder parallelism results in large area and
capacitance but low operating frequency and high routing
congestion. Fully parallel LDPC decoders maps each CN
and VN in tanner graph to a single processing element.
Total number of CNs isM × Wr and number of VNs is
N ×Wc while partially parallel LDPC decoders divides the
parity check matrix into less number of CNs and VNs such
that a set of CN and VN updates can be done at a time.
On the one hand, the advantage of high parallel decoders is
increased throughput and energy efficiency defined as energy
consumed to decode one codeword compared to other less
parallel architectures due to fewer clock cycles per iteration
[3]. On the other hand, less parallel decoders achieve lower
throughput and provide less hardware area and less routing
congestion problems also they provide shorter wires than
high parallel architectures.

For Layered decoding, layers are processed sequentially
since each layer depends on output messages of upper layer.
Dependencies between layers impose less parallelism flexi-
bility for layered decoders compared to non-layered ones at
which maximum parallelism can be achieved by processing
a whole macro layer at a time since all check equations in a
macro layer are non-overlapped and independent. Processing
of a macro layer can be made more parallel by processing
more than one sub-matrix at a time which indicates more
variable node processing elements.

Check node parallelism level ofP = 81 was selected
which indicates the maximum number of check equations
processed at a time. This size P was chosen from the
maximum sub-matrix size presented in the 802.11n standard.
Each CN can process various number of input soft bits which
indicates number of sub-matrices that can be processed
per clock cycle. Each sub-matrix of the simultaneously
processed sub-matrices requires its own permutation net-
work. While increasing number of processed sub-matrices
per clock increases decoder’s complexity and degrades fre-
quency, it increases throughput by reducing number of
clock cycles per iteration. To allow flexibility for processing
different codeword sizes, CNs are grouped into three groups
each group contains27 CNs which corresponds to minimum
sub-block size. For codeword size648, only first CN group
will be active and others will be idle, these idle groups
can be utilized to increase throughput by accepting other
codewords while processing previous one and this is valid
for this codeword size only. Also power reduction can be
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done using clock-gating by shutting down idle CN groups
in codeword sizes 648 and 1296.

Figure 3 shows overall architecture for proposed decoder.
In order to reduce decoder complexity hardware imple-
mented and routing overhead, CNs are designed to process
one input at a time. Serialization in CN processing degrades
throughput as processing time for one layer will take number
of clock cycles equal to number of non-zero sub-matrices per
layer but this is still a reasonable trade-off as throughput
requirements for decoder can be achieved at a reasonable
frequency. CN block functionality will be further illustrated
in section 3.1. VNs are used to compute equations 4 and 5.
To reduce routing and calculation overhead of VNs, equation
5 can be simply calculated by adding input soft bits of CN
block with current CN output value while exclusion of CN
previous value that is in equation 4 is done by subtraction
of CN previous output value which is stored in internal
RAM from current input within CN block . This concept
for variable node calculation was introduced in different
decoders as in [1].

Fig. 3: Overall architecture for partially parallel LDPC
decoder

3.1 Check Node Block
Check node block shown in figure 4 is considered the

core processor of the decoder. In order to lower number
of clock cycles per iteration, layer processing is done in a
pipelined fashion inside the CN block. CN performs three
main operations divided into three pipeline stages as shown
in figure 5. First stage is the marginalization of reliability bits
stage. Marginalization is used to do the exclusion of CN’s
own message resulted from previous iteration from input
reliability bits which resemblesαi

′
j in equation 4. Second

pipeline stage is detecting first and second minimums of
input soft bits and calculating sign bit multiplication which
is done using simple XOR gate. Finally, CN to VN message
is calculated according to equation 7.

Fig. 4: Check Node block architecture

Fig. 5: Check Node pipeline stages

3.2 Permutation Network
For LDPC decoder design, implementation of intercon-

nection between check and variable nodes in the Tanner
Graph of the code is always a critical problem, especially
in case of high parallelism decoder. A reconfigurable QC-
LDPC decoder requires a programmable shift network for
different sub-matrix sizes, code rates, and block lengths.
Though, an architecture that minimizes the interconnect
complexity and, hence, the interconnect delay is more desir-
able.

Connectivity network between CNs and VNs can be
implemented using different scenarios. In [1], only one
network was used for routing of messages from VNs to CNs
while the route back from CNs to VNs is done by storing
these messages inside a RAM and circulation can be done
by controlling sequence of memory reads. In [2], [14], one
permutation network was used for routing of VNs to CNs
messages and another one for reverse direction.

A simple logarithmic barrel shifter composed of modular
cells which provide wrap-arounds on 27, 54 and 81 positions
for each supported block size was utilized for both routing
directions. Since the outputs of CNs are already updated
messages, we propose they can be appended directly to their
inputs. For the first layer in the first iteration, reliability bits
are passed from the wireless channel to the decoder’s input
directly to permutation network which passes these messages
to CNs input permuted by offsets presented at first layer.
The output of CNs is then appended back to permutation
network which must restore original order of the messages
and then perform permutations of layer 2, this is simply
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done by rotating these messages by the difference of rotation
value of previous layer with respect to the current one. This
approach of using one permutation network instead of two
reduced routing resources by half also it reduced memory
bits required compared to implementation in [1].

4. Results
Figure 6 shows the bit error rate (BER) curves for all

code rates with codeword size 648 and six iterations. Due
to fixed quantization with 6-bits for internal soft bits inside
CNs, a small quantization loss (<0.2dB) can be observed
compared to floating point performance for lower rate codes
while higher rate codes do not show any significant loss.
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Fig. 6: Fixed-point vs. Floating point simulations for code-
word 648-bits

Two designs were implemented in order to verify re-
sources reduction and power optimization of using one
permutation network using Xilinx Virtex-6 FPGA. First
design uses only one permutation network for both routing
directions, second design was implemented with two routing
networks same as in [2], [14]. As shown in table 2, logic
slices and LUT utilization is reduced by 5% of total FPGA
resources. Also as can be seen utilizing one switching net-
work reduced overall switching resources and wirings inside
the decoder which reduced dynamic power consumption by
19% and reduced maximum path delay by 1.3ns. Throughput
achieved can be calculated as in equation 9.

Throughput =
F ×N ×R

Iter.× L× Clklayer
(9)

WhereF is the achieved frequency ,Iter. is number of
iterations,L is number of layers andClklayer is number of
clocks per layer which depends on pipeline overhead which
is 5 clock cycles (constant for all rates)in addition to number
of non-zero H-matrices per layer.

Table 2: FPGA implementation results of the multi-rate
decoder, Device Xilinx Virtex 6 (xc6vlx240t-3-ff1156)

Design 1 Design 2 Savings
Slices 13,229(35%) 15,322(40%) 5%
LUT 35,668(23%) 42,572(28%) 5%

Dyn. Power(mW) 1066.70 1324.22 19%
Frequency(MHz) 100 88 12%

Throughput(Mbps) 37.5 ∼ 281.25 33 ∼ 247 12%

5. Conclusions
A fully pipelined multi-rate, multi-codes low complex-

ity QC-LDPC decoder was implemented for the 802.11n
standard. Interconnection complexity was greatly reduced
by implementing reusable permutation network for forward
and backward message routing. Decoder was implemented
on Xilinx Virtex-6 FPGA and achieved 19% reduction in
dynamic power, 5% reduction in resources utilized and 12%
increase in throughput compared to architecture designed
with same routing approach in [2], [14]. We conclude that
the engineering of the permutation network has a very sig-
nificant effect on the LDPC implementation results without
compromising its BER. This effect will be more significant
with future processes.

Future work will explore a more parallel decoder to
achieve higher throughput and the effect of wiring conges-
tion and high switching activity will be further investigated
and optimized to achieve best power consumption.
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Abstract - WiMAX and Wi-Fi are considered as the promising 
broadband access solutions for wireless MAN’s and LANs, 
respectively. In the recent works WiMAX is considered 
suitable as a backhaul service to connect multiple dispersed 
Wi-Fi ‘hotspots’. Hence a new integrated WiMAX/Wi-Fi 
architecture has been proposed in literatures. In this paper the 
performance of an integrated WiMAX/Wi-Fi network has been 
investigated by streaming different video conference 
applications which vary the network load.  The difference in 
performance between the two network connections WiMAX 
and Wi-Fi is compared with respect to video conferencing. 
The Heterogeneous network was simulated in the OPNET 
simulator. Results show that such a heterogeneous network 
can support a high resolution video conference application 
and a low resolution video conference application but not a 
VCR quality video conference application. 

Keywords: Throughput; delay; delay variance; Packet loss; 
QoS – Quality of Service. 
 

 

1 Introduction 
  WiMAX is a popular technology for broadband access in 
Wireless Metropolitan Area Networks (WMAN) 
environment. It offers a rich set of features and flexibilities in 
terms of deployment options and it supports new applications. 
The physical layer of WiMAX is based on Orthogonal 
Frequency Division Multiplexing (OFDM), which is widely 
recognised as the modulation technique for mitigating 
multipath fading problem associated with broadband wireless 
system. WiMAX is capable of supporting very high peak data 
rates. In fact a peak rate of 74Mbps can be achieved when 
operating with a 20MHz wide spectrum. Under very good 
signal conditions, even higher peak rates may be achieved by 
using multiple antennas and spatial multiplexing [1]. 
One of the potential applications of WiMAX is to provide 
backbone support for mobile Wi-Fi hotspots. Traditionally 
wired connections are used as backhaul support for Wi-Fi 
hotspots. But wired infrastructure is always considered 
expensive and it should be replaced by wireless backbones. 
Heterogeneous wireless networks consisting of WiMAX and 
Wi-Fi have been proposed in the literatures [2], [3]. The 
architecture of this type of network is shown in Fig. 1. 

In this network model a WiMAX base station (BS) serves 
both WiMAX subscriber and Wi-Fi access points in the 
coverage area. 

 

Figure 1 Heterogeneous Network architecture (WiMax/WiFi) 

The connection between the WiMAX base station and the 
WiMAX subscriber station is based on the WiMAX protocol 
and the connection between the Wireless LAN access points 
and the Wireless LAN nodes is based on Wi-Fi protocol. 
Several QoS provisioning mechanisms for integrating 
WiMAX /Wi-Fi systems have been proposed in literatures 
[4], [5]. 
The Quality of Service (QoS) of a Video Conference 
application is determined by the following parameters; Packet 
loss: it’s a comparative measure of packets received to the 
total number of packets that were transmitted, Delay: it’s a 
finite amount of time that a packet takes to reach the 
receiving end point after being transmitted from the sending 
endpoint, throughput and delay variance (jitter). 
In this article we investigated the performance of the 
WiMAX/Wi-Fi network for different network loads generated 
by three different Video conference applications. 
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2 QoS Requirements of a Video  
Conference Application 

 QoS parameters for a video conference application are as 
follows: 
Bandwidth and throughput: Bandwidth is the available 
capacity of connection between two terminals. Throughput 
slightly differs from bandwidth as it stands for effective 
bandwidth that is provided by the network. 
Delay or latency: It specifies the time it takes for a packet to 
leave the source and reach the destination. 
Jitter (delay variation): Jitter is an interval between 
subsequent packets. It is caused by network congestion, route 
alteration etc. 

 
Figure 2 Applications QoS metrics Sensitivity 

As can be seen from figure 2 Video Conference applications 
are highly sensitive to the factors of Delay, Jitter and packet 
loss. Hence this factors need to be kept at minimum values in 
order for the QoS to be as high as possible in transmitting or 
streaming a video application. 
For best quality of a picture the above mentioned factors 
should be kept at the following values [6]. 
End to end delay should be below 150mS 
Jitter should be kept under 30mS. 
 

3. Simulation Methodology 
 In order to investigate the performance of the integrated 
WiMAX /Wi-Fi network with respect to a video conference 
application the OPNET modeller simulation tool was used. 
The OPNET modeller supports both WiMAX and Wi-Fi 
technology. Three video conference applications were applied 
over the network to represent different network loads [6] 
namely; 
• Low resolution video – 45Mbps 
• High resolution video – 99Mbps 
• VCR quality video – 840Mbps 
The network consists of a centrally placed BN_ASN router 
that has 12 Point-to-point (PPP) links. The router is connected 
to an application server running the video conference 
application and 4 logical subnets. Within each logical subnet 

there is a Base station (BS) based on the WiMAX protocol. 
Each base station is connected to a WiMAX subscriber 
Station (SS) which connects to 4 Wireless LAN subscribers 
such as Laptops etc. The WiMAX subscriber station has two 
interfaces, the WiMAX interface to communicate with the 
WiMAX base station and the Wireless LAN interface to 
communicate with the Wireless LAN based nodes. 
The application profile is running in serial mode which means 
that each application initiates packet generation in a serial 
manner. The whole process of packet generation lasts till the 
end of the simulation. 
All traffic is discrete. The WiMAX layer was configured with 
the rtPS (real time polling services) scheduling technique with 
a maximum sustained traffic rate of 10Mbps and a minimum 
reserved traffic of 0.5Mbps.  

Figure 3 shows the overall network topology. 

 
Figure 3 the Network Topology 

The topology inside a subnet is shown in detail in figure 4.

 
Figure 4 Subnet Topology 
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The parameters of the WiMAX system are shown in table 1, 

Table 1 Parameters of the WiMAX system 

Parameters Selected  Values Set 

Max No of SS Nodes 
Supports 

100 

Transmits Power (W) 0.5 

Physical Profile OFDMA 20MHz 

Modulation  Adaptive 

Average SDU Size (bytes) 1500 

Connection Retries 16 

Antenna Gain  15dbi 

Service Class Used Silver 

Scheduling type rtPS 

 
Essentially the parameters set up for the Wi-Fi hotspots are; 
data rate of between 65Mbps and 600Mbps, physical layer 
technology of 802.11n 2.4GHz and buffer size of 1,024,000 
are all done to enable a video conference application stream 
over the network without much packet loss and delay, the 
reason being that the video conference application of high 
resolution requires high bandwidth of as much as 150Mbps in 
this case. 

The Parameters of the Wi-Fi Hotspots are shown in table 2. 
Table 2 Parameters of the Wi-Fi Hotspot 

Parameters  Selected Values Set 
Physical layer Technology HT PHY 

2.4GHz 
(802.11n) 

Data Rates bits/sec 65Mbps 
(base)/600 Mbps 
max 

Transmit power 0.005W 

Packet received power -95 

Large Packet Processing Drop 

Antenna Gain  14dbi 

Access point Functionality Enabled 

Buffer Size  1,024,000 

Antenna Gain 14dbi 

 

4. Results 
 QoS of the Video Conference Application: 
As earlier on stipulated the requirements of a video 
conference application for good picture quality should be as 
follows [8]; 
End to end delay should be below 150mS 
Jitter should be kept under 30mS.  
The performance of the integrated network with respect to the 
above mentioned factors is as follows; 
 

4.1 Packet end-to-end delay for the whole path 
WiMAX-Wi-Fi 

 The packet end-to-end delay for the whole path WiFi-
WiMAX is shown in Figure 5 for the different network loads. 
For the high resolution video conference application the 
packet delay stabilises on 60mS whilst the low resolution 
video application stabilises on 45mS. The high resolution 
video has a higher delay than low resolution because the load 
of the high resolution video on the network is higher and 
requires more time to transverse the network. 
The VCR quality video application curve does not appear 
because the load of that application is 840Mbps which leads 
to a high packet loss on this network. In certain sections of 
the network the VCR quality video application is not 
sustained and packet drop is too high, hence it’s not possible 
to get the packet delay for the whole path for this application. 
 

 
Figure 5 Packet end-to-end delay for the whole path WiMAX-

Wi-Fi 

4.2 Jitter or Packet Delay Variance for the 
whole path WiMAX-Wi-Fi 

 The packet delay variation for the whole path WiFi-
WiMAX is shown in figure 6 for the different network loads. 
For high resolution video the jitter settles on 0.1mS whilst the 
low resolution video the jitter is about 0.4mS. Generally the 
high resolution video is a better quality video signal hence 
producing less jitter or deviation from the signal than the low 
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resolution video signal. Again VCR quality video does not 
appear in the graph because of its high network load that 
leads to high packet drop hence it’s impossible to measure the 
overall network jitter for this application since the application 
does not complete the path. 

 

Figure 6 Packet delay variation (jitter) for whole path 
WiMAX-Wi-Fi 

4.3 Throughput of the Wi-Fi connection 
    The throughput of the Wi-Fi connection is shown in the 
figure 6 for the different network loads. The throughput for 
the VCR video quality is higher than for the high resolution 
video and the low resolution video. However this is because 
the load on the network from the VCR quality video is 
highest. The packet dropped for the VCR quality video is also 
very high. 

 

Figure 7 Throughput of the Wi-Fi connection 

The curves in figure 7 are total values for the throughput 
whilst the key chart shows the network loads of those 
applications. 

4.4 Throughput for the WiMAX connection 
 Essentially the throughput on the WiMAX connection 
shows a similar pattern to the throughput on the Wi-Fi 
connection the only difference being that across the WiMAX 
connection the video conference applications drop more 
packets hence the throughput on the WiMAX connection for 
the different video conference applications is less than for 
Wi-Fi. 

 

Figure 8 Throughput on the WiMAX connection 

4.5 Packet Delay on the Wi-Fi connection 
The packet delay on the Wi-Fi connection for the VCR 
quality video approaches 130mS as can be seen in figure 9 
which is relatively high. For the high resolution video it’s 
about 10mS and for the low resolution video it’s about 5mS. 
Again the delay for the VCR quality video is higher than for 
the other video conference applications due to the fact that the 
throughput for this application is higher than the other video 
conference applications. 

 
Figure 9 Packet Delay on the Wi-Fi connection 
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4.6 Packet Delay on the WiMAX connection 
The packet delay in the WiMAX connection for the VCR 
video quality application is about 96mS whilst for high 
resolution video it’s about 94mS and finally for low 
resolution video its 72mS. 
In the WiMAX connection the VCR quality video application 
has a lower delay as compared to the Wi-Fi connection but 
relatively high for a throughput of 46Mbps because in this 
section of the network the VCR quality video drops more 
packets hence the throughput is lower but the delay is 
relatively high for such a low throughput because there is 
congestion in the network. Similarly the delay for the high 
resolution video and the low resolution video in this WiMAX 
connection is very high 94mS and 72mS respectively. This 
are increased values of delay from the values in the Wi-Fi 
connection due to the fact that there is more packets being 
dropped in the WiMAX connection due to congestion hence 
increasing the delay. 
 

 
Figure 10 Packet delay on the WiMAX connection 

 
5. Conclusions 
 In this paper an Integrated WiMAX /Wi-Fi network was 
modelled whilst streaming video conference applications to 
determine the performance of the integrated network with 
respect to the QoS requirements. The network loads were 
varied by changing the type of video conference application 
between low resolution video, high resolution video and VCR 
quality video conference applications. In addition the 
WiMAX and Wi-Fi connections were compared with respect 
to throughput and packet delay. 
In conclusion a high resolution video application experiences 
a higher overall network delay as compared to a low 
resolution video application but has a lower jitter value or 
packet variance. 
Also it was determined that when a network connection 
experiences congestions and high packet drop rate that 

network connection would have a higher packet delay than 
other sections. 
Table 3 summarises the results discussed in the conclusion 
earlier and according to the table the main QoS parameters 
were satisfied for the high resolution video application and 
the low resolution video application except for the VCR 
quality video application which experienced excessive packet 
drop rate in certain sections of the network exceeding the 
required QoS parameters necessary for a good video 
conference transmission. 
 
Table 3 QoS Parameters for Video Conference Application 

Parameters Expected 
values 
for a 
good 
QoS 

High 
resolution 
video 

Low resolution 
video 

Overall 
Packet 
delay 

<150mS <60mS <45mS 

Jitter(Delay 
Variance) 

<30m 0.1mS 0.4mS 
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Abstract— Ubiquitous computing change normal physical 

space into intelligent active space with enhanced services to 

users. This new field of computing still has some security 

limitations.  In this paper we provide an overview of 

Ubiquitous Computing security concerns .Furthermore we 

discuss some issues such as access control and privacy 

preserving in authentication models. We present access control 

models and show why the traditional methods are not suitable 

to use in ubiquitous computing environments. We discuss a 

trust based access control model and propose a simple UCE 

example with a simple pseudo code.  Also we argue the privacy 

problem with authentication in Ubiquitous Computing 

Environment and exhibit two models and compare their 

security properties.       

Keywords-Ubiquitius Computing; Pervasive Computing; 

Security; Access control; Authentication; Ubicomp 

Introduction 

    Ubiquitous computing is about placing computing 

everywhere around human. It focuses on users and 

accomplishing task rather than machines.. we can say that 

“Ubiquitous Computing is a technology that resides in the 

human world and weaves itself into the fabric of everyday 

life “[1].
 
This vision is so close to reality [2]. There are some 

factors which helps to make ubiquitous computing relate to 

society, technology, and markets [3]. We own and interact 

with microprocessors embedded in everyday devices. For 

example cell phones, home appliances, home video systems, 

cameras, cars and washing machines. [4]. All of these 

examples show our acceptance and awareness, as a society, 

of ubiquitous computing value.  Also technology has major 

participation to facilitate the vision of ubiquitous computing. 

The final factor affecting the ubiquitous computing is the 

market that has movements towards decreasing cost, 

increasing capacity and demand for ubiquitous computers.[3] 

    Nowadays, with the big propagation of the ubiquitous 

computing, people need some technique to gain the privacy, 

integrity, and to deal with this kind of computing with more 

confidence. At the same time, organizations need such 

technique be reliable.
 
 

     It is expected for user to interact with hundreds of 

invisible ubiquitous computers with normal and 

unremarkable ways, instead of one personal computer per 

user. If the problem grows hundred times, then the old 

security solutions are not guaranteed to work in the same 

way.  Security solutions like authentication works with PC's, 

laptops, and other machines, possibly do not work in the 

same efficiency with hundreds of ubiquitous computers.   

The solutions need to be reshaped and give a while to rethink 

them over [4].
 
The big challenge that’s facing security in 

ubiquitous computing, is that the security solutions and 

concepts that applied in the basic interne are not enough to 

be applied here  [5]. 

     

In the PCEs we have many computers and services 

embedded inside everyday devices which are shared and 

available to us.. We should ask: What are the assets? What 

are the risks? What safeguards and countermeasures to 

avoid and defend against those security risks?
 
[4] 

     A  good practise to assessing security issues in a PCE is 

through evaluating vulnerabilities from attacker viewpoint.  

Security properties such as confidentiality, 

integrity ,privacy , authentication, access controls increase 

PCEs vulnerability to attacks in in many ways.  such as 

wireless networking. It’s  known that wireless networks are 

vulnerable to passive eavesdropping attacks which threatens 

the Confidentiality. Also, wireless communications increase 

the chance of Integrity valuations. 

     When we search for how we can protect information 

security properties in PCE, we found that research papers 

focused on the use of one of the following three ways: 

 Developing a framework and defining 

requirements of general security. 
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Figure1: Ubiquitous Computing progress 

 

 Developing security protocols that can be work 

with many PCEs.  

 focusing on some security properties to ensure 

them by designing security infrastructures 

 

I. ACCESS CONTROL 

    Traditional computer systems depend on access policies 

and user identities; such as user name, password, or user 

certificates, to grant or deny users to access resources [6]. 

But the problem is these identities are not enough in 

ubiquitous computing for the following issues: (1) in 

ubiquitous computing, people can visit resources and obtain 

services any time any where. (2) Ubiquitous computing 

environments include not only software and hardware 

entities, but also related with the context and the physical 

space which dynamically change over time. (3) The 

requester and the sender do not know each other in advance 

[7], [8]. For that, access control is not only based on user 

identification, but rather, it is primarily based on the 

properties of the environment such as the location and the 

access time. So, it is more efficient for ubiquitous computing 

environment in which access control based on implicit trust 

relationship authentication instead of traditional 

identification methods. 

A. Access Control Methods 

    In general, there are three access control methods [6].First 

method is called "Traditional Access Control Methods" 

which directly grant or cancel user rights after identifying 

him. These methods are not suitable to be used with 

ubiquitous computing because in the ubiquitous computing 

environments there are a hug number of users which make 

the matching process; of subjects and objects; and 

management of rights very complex. 
    The second types of methods are known as "Role Based 

Access Control Methods". Here, the system first identifies 

the user. Each user has an associated role. By the given role, 

group of access rights are assigned to this user. RBAC 

methods based upon users' identity without considering 

context information [6]. For that, these types of methods are 

not good to be used with ubiquitous computing environment. 

    "Trust Based Access Control Methods" is the last type of 

access control methods. These methods are based on trust 

establishment between two strangers. Then, a set of roles are 

assigned to the strangers in order to give permissions. These 

methods are the most suitable to be used with ubiquitous 

computing environment. 

B. Trust Policy 

    Trust and security are closely related. Ubiquitous 

computing environment need a sufficient level of trust. But 

there is no clear definition to explain trust, but rather, trust 

can be understood by its characteristics. The following are 

the main characteristics of trust: 

Subjectivity: Two strangers have different trust degree on 

the same matter. 

Transitivity: trust commonly known to be non-transitive. 

But to simplify the trust model, trust can be considered to be 

transitive.  

Anti-symmetry: the trust degree between two strangers 

may differ. 

Measurability: trust can be measured like any information 

by trust value. 

Multidimensionality: The trust degree to the same target 

may differ. 

Dynamic of trust: trust has relations with time; different 

time may have different trust degree. 

Context relativity: when trust is given to the other 

strangers, it is happen for particular purposes. 

C. Trusted Based Access Control 

In this section we introduce how to apply access control in 

ubiquitous computing environment using a "Trust Based 

Access Control Model".There are two trust values which 

togather give the final trust degree. Ta is the initail trust and 

it is determine according to the authintication process. This 

part of trust is static because in one session the system either 

trust the user or do not. The second part of trust is the 

dynamic trust we denote it as Tc . This dynamic trust can 

differ in one session according to the context information; 

for example physical boundries. By the value of Ta and Tc , 

The final trust degree T will take a value in between. 

Acoording to this value T, a subset of roles with an 

associated access rights will assigned to the user.The life 

cycle of this model is consisting of four steps: 

step1. The two strangers build the initial trust relationship 

according to their properties (static trust). 

  Ta = f(A1,A2, …., An) 

step2. The dynamic part of trust is a function of context 

information: 

  Tc = h(c) 
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step3. Compute the value of trust between the two strangers 

according to Ta  and Tc:  

  T = (Ta, Tc) 

step4. The user is mapped a subset of roles by the value of 

T. 

 

D. Our Proposed Model  

    We propose a simple model which consider both the 

authentication process and the context information. To 

explain our model, let's take this example. Suppose a simple 

ubiquitous computing environment where Prof. Bob can be 

authenticated using his mobile device, after hie initialy 

enters a pasward to access his office. In his office, there are 

sensors to detect his mobile and give him a faculty status in" 

he will get an access to all facuilty rights. If some "student" 

holds Prof. Bob’s mobile and try to enter his office, he can 

not because the authentication process will failed; for 

example, wrong password, and he will not get the initial 

trust. As figure2 shows, the initial trust can get two values 

either "trusted" or "un-trusted". Also the dynamic trust will 

take two values:  

 

 

 In out 

Trusted prof. faculty 

Un-trusted  student 

Figure 2: A model of Initial Trust 

 

 

 

 

 

 

 

 

 

 

 

 

"in" or "out". If Ta = "Trusted" and Tc = "In", "Professor" 

role will assigned to the user with the associated access 

rights which is in our example "enable printer usage". 

"Faculty" role will assigned to the user if Ta = "Trusted" 

and Tc = "out". And "student" role will assigned based only 

to the value of Ta = "un-trusted". In figure 3, will write  a 

pseudo code to explain our example. 

 

II. PRIVACY PRESERVING AUTHENTICATION METHODS 

    Ubiquitous computing environments (UCEs) or Active 

Information Spaces encourage the propagation of hundreds 

or thousands of embedded devices, which are distributed 

and accomplish tasks. Also, the abundant services provided 

promise great incorporation of the digital infrastructure into 

many aspects of our everyday life. Individuals, companies 

and organizations depend on networking technologies to 

transfer and process data and to provide services, to exploit 

the ubiquitous computing environment advantages.  As 

might be expected, many of these resources and services 

will be sensitive and critical for users. [9][10] 

    Some services provided in ubiquitous computing 

environment are automated and resources could be accessed 

anytime anywhere, trying to increase the productivity of 

users and makes services always available. These properties 

give hackers, cyber-attacker and unauthorized intruders 

more opportunities to break into the system and make great 

damages. Also, the ubiquitous computing environment 

integrates the physical world and the virtual world, this 

integration create more threats and vulnerabilities in system 

security. For this reason, resources and services should be 

allowed to be access only by legitimate users.  In some 

papers the authors mentioned that, the deployment of 

ubiquitous computing environment in real life is held back 

by weak and insufficient security measures, particularly, 

two security properties authentication and access control 

techniques.[9][10] 

A. Authentication 

Authentication can be defined as verifying whether the 
user identification is correct.  Most traditional authentication 
methods cannot be applied as it is in ubiquitous computing 
environment.  There are several reasons of why traditional 
authentication methods not fit?  One of these reasons is; 
these methods cannot scale well with hundreds or thousands 
of embedded devices that placed in highly distributed 
environment such as ubiquitous computing environment. 
Another reason is; they are not convenient for users walking 
around within ubiquitous computing environment. 
Furthermore traditional authentication method that focus on 
identity authentication, possibly will fail to work in 
ubiquitous computing environment, since it conflicts with 
privacy protection which is one of the most important user's 
concerns in ubiquitous computing environment.   
Authentication in ubiquitous computing environment 

Tc = Get location(); 

if( Tc = “out”){ 

    Ta = Authenticate user(); 

     If (Ta = “Trusted”){ 

 Open the door; 

 Tc = Get location(); 

 

 If (Tc = “in”){ 

    Set role = “professor”; 

    Set Printer usage = “enable”; 

 } 

 

 Else{ 

    Set role = “faculty”; 

    Set Printer usage = “disable”; 

 } 

     } 

     Else{ 

 Set role = “student”; 

 Set Printer usage = “disable”; 

} 
 

Figure3: pseudo code of the proposed model 
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requires different methods to cope with its different 
requirements, context and applications. Also authentication 
requirements are highly varied for different applications. 
[9][10]  

There is still one issue that is considered as an essential 
security concerns and identified explicitly by a series of 
laws, it is the user privacy.  Privacy is about protecting the 
personal confidential information, and that includes the 
invasion of personal space.  Privacy preserving is another 
challenge that facing the deployment of pervasive computing 
services on large scale. Because in such environment with 
such requirements like focusing on invisibility of the 
computing devices that could be gathering information about 
users identities, their locations and users transactions, will 
make users concerns about their privacy.  Beside, the 
integration of the physical world makes the task of 
preserving privacy in ubiquitous computing environment 
more difficult. [9][10] 

 

B. Authentication methods in UCE: 

    In this section, in brief we describe some authentication 

devices that can be used integrated or alone in some Active 

Information spaces (Ubiquitous Computing Environment).   
Some of authentication devices used in authentication 

framework in some Ubiquitous Computing Environment are 
[9]: 

 Active Badges: In some Ubiquitous Computing 

Environment, each person has an active badge that 

can transmit the information of identity.   

 Smart Jewelry: People can ware Jewelry at all 

times, so it is harder to be stolen and does not 

necessitate a user to carry other gear. For that 

reasons, programmed jewelry can offer a 

convenient authentication method.  The iButton is 

an example; it is a 16mm computer chip in a 

stainless steel case. Also it allows up-to-date 

information to move with user or object. The steel 

button is strong enough to resist insensitive outdoor 

environments, 
 Smart Watches: A wristwatch is another wearable 

device that is worn by people almost all the day. A 

“smart” watch can be considered as an interactive 

wearable device, it provides a higher degree of 

security in authentication. In contrast to the 

previous wearable devices, smart watches store 

more information, have more processing power, 

have display features and make possible for user to 

interact with the device.  Smart watch considered 

as secure authentication device because of these 

features make.  

 PDAs: Larger PDAs are also used for 

authentication purposes as well as the wearable 

gadgets. The PDAs devices provide more feature 

i.e. more storage capacity and more processing 

power.  Even as PDAs can be stolen or lost more 

easily than wearable devices like gadgets, they can 

be utilized to provide better authentication 

according to their processing, storage and 

interactive displays.  

 Passwords: The traditional authentication method 

uses username and password pairs can be usable as 

a supplementary authentication method that can 

leverage other authentication methods.  

 Biometrics: Biometrics could be used as an 

efficient mean of authentication. The users will be 

authenticated based on their distinctive physical 

characteristics, in order that users are identified 

according to “what they are.” This may include 

retina, fingerprints, and face or voice recognition.  

III. COMPARE PRIVACY PRESERVING AUTHENTICATION 

AND ACCESS CONTROL MODELS 

In this section we give a brief overview of two models of 
preserving privacy authentication and access control models 
and compare between some of their security properties. 

A. Model 1: A Flexible, Privacy-Preserving Authentication 

Framework for Ubiquitous Computing Environments 

In this paper authors proposed general security 
framework, which builds over Kerberos and establish new 
enhancements that let it to blend nicely into pervasive 
computing environments, and identify general security 
requirements. They focused on designing specific 
infrastructure for security to protect user context privacy 
from the service providers. They have used MIST 
infrastructure which provides anonymity for user through an 
overlay network also it keeps all information of all the users 
using what they call “Lighthouse”. [9] 

The authentication framework is able to scale to highly 
distributed system, while providing convenient and flexible 
authentication and access control services for ubiquitous 
computing environment.  Also it uses different embedded 
and wearable devices and authenticates users in a 
convenient, transparent and private approach. In this model 
users can authenticate themselves to the system using a 
multiple means furthermore some of these means are reliable 
more than others and could provide stronger authentication 
than others.   The strength of these means deduced from the 
assigning varied confidence values to variety authentication 
methods. This value is considered as a measurement of how 
the system is confident that the user, who just authenticates 
himself using some means, is definitely who he claims 
himself to be.  The overall level of confidence increase when 
a user uses more than one authentication method.  In this 
model a Confidence-builder module has been established to 
handle the use of several authentication methods by 
employing algorithm for combining many confidence values, 
and then produce net confidence value.  [9] .  

In this model, designers make the Active Space able to 
detect the presence of users and objects actively.  They 
believe that, these features are necessary to make spaces 
active and to enable context-based applications.  So they 
used a method that allows users to be authenticated to the 
surrounding environment and simultaneously preserve their 
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privacy. They establish Mist which is communication 
infrastructure in ubiquitous computing environments that 
preserves location privacy, while allowing users and objects 
to be authenticated at the same time [9].  

 Mist: consists of a hierarchy of Mist Routers that 

structure an overlay network. This network allows 

private communicate for users. The Mist Routers 

route packets using a hop-by-hop, handle-based 

routing protocol with limited encryption using 

public key cryptography, as a consequence, the 

communication become untraceable by 

eavesdroppers.  .  

 

 Authentication Protocol:  authentication protocol in 

this model extends Kerberos authentication 

protocol to support user devices and make use of 

the location privacy that provided by Mist.  In each 

Active Space, they assume the existence of “Space 

Authentication Portals” (SAPs), which are special 

types of Portals that could be located at the Active 

Space entrance, or other suitable places. The SAP 

will feature a set of wired and wireless base 

stations and device readers that allow users to be 

authenticated with the Active Space using any 

authentication devices they are wearing or 

carrying.   

 
In this model, all users have active badges.  The badge 

programmed to store unique ID number, for user 

identification, and store ID for user's Lighthouse 

identification.  Then user comes close to one of the available 

SAPs for authentication.  Some of the authentication devices 

possibly will require the intervention of user, e.g. insert the 

iButton into the corresponding designated receptor.  Then 

the communication is done through Mist communication, so 

the lighthouse communicates with the Security Server.  Note 

that SAP does not have sufficient information for user's 

authentication.  Upon authentication success, the AS, like 

Kerberos protocol, produces a ticket granting ticket (TGT) 

for that user.  The TGT is issued for a user is encrypted and 

stored in the users Lighthouse.  The AS remembers the 

user's previous authentication methods and then calculates 

the net confidence of all authentication methods of the user 

being there to issue new TGT with the new value.  After 

that, the user can access the service, but the service needs to 

check the user first by contacting with the user's Lighthouse.  

Using the TGT that are stored in the Lighthouse of user, the 

Lighthouse will communicate with the TGS and request for 

tickets to access the requested service.  These tickets are 

encrypted and do not contain any indications to the real 

identity or name of the user; they incorporate a pseudonym.  

Also, they contain the net confidence level and the security 

privileges of the user, so the service can make access control 

decision whether to authorize that user or not.  When the 

user exit from the room the badge reader at the exits can 

discover that and automatically it will log off the user and 

destroy the stored tickets in his Lighthouse. [9] 

     

B. Model 2: A Novel Privacy Preserving Authentication 

and Access Control Scheme for Pervasive Computing 

Environments 

In this model, the authors propose a scheme to secure the 

interactions between services and mobile users in ubiquitous 

computing environment. The scheme integrates two 

fundamental cryptographic primitives; they are the hash 

chain and the blind signature, into authentication protocol.  

    We provide brief description of the two techniques, as 

follows: 

 Blind Signature: The blind signature is one of the 

digital signature variations where the message 

content disguised from the signer.  It can be 

implemented based on some well-known digital 

signature schemes.  a user first use a random 

“blinding function” f, to “blinds” the message 

before  sign it from third party.  So the signer will 

sign the message without having any idea about its 

content, and then send it back to user.  The user 

unblinds the message and obtains the signature on 

the original message.  Blind signature used for 

nonlinkability property, and this property is helpful 

when anonymity is required. [10]  

 Hash Chain: also called one-way hash function is 

one of the powerful cryptographic tools; it takes a 

message of any size as input and outputs a fixed 

size hash. A chain of hash outputs can be obtained 

by applying repeatedly on an initial message. And 

the outputs of hash can be used in the reverse order 

of generation for authentication purpose. [10] 

Sample system architecture of a ubiquitous computing 

environment, generally, consists of three types of entities: 

the Mobile users, the Services and the Back-end 

authentication servers, besides, the underlying wireless and 

wired communication infrastructures. While the wireless 

network access is a service by itself.  Protecting the user 

privacy includes protection from the outsiders and from the 

network service providers. The proposed access control in 

this model is designed to secure the interactions among 

these three types of entities. [10] 

The design considerations in this model include: 

1) Providing precise mutual authentication between the 

service and the mobile user;  

2) Allowing mobile users to interact with the service 

anonymously  

3) Enabling differentiated service access control, by 

classifying mobile users into different service groups. 

4) Providing scalability and flexibility to both service 

and user sides. 

5) To secure the interaction, generate fresh session keys.  
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6) Having high effectiveness in terms of computation, 

management, and communication overheads.  

7) Providing simple accountability.  

8) Providing correctness verification in formal manner, 

based on Burrows–Abadi–Needham logic. [10] 

The model in this paper consists of two protocols: user 

authorization protocol and user operational protocol. The 

steps of the two protocols are described below but first 

notice Table I which lists the notations used all through the 

description of the protocols for ease of reference:  

User authorization protocol: The point of the user 

authentication protocol is to launch security credentials 

between service providers and mobile users, which can be 

used in the later mutual authentication processes at any time 

a mobile user wants to access a service.   

 

User operational protocol: The user operational protocol 

permits the mobile user to have the benefits of different 

types of services safely which is authorized to in ubiquitous 

computing environments from anywhere in anytime without 

disclosing any of his context information unless he is 

prepared to do so and it is absolutely needed.   

 

 

Comparison 
We compare the security properties between model1 (A 

Flexible, Privacy-Preserving Authentication Framework for 
Ubiquitous Computing Environments) and model2 (A Novel 
Privacy Preserving Authentication and Access Control 
Scheme for Pervasive Computing Environments) in the 
Table I. 

 

C. Results and Discussion 

From the TableII we conclude the following results: 

 Model 2 provides Mutual authentication, Concrete 

protocol while model 1 dose not. 

 Both models provide User context privacy and 

Differentiated service access control. 

 Both models use Encryption and Digital Signature 

to achieve confidentiality and integrity. 

 Both models have been proved. 
1-Mutual authentication: means that both parties have to be 

authenticated to each other. In Model2, the mobile user is 

authenticated, based on their authorized credential, to the 

service.   The service also authenticates itself to the user.  

While Model1, does not provide this property.  The mutual 

authentication property is essential in ubiquitous computing 

environments, since it prevents the potential malicious 

attacks from both sides. 

2-Concrete protocol: Model1 protect user context privacy 

by designing specific security infrastructures and identifying 

general security requirements, but does not provide a 

concrete security protocol.  On the other side, Model2 

provides a concrete security protocol. 

3-User context privacy The users’ context privacy is 

protected in both models; only the necessary information is 

recognized by the service, to grant proper access.  In 

Model1 the user context privacy is preserved using Mist 

Infrastructure with Lighthouse. In Model2, the blind 

signature technique is responsible for authenticate users 

anonymously to provide context privacy.  So while 

protecting the context privacy the user could be 

authenticated without disclosing any context information. 

 
4-Differentiated service access control: allows different 

users to access different services according to their 

privileges. In Model1 the concept of multiple authentication 

confidence levels are used by services in access control 

decisions.  In Model2 differentiated service access control is 

enabled by means of classifying the mobile users into 

different types of service.  Based on the types of service 

different mobile users are authorized according to which 

one they belong.  Therefore user authorization is achieved in 

a differentiate way. 

5-Integrity and Confidentiality: Using encryption and digital 

signature can provide confidentiality and integrity 

respectively. In Model1 and Model2, Encryption and digital 

signatures are used in many aspects aiming to provide 

confidentiality and integrity protection for the 

communications between the service and the mobile user. 

Also in Model1, we found that confidentiality is achieved 

using Mist Infrastructure. [11] It also provides 

confidentiality and integrity protection for the 

communications between the mobile user and the service. 

6-Provable security: 

The model has to be secure against both passive and active 

attacks and this security has to be verified.  According to the 

important of verifying the correctness of model, we check 

this property for both models.   Model1 have been employed 

in the Gaia research project in real life and the security is 

Table I 

MODELS SECURITY FEATURES COMPARISON 

Model2 Model1 Security Property 

Yes No Mutual 

authentication 

Yes No Concrete 

protocol 

Yes Yes User context 

privacy 

Yes Yes Differentiated  

service access 

control 

Yes Yes (Mist 

Communication) 

Integrity 

Yes Yes (Mist 

Communication) 

Confidentiality 

Yes (BAN 

logic) 

Yes (employed in 

Gaia research 

project) 

Provable security 
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proved.  Also, Model2 correctness has been verified using 

BAN logic. 

IV. CONCLUSION 

In this paper we have presented Security issues in 

Ubiquitous Computing Environments.  And we go through 

some of these issues; which are Access Control and 

Authentication. Traditional access control models can not be 

used in UCEs because of the large number of users in this 

environments and also because UCEs have a relation with 

time. Trust based access control is the best model that can 

be used with UCEs. We propose a simple ubiquitous 

computing environment and we write a pseudo code foe our 

proposed environment. Then, we show how user privacy 

could be great risk in UCEs and how the conflict between 

user privacy and authentication makes security design in 

UCEs a challenging task. Finally, we display and compare 

two models that preserve location and context privacy for 

authenticated users. 
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Abstract—Wireless Sensor Networks (WSN) have been in the
forefront of distributed autonomus network research in recent
years. A majority of the research in this area has used the
physical topology of the radio network as the underlying platform
for understanding the many issues in WSNs. Unlike traditional
networks where an individual node is assumed to be a reliable
component of the network, a single node in a wireless sensor
network may not hold much importance. Thus, a WSN model
in which a collection of nodes that cooperate with each other to
carry out a specific network function is a more suitable model
in terms of utilizing redundancies in sensing, data aggregation
and forwarding. To this end, we have introduced the concept of
Overlay Sensor Networks (OSN), which treats the sensor network
as an abstract set of vertices and edges based on the position of
nodes in the network. In a past work, we showed that planar
graph routing in an an Overlay Sensor Network performs better
than routing on the physical network topology. In this work, we
would like to investigate the possibility of using traditional routing
protocols (such as Distance Vector) in an OSN. Answers from this
study will help us better understand the tradeoffs in using such
abstractions for efficient operation of a Wireless Sensor Network.

I. OVERVIEW

A Wireless Sensor Network (WSN) is an autonomous, self
organizing set of nodes in which the nodes have the individual
capability of sensing/monitoring the ambient environment in
which they are deployed. Individual nodes are equipped with
sensor/actuators for environment monitoring, microcontrollers
for processing, memory (RAM, flash) for running programs
and recording data, radio transciever for communication and a
power source for operation [1]. Due to limitations in sensing
and transmission ranges of an individual node, a collection of
such nodes operating in a cooperative manner is better suited
for monitoring large terrains or widespread phenomena. Many
applications have been envisaged for WSNs such as moni-
toring environmental changes, emergency/crisis management,
medical observations, logistics and transportation, security and
smart spaces. Tremendous research has been carried out in
order in this area to better understand the inherent character-
istics of WNSs and the challenges to overcome before WNSs
become a reality.

A majority of the research in WSNs have used the physical
topology of the WNS as the underlying platform to study issues
such as routing [2]. However, unlike a traditional network, in
which an individual node is an integral component of the net-
work, an individual node in a WSN may not be as important.
Nodes are expected to fail due to hazardous conditions, or
be inoperable due to lack of battery power etc. Despite such
failures, the network is required to carry on its function, relying

This paper was presented as a poster paper.

on the inherent redundancy available via the remnant nodes. In
order to take advantage of such redundancy, we use the notion
of an abstract topology using the collective node positions to
model the WSN, and call it an Overlay Sensor Network (OSN).
An OSN is defined as follows:
Given a set of sensor nodesN and their Euclidean co-
ordinates, the network terrain is tiled into an uniform infinite
grid such that the unit square regions within the grid are of
diameterr, wherer is the radio range of a node. The center
point (xi, yi) of each unit regionRi uniquely represents the
unit region and forms an abstract vertex in the overlay network.
A total ordering on the vertices are defined as follows:

• (x1, y1) < (x2, y2) if x1 < x2 or x1 = x2 andy1 < y2

• Ri < Rj if (x i, yi) < (xj , yj)

A sensor nodeu ∈ N can now be uniquely assigned to one of
the vertices by defining a total ordering on the node locations
on the grid using the following three rules:

• A nodeu(xu, yu) is assigned toRi if (xu, yu) ∈ Ri

• A node u(xu, yu) is assigned to min(Ri, Rj) if
(xu, yu) ∈ Ri, Rj

• A nodeu(xu, yu) is assigned to min(Ri, Rj , Rk, Rl)
if (xu, yu) ∈ Ri, Rj , Rk, Rl

The last two rules assign nodes to a unique vertex if they fall
on the boundary of two unit regions or the corner of four unit
regions.

Once the vertices are defined, the adjacency matrix of the
overlay networkG(V,E), Ri ∈ V is defined as follows: two
vertices Ri and Rj are adjacent, and a bidirectional edge
eRi→Rj

∈ E exists between them if there is a set of sensor
nodesu, v (u, v ∈ N, u ∈ Ri, v ∈ Rj) that are directly
connected to each other in the physical topology. Due to this
construction, a vertexRi can be adjacent to at most20 other
vertices as shown in figure 1.

In a past work [3], we showed that planar graph routing
on such an abstraction outperformed routing on the physical
topology. Main reasons for the performance improvement were
a) routing from region to region places less emphasis on
individual nodes and the actual topology, leading to greater
recovery from node failures, and b) quick exit from the
current region as soon as the absence of the destination in
that region is known, leading to faster delivery of packets.
With these positive results, we are interested in finding out
if the overlay concept may be useful in other scenarios as
well. Specifically, we are interested in the performance of
Distance Vector (DV)protocols in OSNs. Studies in the past
have shown that DV protocols modified for wireless networks
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Fig. 1. Example of a vertex in the OSN. An OSN vertex is adjacent to at
most 20 other vertices.

(such as WRP) perform rather poorly when links/nodes fail
in the network. This is predominantly due to routing loops
created by the famous “Counting-to-infinity” problem inherent
to DV protocols [4]. Although this a distinct disadvantage,
DV protocols are appealing in wireless networks due to their
localized nature of operation. Nodes only need to communicate
with their immediate neighbors for topology inference, thereby
saving on route updates, channel contention, battery power etc.
In addition, the destination of sensor node packets being Base
Stations (BS), and since the number of such BSs are much
smaller than the number of sensor nodes, this will amount to
a small number of routing entries in a node’s routing table, in
contrast with storing route information to the entire network.
The objective of this research will try to answer the following
questions:

• What modifications do DV protocols need to operate
in an OSN?

• Can we find optimal routes to BSs without needing
complete topology information of the WSN?

• Can we prevent routing loops in the network due
to neighbors advertising obsolete routes? If so, can
it done with partial topology information exchange
between neighbors?

Finding an optimal route to a BS without having the WSN
topology information is trivial in DV protocols since each node
chooses the best option from amongst the routes presented
by each of its neighbors, and advertises the choice further
down the network. However, knowing if the optimal route
is still valid in the presence of node/link failures is not so
easy. Modifications to DV protocols to advertise the predecssor
information (for e.g. WRP) of the path is one possible solution
to this problem [5]. However, this requires each node to
maintain and advertise their chosen routes toall nodes in
the network, and not just the routes to the BSs. This would
invalidate the savings obtained from just advertising routes to
BSs which was one of the appealing features of DV protocols
tailored for WSNs as we noted earlier.

Our solution to this problem would be to assign a unique

label to each edge in the OSN, and use edge labels to create
a labelled path for each unique path from a node to a BS in
the OSN. One of the benefits of doing this in an OSN (instead
of the WSN topology) is the limited set of edges (at most
20) in the OSN compared to the WSN. In addition, while one
cannot predict the neighborhood of a node in the WSN before
deployment (unless the deployment is planned), the planned
neighborhood of a vertex in the OSN is fixed a priori. The
actual OSN topology that results from the WSN deployment
can only remove edges from an OSN vertex neighborhood
(due to lack of nodes in an adjacent region), but never add
to it. This simplifies the label distribution problem in an OSN
significantly compared to that of edge label assignment in a
WSN topology.

Each sensor node broadcasts periodic beacons to their
neighbors that contain their locations, as well as its OSN vertex
ID. This allows each node to discover its OSN neighborhood
as well as its neighbors in the WSN topology. In order to find
routes to the BSs in the WSN, we will assume that the BSs will
also periodically send out beacons to announce their presence
in the network. Nodes that receive a beacon from a BS will
add an entry in their routing table for the BS. The route to
the BS is identified by an integer labellij which is computed
from the OSN edge label connecting the sensor node’s OSN
vertexRi to that of the BS’s OSN vertexRj . The route will
then be advertised to the node’s neighbors with the route label,
and the cost to reach the BS. A neighbor nodeu that receives
an update from nodev processes it as follows:

• If u has no route to this BS or if the route cost is better
than the entry in the routing table, it adds/updates an
entry in its routing table by computing the path label
as
lu→BS = f(luv, lv→BS)
wheref(x, y) is a monotonically increasing function
which preserves the individual label values.u then
readvertises the route to its neighbors.

• Otherwise,u discards the update fromv

We will show that the protocol will result in nodes finding an
optimal path to the BSs without routing loops.

Node failures or link failures in the network can result in
routes being invalidated during the operation of the network.
Periodic beacons allow nodes to determine if a neighbor is
alive/dead, and we will use this feature to detect if an existing
route has failed or not. If a nodei in Ri detects the failure
of a route due to a failed neighborj in Rj , it triggers a
route deletion phase. This will be done by advertising the
failed route, along with the labellij which indicates the link
associated with the route failure. Nodes that receive this update
will use lij to check the path label to the BS in their routing
table. Since the label functionf(x, y) preserves each edge
label in path, nodes can discover if the route deletion phase
affects existing routes in their routing table. If the failed link
affects any of the routes in a node’s table, it deletes those
routes and readvertises them to its neighbors. This continues
till the updates reach all the nodes, or a node whose table
is not affected by the link failure. This node then updates its
neighbors with the valid route, and allows nodes to rebuild
the route similar to the route formation phase. Note that this
protocol does not require nodes to keep table entries for all
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the nodes in the network, but only to the BSs. We will show
that this protocol will effectively deal with the “Counting-
to-infinity” problem in DV protocols with nodes needing
only partial network information unlike previous solutions.
Simulation studies will be used to see the practical aspects
of the protocol in terms of protocol effectiveness, overhead,
delay and other quantitative metrics.
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