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Abstract—Big data including life logs, are attracting attention 
because of a number of recent developments: ever-increasing 
volume of data being generated every day due to advances in the 
broadband environment, increasing sophistication of mobile 
terminals, and growth of social networking services. If these can 
be fully exploited, useful added value can be created. Collecting, 
analyzing and managing such a huge volume of diverse data 
require innovative ideas and technologies. As an example of life 
log-based services, this paper proposes a “awareness” service, 
which provides a reminder for the user of a cellular phone or 
smartphone based on his/her particular situation (time, location, 
etc.) in order to encourage him/her to take a certain action. A 
convenient feature of life logs is that the user’s location can be 
determined easily, even without requiring his/her conscious 
action, because the global positioning system (GPS) is normally 
installed in these mobile terminals. The algorithms for analyzing 
the user’s GPS data to identify significant data in them, and for 
deriving his/her habit model from the identified data have been 
proposed. These algorithms have been implemented and 
evaluated. The awareness services have been compared with 
corresponding existing services, and the volume of data that can 
be reduced by using the habit data has been calculated. 

Keywords—GPS; big data; location information; a habit model: 
awareness service  

I.  INTRODUCTION 

Big data are attracting attention because of a number of 
recent developments: ever-increasing volume of data being 
generated every day due to advances in the broadband 
environment, increasing sophistication of mobile terminals, 
and growth of social networking services. Big data is a huge 
volume of diverse and indeterminate data, such as a life log, 
which records the activities of an individual. Useful added 
value can be created if big data is fully exploited. However, 
big data is so big, amounting to 1.8 trillion GB in 2011, and so 
diverse that it is not easy to link, analyze and manage big data. 
Innovative ideas and technologies are required to execute 
these. A life log that records the entire life of a person can be 
as big as 3 TB, and contains wide-ranging types of data. A 
technology to record life log data continuously must be 
devised. One of the main items of a life log is location 
information. This information can be obtained easily because 
the global positioning system (GPS) is normally installed in 
cellular phones and smartphones, and because the information 

is recorded even without requiring the user’s conscious action. 
In this paper, we have limited the scope of a life log to GPS 
data, and studied how to analyze, manage and utilize GPS log 
data.    

The goal of this research is to develop a life log service for 
cellular phone and smartphone users. We have proposed 
algorithms for a awareness service, a service that analyzes the 
user’s GPS data to identify significant data in them, derives 
his/her habit model from the identified data, and provides a 
reminder for the user based on the habit model and his/her 
context (time, location, etc.). These algorithms have been 
implemented and evaluated. The awareness services have been 
compared with corresponding existing services, and the 
volume of data that can be reduced by using the habit data has 
been calculated. 

Section II discusses related studies. Section III outlines the 
habit model used in this research and the proposed awareness 
services. Section IV identifies the issues that need to be 
addressed to develop this service. Section V provides 
algorithms that address these issues. Section VI evaluates the 
proposed algorithms and the proposed service. Finally, Section 
VII summarizes this paper, and presents issues that need to be 
studied. 

II. RELATED WORK 

The scope of research on life logs encompasses the 
collection, analysis, management and utilization of life logs. 
Although the collection and analysis of life logs have been 
studied widely [1][2], there are few studies on the 
management and utilization of life logs [3][4]. Some studies 
on the collection and analysis of GPS log data focused on 
identifying user locations, and developing a model that 
indicates transitions of user locations. For example, Ashbrook 
et al. determined the user’s location from GPS data using the 
k-means clustering, and proposed to predict the his/her future 
movement using a Markov model by assigning a probability to 
each possible transition from his/her current location [5]. 

Nishino et al. determined the user’s location using the 
DBSCAN clustering, accumulated data in which the 
transitions of locations are sorted chronologically, and applied 
sequential mining to the accumulated data to develop a model 
that indicates transitions of the locations frequented by the 
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user [6]. Both studies determined the user’s location and 
developed a model that indicates the transition from the 
determined location. They focused on the analysis of GPS data, 
but did not go further to study how to manage and utilize the 
analysis result. Neither did they consider the means and routes 
of movements, information that is related to transitions of the 
user’s locations. 

Our study differs from these studies in a number of 
respects. First, in our study, the granularity of locations is 
buildings (and their premises). We have not only developed a 
model for transitions of the user’s location but also used the 
model for data management. Second, we consider not only the 
user’s location and the duration of stay at a location but also 
other time data, such as day of the week, and the means and 
routes of movements, which constitute a part of the 
information about transitions of the user’s location. Third, our 
study encompasses the entire scope of log data handling, from 
the collection to the management and utilization of log data. 

III. HABIT MODEL AND AWARENESS SERVICE 

A. Habit model and Awareness 

A habit model represents the user’s behavior in the form of 
transitions of his/her locations. It is created by accumulating 
and synthesizing data on daily transitions of the user’s 
locations. “Awareness” is meant in this paper to encourage the 
user to take an action that he/she is expected to take next, or to 
alert him or her to a certain event. Figure 1 shows a conceptual 
diagram of a habit model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Habit Model. 

B. Awareness service that is based on the habit model 

In this paper, the awareness service, one of life log 
services, consists of the basic service, which provides a 
reminder, and a supplementary service, which offers 
information related to an action that the user may take based 
on the reminder. The types of awareness considered are the 
following: 

 Awareness that informs the user of the approaching 
departure time of the last train or bus. 

 Reminder that informs the user to the approaching 
deadline for returning DVDs to a rental shop or books 
to a library. 

 Awareness that informs the user of a certain event 
(relocation of a shop, etc.) 

 Awareness that helps the user avoids daily life risk. 

IV. STUDY ISSUES 

The main issues that need to be addressed in developing 
the awareness service are as follows. 

A. How to Identify Significant Information in a GPS Log 

A GPS log simply contains time, latitude and longitude data. 
It is necessary to study how to identify significant information 
in a GPS log and how to obtain it. 

B. How to Define and Derive a Habit Model 

A habit model is used to predict the user’s next action and 
to support him/her in taking that action. To define a habit 
model, it is necessary to study how information taken from a 
GPS log can be translated into an expression of action, and 
how a particular habit model can be derived. It is also 
necessary to study how to determine the direction of each 
transition from the user’s location in the habit model in order 
to predict the user’s next action. 

C. How to Provide the Awareness Service Based on the Habit 
Model 

It is necessary to study the algorithms with which the 
reminder service can be provided based on the derived habit 
model and context (time, location, etc.) of the user. 

V. SOLUTIONS 

A. Experiment of Collecting a GPS Log and Findings 

Humans repeat the cycle of moving, staying at a location, 
and moving again. We have collected a GPS log 
experimentally focusing on this cycle, analyzed it, and gained 
some insight into the speeds and directions of movements. 
Figure 2 shows the movements of a subject before and after he 
stopped at New Loire (cafeteria in Soka University), as plotted 
on the Google earth and the Google map. 

 
 
 
 
 
 
 
 

 
Fig. 2. GPS Log Obtained Using a GPS Logger. 

1) Moving Sections and Staying Sections: Figure 3 shows 
changes in moving speed over time. The changes take a 
waveform that looks like a series of pulses. The higher levels 
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indicate the speed in moving sections, the sections in which 
the subject is moving from one building to another while the 
lower levels indicate the speed in staying sections, the sections 
in which the subject stays within a building (or its premises). 
Naturally, the speed is higher in moving sections than in 
staying sections. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Changes in moving speed over time. 

2) Findings about the directions of movements: The 
difference in the latitude values between two points can be 
classified into plus, zero and minus. The difference in 
longitude values can also be classified in the same way. When 
these categories of differences in latitude and longitude values 
are combined, there can be 9 direction patterns as shown in 
Table I. Table II shows actual latitude and longitude values in 
both moving and staying sections recorded in the above-
mentioned experiment. It can be observed that the movement 
directions are stable in moving sections, but unstable in 
staying sections. 

TABLE I.  CLASSIFICATION OF MOVEMENT DIRECTIONS 

 

 

 

 

B. Algorithms for Identifying Significant Information 

1) Significant Information to be Identified: Information 
included in a GPS log can be broadly classified into three 
categories: 

 Temporal information (date, day of the week, time) 

 Staying building information (information about the 
building where the user is staying, such as building 
location and name, duration of stay, number of stays, 
etc.) 

 Transition-related information (means, route, time and 
frequency of movement) 

To identify staying building information and transition-
related information, it is necessary to divide items of 
information in a GPS log into those in moving sections and 
those in staying sections. Staying building information can be 
found in information in staying sections while transition-
related information can be found in information in moving 
sections. The algorithm for finding staying building 
information is described in this paper. 

TABLE II.  COMPARISON OF MOVEMENT PATTERNS                       
BETWEEN THE MOVING AND STAYING SECTIONS 

 

 

 

 

 
 
 
 
 
 
 
 

2) Algorithm for Determining Moving and Staying 
Sections: The algorithm for determining moving and staying 
sections has been derived based on the findings described in 
Section V.A. Figure 4 shows the proposed algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Algorithm for Determining Moving and Staying Sections. 
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Difference in
latitude value

Difference in
longitude value

Direction pattern

0.00005720 -0.00013730 B
0.00005340 -0.00013730 B
0.00004200 -0.00016790 B
0.00005340 -0.00013730 B
0.00004950 -0.00015260 B
0.00001910 -0.00015260 B
0.00004580 -0.00015260 B
0.00003060 -0.00013730 B
0.00002290 -0.00010680 B
0.00004580 -0.00006110 B
0.00006110 -0.00009160 B

Difference in
latitude value

Difference in
longitude value

Direction pattern

-0.00004580 0.00000000 F
0.00002290 0.00000000 A
0.00003050 0.00003060 A
0.00002670 -0.00003060 B
0.00005340 0.00007630 A
0.00006100 0.00000000 C
0.00004580 -0.00007630 B
-0.00001530 -0.00001520 D
-0.00011060 -0.00003060 D
-0.00018320 0.00016790 E
0.00003430 0.00000000 A

Differences in latitude and longitude values in moving sections

Differences in latitude and longitude values in staying sections

Pattern name
Difference in
latitude value

Difference in
longitude value

A + +
B + -
C + 0
D - -
E - +
F - 0
G 0 0
H 0 +
I 0 -

9 patterns of movement direction Start

Calculate differences in latitude and longitude values
Calculate the distance between the two points

YES

NO

Determine the direction pattern from differences in 
latitude and longitude values

Calculate the moving speed from the distance 
between the two points

Temporarily determine the section type 
・Moving section: stable direction

・Staying section: unstable direction

Calculate the variance of speeds in each section, and 
remove nodes with large variations

Calculate the average speed of each section

Moving and staying 
sections have been 

determined
Moving and staying sections 
have not been determined

YES

NO

End

the average speed

Speed in a moving section > speed in a staying section

Variance of speeds of each section
Variance of speeds in a moving section 

< variance of speeds in a staying section
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3) Algorithms for Determining the Latitude and Longitude 
Values of a Staying section: A staying section can contain 
several nodes, which are points in a building. Three alternative 
algorithms for selecting the optimal node whose location can 
be used to represent the location of the staying section are 
proposed below. In Alternative A, nodes with large errors are 
removed, and the average latitude and longitude values of the 
remaining nodes are used as the location of the section. In 
Alternative B, DBSCAN [7] is applied to the nodes to develop 
clusters, and the average latitude and longitude values of the 
nodes within the cluster that contains the nodes through which 
the user entered the building (starting node) and the node 
through which the user exited the building (ending node) are 
used as the location of the section. In Alternative C, the 
average latitude and longitude values of the nodes in the 
cluster in which the number of nodes with large errors is the 
smallest are used as the location of the section. These 
alternatives are shown in Figs. 5 to 7. 

 

 

 

 

 

 

Fig. 5. Alternative A. 

 

 

 

 

 

 

 

 

 

 
 
 
 

 

Fig. 6. Alternative B. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Alternative C. 

C. Definition of a Habit Model and Algorithm for Deriving 
the Habit Model 

1) Definition of a Habit Model: Human behavior may be 
represented by transitions of his/her locations. A habit model 
is defined as shown in Fig. 8 based on the locations where 
he/she stayed and the transitions from these locations. 

As shown in Fig. 8, our habit model has a hierarchical 
structure. The upper layer consists of the original data while 
the lower layer stores processed data. Information about the 
location of stay are classified into STATE elements. 
Information about movement are classified into LINK 
elements. The elements that influence the selection of the 
destination are classified into TREE elements. “Log” stores all 
the processed data elements. The proposed awareness service 
is normally provided using only the information in the upper 
layer but information in the lower layer may be used as 
necessary. 

2) Definition of a Habit Model: The habit model is derived 
as follows. First, Log-DB is built, followed by the 
construction of State-DB, Link-DB, and Tree-DB. New log 
data to be entered in a particular database is compared with 
data in the database, and if there is matching data in the 
database, the update frequency is changed. If there is no 
matching data, it is entered in the database. Duration of stay, 
etc., are obtained by referring to data in Log-DB. The steps for 
constructing State-DB, Link-DB, and Tree-DB are shown in 
Figs. 9, 10 and 11. 

 
 
 
 

Start

Apply DBSCAN to the nodes in 
the staying section

There is a cluster that 
contains both the 

starting and ending 
nodes

・Starting node
・Ending node

YES
NO

End

Determine the optimal cluster
Determine that both nodes are 

optimal nodes

There is a node that 
contains one of these 

nodes 
・Starting node
・Ending node

NO

Information of both 
nodes is noisy
・Starting node
・Ending node

YES
YES

Cluster that contains the starting node
Cluster that contains the ending node

Determine the optimal cluster

NO

Average latitude and longitude 
values of the nodes in the cluster

Average latitude and longitude 
values of the starting and ending 

nodes

Average latitude and longitude values of the 
nodes in the cluster that contains the 

starting and ending nodes

Start

Apply DBSCAN to the nodes in the staying 
section

There are several clusters in 
which the number of 

inappropriate nodes is 
minimal

YES

NO

Calculate the number of inappropriate 
nodes in each cluster

Determine that the cluster that contains the smallest 
number of inappropriate nodes is the optimal cluster

End

Determine the optimal cluster

Average latitude and longitude values of 
the nodes in the optimal cluster

Average latitude and longitude values of the nodes in 
the cluster that has the smallest number of 

inappropriate nodes

Start

Calculate the variance of the altitudes of the nodes in the staying section
Remove the nodes with large variations

Calculate the variance of the speeds in the staying section
Remove the nodes with large variations

Calculate the average latitude and longitude values of the remaining nodes

End
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Fig. 8. Definition of a Habit Model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Steps of constructing StateDB. 

 

 

 

 

 

 

 

 

 

 

Fig. 10.  Steps of constructing LinkDB. 

 

 

 

 

 

 

 

 

Fig. 11. Steps of constructing TreeDB. 

3) Determination of Destinations in the Habit Model:  
Since this habit model is a transition model of locations, it 
resembles a state transition model. The destination of a 
transition can be determined based the current state of the user. 
In this paper, destinations are determined based on data in 
Tree-DB, which contains well-defined transition conditions 
derived from empirical data. Specifically, the next destination 
of the user is determined based on information about the day 
of the week, time of the day, means of movement available 
and route of movement. Data elements in Tree-DB are shown 
in Fig. 8. In Tree-DB, destination is a prediction result while 
day of the week, time of the day, means of movement, and 
name of the route of movement are transition conditions. 

D. How to Provide the Awareness Service Using the Habit 
Model 

An example of awareness services that use the habit model 
is the provision of the information about the last train and bus. 
This service is provided as follows: 

Step 1: Search State-DB for information about the building 
in which the user stays. 

LINK elements: stored in LinkDB

Starting 
location

Destination Frequency Moving 
time

Means of 
movement

Name of 
the route of
movement

STATE elements: stored in StateDB

Location 
name

Representative
GPS data

Day of 
the week

Time of the day of
The starting time

Average 
starting time

Duration of stay
Number of stays Date of last updateMaximum 

duration of stay
Minimum 

duration of stay
Average

duration of stay

GPS Log data（Processed data）：LogDB

Starting 
location

Representative 
GPS data of 

the starting location
Destination

Representative 
GPS data of 

the destination
Starting time of stay 

at the starting location
Duration of stay 

at the starting location
Date Day of 

the week
Means of 
movement

Moving 
time

Route of 
movement

Habit model layer

Processed data layer

TREE elements:  stored in TreeDB

Starting 
location

Destination Frequency Day of 
the week

Time of 
the day

Means of 
movement

Name of 
the route of 
movement

Start

End

Enter processed data into LogDB

Processed data is 
present

Frequency +1

Enter data into 
StateDB

・ Location name
・Day of the week
・Time of the day

Present in StateDB
・Location name
・Day of the week
・Time of the week

Send an inquiry to LogDB
・ Representative GPS data
・ Average starting time

・ Maximum, minimum, average duration of stay
・ Number of stays
・ Last update date

Enter data into StateDB
・ Representative GPS data
・ Average starting time

・ Maximum, minimum, average duration of stay
・ Number of stays
・ Last update date 

YES

NO

YES

NO

Start

End

Enter processed data into LogDB

Processed data is 
present

Frequency+1
Enter data into LinkDB

・Starting location
・Destination

Present in LinkDB
・Starting location

・Destination

Send an inquiry to LogDB
・Average moving time

・Frequently used means of 
movement

・Frequently used route of movement

Enter data into LinkDB
・Average moving time

・Frequently used means of 
movement

・Frequently used route of movement

YES

NO

YES

NO

Start

End

Enter processed data into LogDB

Processed data is 
present

Frequency +1

Enter data into TreeDB
・Starting location
・Destination
・Day of the week
・Time of the day
・Means of movement
・Route of movement

Present in TreeDB
・Starting location
・Destination
・Day of the week
・Time of the day
・Means of movement
・Route of movement

YES

NO

YES

NO
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Step 2: Search Tree-DB to determine his/her destination. 
Step 3: Search Link-DB to obtain information about the 

means of movement. 
Step 4: Obtain information about the train station or bus 

stop the closest to the current location and that the closest 
to the user’s home. 

Step 5: Obtain information about the last train and bus 
based on the information obtained in Steps 1 to 4. 

Step 6: Advice the user of the information about the last 
train and bus if the user still remains at the location 
identified in Step 1. 

VI. EVALUATION 

A. Evaluation of the Algorithm for Identifying Significant 
Information 

1) Evaluation of the algorithm for determining whether 
the user is moving or stays at a location: An experiment was 
conducted in which the user visited 25 buildings in Hachioji, 
Tokyo. Log data were input in the log data analysis program, 
which contains the algorithm for determining whether the user 
is moving or stays at a location (within a building). Table III 
shows the evaluation result of this algorithm. The algorithm 
correctly determined that the user stayed at a location at 24 of 
the total of 25 staying sections (96%). The algorithm erred in 
one staying section because it failed to classify the log data of 
that section correctly into those with stable movements and 
those with unstable movements. The algorithm correctly 
determined that the user was moving in 38 of the total of 39 
moving sections (97.4%). 

TABLE III.  EVALUATION OF THE ALGORITHM FOR DETERMINING 
WHETHER THE USER IS MOVING OR STAYS AT A LOCATION 

 
 
 
 
 

2) Evaluation of the algorithms for determining the 
latitude and longitude values: Out of the 24 staying sections 
where the above algorithm correctly determined that these 
were staying sections, two sections in which Google map had 
not been updated were excluded in the evaluation of the 
algorithms for determining the latitude and longitude values. 
Table IV shows the result of the evaluation of the three 
alternative algorithms described in Section V.B.3). 

Table IV reveals the following. Out of the 22 staying 
sections, 7 positions determined by Alternative A correctly fell 
within the respective buildings. The percentage of correct 
positions was 31.8%. If an error of 10 m is tolerated, 16 
positions were correctly determined (72.7%). With Alternative 
B, 6 positions were within the respective buildings (27%). If 
we allow an error of 10 m, the algorithm determined 14 
positions correctly (63.6%). Alternative C determined 7 
positions within the respective buildings (31.8%). With the 
tolerance of an error of 10 m, the number of correctly 

determined positions rose to 14 (63.6%). These results are not 
really satisfactory. However, we have confirmed that 
clustering ran correctly with Alternatives B and C as is shown 
in Fig. 12. Figure 12 (a) shows the state before clustering, and 
Fig. 12 (b) the average positions of the generated clusters. If 
the most appropriate cluster can be selected, the accuracy of 
determining the correct positions can be improved 
dramatically. We expect that even the above-proposed three 
alternative algorithms can prove effective if the algorithm and 
clustering the most appropriate for each section can be 
selected because this would raise the percentage of 
determining the positions correctly within the respective 
buildings to 50%, and even to about 80% if an error of 10 m is 
tolerated. 

TABLE IV.  EVALUATION OF THE ALGORITHMS FOR DETERMINING       
THE LATITUDE AND LONGITUDE VALUES 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12. Result of clustering. 
(a) GPS data before clustering (b) GPS data after clustering

Determination of staying sections 96.0% 24/25

Determination of moving sections 97.4% 38/39

Evaluation of the Algorithm for Determining whether the User is Moving or Stays at a Location

                   　　　　      Criteria
Evaluation Item

Percentage of correct
determinations

Number of the correctly determined
sections/total number of sections

Percentage of correct
determinations of

positions

Number of buildings
for which the positions

are determined
correctly/the number of

buildings

Percentage of correct
determinations of positions within

the respective buildings
31.8% 7/22

When an error of 10 m is tolerated 72.7% 16/22

Percentage of correct
determinations of

positions

Number of buildings
for which the positions

are determined
correctly/the number of

buildings
Percentage of correct

determinations of positions within
the respective buildings

27.0% 6/22

When an error of 10 m is tolerated 63.6% 14/22

Percentage of correct
determinations of

positions

Number of buildings
for which the positions

are determined
correctly/the number of

buildings
Percentage of correct

determinations of positions within
the respective buildings

31.8% 7/22

When an error of 10 m is tolerated 63.6% 14/22

                                Aalternative
Evaluation Item

Alternative A

Alternative B

Alternative C

Evaluation of the Algorithms for Determining the Latitude and Longitude values

                                Aalternative
Evaluation Item

                                Aalternative
Evaluation Item
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B. Evaluation of the Algorithm for Identifying Significant 
Information 

1) Evaluation of the Effectiveness of the Habit Model: To 
evaluate how effective the proposed habit model for the 
awareness service is, we have compared it with two 
corresponding existing services shown in Table V. The 
functions provided by the three services are compared in Table 
VI. 

TABLE V.  FUNCTIONS PROVIDED BY CORRESPONDING EXISTING 
SERVICES 

 

 

 

 

TABLE VI.  COMPARISON WITH EXISTING SERVICES 

 
 
 
 
 
 

To confirm that the habit model shown in Table VI is 
indeed more desirable than the existing services, we have 
implemented a part of the last train informing service. Since 
the habit model contains information about means of 
movements, it has been possible to link the information about 
the last train to information about the last bus. 

2) Evaluation of how much the use of the habit model can 
reduce the volume of data that has to be managed: In using 
life logs, it is important to reduce their sizes as much as 
possible. Since the habit model manages data that have been 
processed from row GPS log data, the volume of data it 
manages is much smaller than that of the row data. The 
comparison of the volume of row GPS log data and the 
volume of data in the habit model is shown in Fig.13. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 13. Reduction the Volume of Data. 

Using a GPS Logger (tripmate850), we have collected 
GPS data every 15 seconds over 53 days from the middle of 
March to early April and from early September to the middle 
of November. The format of the collected data was that of 
NMEA (National Marine Electronics Association). Figure 13 
(a) shows that the use of the habit model dramatically reduces 
the volume of data that has to be managed, from 40.9 MB of 
the row GPS data to 0.141 MB of the habit model -- a 
reduction of 99.65%. This reinforces the effectiveness of using 
the habit model. Figure 13 (b) shows the percentage of the size 
of each database in the habit model (Log-DB, State-DB, Link-
DB, and Tree-DB). The largest database is Log-DB. Since it 
stores all processed data, its size will grow as the collection of 
GPS log continues. In contrast, other databases, State-DB, 
Link-DB, and Tree-DB, only update the same items of data. 
The volume of such update data tends to decrease as the 
collection of GPS log continues. Therefore, the proportion of 
Log-DB will continue to increase. 

VII. CONCLUSIONS 

We have identified significant information in GPS data, 
built a habit model from this information, and proposed a 
awareness service using this habit model. An experimental 
system for providing this service has been developed, and 
used to compare this service with corresponding existing 
services. The comparison result has confirmed the 
effectiveness of the habit model. The use of the habit model 
also reduces the volume of data that has to be managed. 

The issues that need to be studied include improvement of 
the algorithm for identifying various types of significant 
information, a service that makes use of the habit models of 
multiple persons, and possible services that can be provided 
by linking not only GPS data but also other types of data in 
life logs. 
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Name of existing service Functions provided

i-concierge [8] automatic
GPS function

 (last train alarm)

The user pre-registers up to three destination stations. This
service informs him/her of the departure time of the last
train from the nearby station to the destination station at the
time when he/she can still walk to the nearby station before
the departure time.

i-concierge [8] automatic
GPS function

 (bus operation state)

The user pre-registers the bus stop he/she uses to go to
work or school. This service informs him/her of the arrival
time of the next bus and that of the last bus at the bus stop.
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Abstract - In many large organizations, the huge amount of 

data is generated beyond their imagination and companies 

need to invest a great deal of money in securing and retaining 

the data. Most of the time, the data is repeatedly written into 

several different locations and causing the system 

administrators and management a hard time to restore the 

data during the disaster. The backup timing window is 

increasing daily with the new amount of data being added to 

the system. The same documents are copied at various 

locations on the network with big data coming at big storage 

costs. One way to store less is simply not to store the same 

data twice. In this background, there has been lot of research 

effort in deduplication. 

In this paper, the various methods of deduplication will be 

discussed in details and their merits behind each method. Also 

the techniques and algorithms will be presented with 

explanations. Deduplication is one of the fastest emerging 

trends in reducing the backup data. The Data duplication 

systems detect redundancies between data blocks to either 

reduce storage needs or to reduce network traffic. A class of 

deduplication systems splits the data stream into data blocks 

or chunks and then finds exact duplicates of these blocks. Data 

Duplication is the process of eliminating duplicate copies of 

data. With current deduplication technologies, it is possible to 

reduce the storage requirements by up to 20:1, depending on 

your data, which saves both money and disk write overheads. 

Keywords: Clouds, deduplication Fundatmentals, 

deduplication approaches  

 

1 Introduction 

 Data deduplication refers to the removal of what is 

technically known as redundant data [1].  As part of the 

deduplication process, duplicate or repeated data is deleted 

and only one copy of the relevant data remains 

stored.  However, deduplication never removes the vital 

indexing of all data in order that it can be retrieved should it 

be required. 

Deduplication is a task of detecting record replicas in a 

data repository that refer to the same real world entity or 

object and systematically substitutes the reference pointers for 

the redundant blocks; also known as storage capacity 

optimization. 

Data deduplication reduces the required storage capacity 

since only unique data is stored. This significantly improves 

the run times and performance capabilities of various pieces 

of software, storage systems and computers.  Essentially, with 

data deduplication, only one instance of any piece of any 

given data is retained so that the user has more free space to 

work with. 

There are many benefits of data deduplication including 

reducing start-up infrastructure costs, power, physical space, 

and even cooling measures. When it comes to putting the 

theory of deduplication into practice, there are typically two 

different methods of deduplication to choose from; ‘Source 

Deduplication’ and ‘Target Deduplication’. 

2 Data deduplication architecture 

 The data deduplication operation certainly introduces 

some amount of overhead and often involves multiple 

processes at the solution level, including compression. This 

means that the choice of where and how deduplication is 

carried out (over LAN or WAN) can affect the speed of a 

backup process. The deduplication process can be applied to 

data in a stream (during inline) or to data at rest on disk (post-

processing). It can also occur at the target side of a backup 

operation or at the source side.  

Wherever the data deduplication is carried out, just as in 

the case of processes like compression or encryption, the 

fastest performance will in most cases be attained from 

purpose-built systems optimized for the specific process. An 

alternative approach that uses software agents running on 

general purpose operating platforms can also carry out 

deduplication but it has some its own shortcomings. 

All operations are software based; all protected servers 

must run the agents, application servers carrying out the 

process are not designed for the specific data deduplication 

task, and the server resources will be shared with other 

operations. For these reasons, the functionality of the 

software agent approach today generally limits it to very 

small data sets where system performance is not a priority, 

and to environments with few servers (since on-going server 

management overhead is relatively high). The data 

deduplication approach with the highest overall performance 

and easiest implementation will generally be one that carries 

out the process on specialized hardware systems at the 

destination end of backup data transmission. It will also tend 

to keep the overall backup most efficient since the backup 

process itself is separate from the deduplication effort and can 

operate at high efficiencies with any backup software 

package.  

10 Int'l Conf. Internet Computing and Big Data |  ICOMP'13  |



Deduplication uses a hashing algorithm to compare 

data. A Signature Generation Module computes the hashed 

signature for each object/block and then compares it with the 

existing signatures maintained in the Deduplication Store to 

determine whether it is identical. Based on the comparison for 

duplicated data, it performs one of the following operations: 

 If the signature is unique, the data is stored and an entry 

added to the deduplication store for subsequent 

comparisons.  

 If the signature is identical to an existing signature, 

additional entries are created in the deduplication store 

with pointers to the existing storage.  

3 Data deduplication methods 

 Data deduplication can generally operate at the file, 

block or byte level thus defining minimal data fragment that 

is checked by the system for redundancy. Hash algorithm 

generates a unique identifier and hash number – for each 

analyzed chunk of data. It is then stored in an index and used 

out duplicates – the duplicated fragments will have the same 

hash numbers. 

 Theoretically, the more detailed analysis is, the higher 

deduplication rate of storage should be obtained. In actual 

practice, all three levels have their peculiarities. The file-level 

deduplication can be performed most easily. It requires less 

processing power since files’ hash numbers are relatively 

easy to generate. However, there is the reverse side of a 

medal: if only one-byte of a file is changed, its hash number 

also changes. As a result both file versions will be saved to 

storage. 

 When deduplication operates at the block level, every 

file is split into multiple block-sequences of fixed or variable 

length. If we make minor changes to a large file, the system 

will only store its changed fragments. In average, file 

deduplication allows disk space savings as high as 5:1, while 

block deduplication performs the deduplication rate at the 

level of 20:1 

 Block deduplication requires more processing power 

than the file deduplication, since the number of identifiers 

that need to be processed increases greatly. Correspondingly, 

its index for tracking the individual iterations gets also much 

larger. Using of variable length blocks is even more source-

intensive. Moreover, sometimes the same hash number may 

be generated for two different data fragments, which is called 

hash collisions. If that happens, the system will not save the 

new data as it sees that the hash number already exists in the 

index. 

 Some vendors use variable block sizes that can be 

specified according to environment requirements – 4 or 256 

Kb or any other. A larger block size requires fewer resources, 

but sometimes provides less compression. A smaller one 

provides better compression, but requires more resources. 

Byte-level deduplication doesn’t need additional processing – 

in this case data chunks are compared in the most primitive 

way – byte by byte. It performs checks for redundant 

fragments even more accurately. Byte-level deduplication 

takes quite much time and as a rule is applied to in post-

process deduplication. 

4 Data deduplication fundamentals 

 Deduplication is similar to data compression, but it 

looks for redundancy of large sequences of bytes. Sequences 

of bytes identical to those previously encountered and stored 

are replaced with smaller references to the previously 

encountered data. This is all hidden from users and 

applications. When the data is read, the original data is 

provided to the application or user.  

 Deduplication performance is dependent on the amount 

of data, bandwidth, disk speed, CPU, and memory or the 

hosts and devices performing the deduplication. 

4.1 Hashes and fingerprints 

 Deduplication typically uses hashing algorithms. 

Hashing algorithms [2] yield a unique value based on the 

content of the data being hashed. This value is called the hash 

or fingerprint, and is much smaller in size than the original 

data being deduplicated. Since different data contents yield 

different hashes, each hash can be checked against previously 

stored hashes. 

4.2 File-Based deduplication 

 In file-based deduplication only the original instance of 

a file is stored. Future identical copies of the file use a small 

reference to point to the original file content. File-based 

deduplication is sometimes called single-instance store (SIS).  

 In this example four files are being deduplicated. Files 

A and C are identical, but each has its own copy of the file 

content. Files B and D also have their own copy of identical 

content. After deduplication there are still four files. Files A 

and C point to the same content which is stored only once on 

disk. This is similar for files B and D. If each file is 20 

megabytes, the file-based deduplication has reduced the 

storage required from 80 megabytes to 40. 

4.3 Variable-length segment deduplication 

 Variable-length segment deduplication evaluates data by 

examining its contents to look for the boundary from one 

segment to the next. Variable-length segments are any number 

of bytes within a range determined by the particular algorithm 

implemented. 

4.4 Effect of change in deduplication storage 

pools 

 When a dataset is processed for the first time by a data 

deduplication system, the number of repeated data segments 

within it varies widely depending on the nature of the data 

(this includes both the types of files and the applications used 

to create them). The effect can range from negligible benefit 

Int'l Conf. Internet Computing and Big Data |  ICOMP'13  | 11



to a gain of 50% or more in storage efficiency. However 

when multiple similar datasets are written to a common 

deduplication pool—such as a sequence of backup images 

from a specific disk volume—the benefit is typically very 

significant because each new write operation only increases 

the size of the total pool by the number of new data segments 

that it introduces. In data sets representing conventional 

business operations, it is common to have a data segment-

level difference between two backup events of only 1% or 2% 

although higher change rates are also seen frequently. [4] 

The number of new data segments introduced in any 

given backup event will depend on the data type, the rate of 

change between backups, and the amount of data growth from 

one backup job to the next. The total number of data 

segments stored over multiple backup events also depends to 

a very great extent on the retention policies set by the user—

the number of backup jobs and length of time they are held on 

disk. The difference between the amount of space that would 

be required to store the total number of backup datasets in a 

conventional disk storage system and the capacity used by the 

deduplication system is referred to as the deduplication ratio. 

The below formula used to derive the data deduplication 

ratio, and Figure 3 shows the ratio for four different backup 

datasets with different overall compressibility and different 

change rates. Figure 3 also shows the number of backup 

events required to reach the 20:1 deduplication ratio widely 

used in the industry as a working average for a variable-

length data segment-based data reduction system. In each 

case, for simplicity we are assuming a full backup of all the 

primary data for each backup event. With either a daily full 

model or a weekly full/daily incremental model, the size of 

the deduplicated storage pool would be identical since only 

new data segments are added during each backup event under 

either model. The deduplication ratio would differ, however, 

since the space that would have been required for a non 

deduplicated disk storage system would have been much 

greater in a daily full model—in other words the storage 

advantage is greater in a full backup methodology even 

though the amount of data stored remains essentially the 

same. 

  

              Total Data before Reduction 

Deduplication Ratio =   ----------------------------------------- 

              Total Data after Reduction 

 

  

What is clear from the examples is that deduplication 

has the most powerful effects when it is used for backing up 

data sets with low or modest change rates between backup 

events, but even for data sets with high rates of change the 

advantage can be significant. [5] 

5 Data deduplication approaches 

Despite of less expensive ATA/SATA disk drives, one of the 

biggest challenges for enterprise storage systems today 

continues to be the storage cost. The purpose of deduplication 

is to:  

 Increase the amount of information that can be 

stored on disk arrays 

 Increase the effective amount of data that can be 

transmitted over Networks 

 

 The data de-duplication operation inevitably introduces 

some amount of overhead and often involves multiple 

processes at the solution level, including compression. This 

means that the choice of where and how de-duplication is 

carried out can affect the speed of a backup process. 

 The de-duplication process can be applied to data in a 

stream (during ingest) or to data at rest on disk (post 

processing). The approach is: 

 

 In-band:   deduplicate the data as they’re writing it 

to the array or VTL 

 Out-of-band:   deduplication is a secondary process 

that may run asynchronously 

 There are advantages and disadvantages to each method. 

An important differentiator among deduplication products is 

whether they work in-band or out-of-band. The advantage to 

the in-band method is that it works with the data only one 

time. The drawback is that, depending on the implementation, 

it could slow down the incoming backup. The out-of-band 

method has to write the original data, read it, identify its 

redundancies, and then write one or more pointers if it’s 

redundant. The advantage to this is that you can apply more 

parallel processes (and processors) to the problem, whereas 

the in-band method can apply only one process per backup 

stream. The disadvantage is that the data is written and read 

more than once, multiple reads and writes. If the question is 

how fast we can get our data onto the box then post-

processing deduplication is preferred. 

5. 1 Deduplication practices – selecting  the 

right deduplication technologies 

 In this section, we will focus on choosing the right 

deduplication technology for your data backup and recovery 

needs. This section also discusses and compares the 

technologies such as source vs. target deduplication, inline vs. 

post-processing deduplication, and the pros and cons of 

global deduplication. 

5.1.1 Source deduplication vs. target deduplication 

 All the deduplication vendors adopt either the source or 

target deduplication technologies. The below picture depicts 

how the compression occurs in source and target 

deduplication techniques. In target deduplication, you’re 

using the same backup software you already have, but you are 

sending the data to a target, which will then deduplicate it. 

This deduplication technology is best for large-scale data 

centers. With source deduplication, you have to use different 

backup software that deduplicates at the source. It reduces the 

IP load from the very beginning, and is best suited for remote 

offices and branch offices. 
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5.1.2 Source deduplication 

 Source deduplication is the removal of redundancies 

from data before transmission to the backup target. Source 

deduplication products offer a number of benefits, including 

reduced bandwidth and storage usage. No additional 

hardware is required to back up to a remote site and many 

source deduplication products also support automation for 

offsite copies. On the other hand, the source-based method 

can be slower than target deduplication, especially for large 

(multiple terabyte) amounts of data. Because of the increased 

workload on servers, overall backup times may increase 

 Source deduplication works through client software that 

communicates with the backup server to compare new blocks 

of data with previously stored blocks of data. If the server has 

previously stored a block of data, the software does not send 

that block and instead notes that there is a copy of that block 

of data at that client. If a previous version of a file has already 

been backed up, the software will compare files and back up 

any parts of the file it hasn’t seen. Source deduplication is 

well suited for backing up smaller remote backup sets. 

5.1.3 Target deduplication 

 Target deduplication is the removal of redundancies 

from a backup transmission as it passes through an appliance 

sitting between the source and the backup target. The method 

allows you to use any backup software that the device 

supports. Target deduplication reduces the amount of storage 

required but, unlike source deduplication, it does not reduce 

the amount of data that must be sent across a LAN or WAN 

during the backup. [6] 

 Target deduplication requires hardware at remote sites, 

which is sometimes considered a major disadvantage in 

comparison to source deduplication products. Since, it 

provides faster performance for large data sets; it is most 

widely used in most of the companies with larger datasets and 

less bandwidth constraints. 

5.1.4 Inline deduplication vs. post-processing 

deduplication 

 Another technology (Inline or post-process) is to 

consider when the data is deduplicated.  

 Inline deduplication 

 With inline deduplication (also called real-time 

deduplication), all deduplication happens between the RAM 

and the processor. The data is analyzed and deduplicated 

before writing new data to disk. If it is new data it is written to 

disk. If it is data that has been previously stored then a pointer 

is written to disk. Hashes and hash tables are often used to 

identify previously stored data. The advantage with this 

method is that no extra space is required. Another advantage 

is that once the data is deduplicated and stored, the process is 

done, and backup data may be replicated to offsite storage. 

With post-processing deduplication, data must be written to 

storage, then deduplicated at a later time, and then replicated 

to offsite storage. As a result, the time to complete the entire 

backup process – including replicating to offsite systems – can 

be longer than systems that deduplicate inline. Like source 

deduplication, it increased the CPU load. [7] 

Inline deduplication requires less disk space than post-process 

deduplication. There’s less administration for an inline 

deduplication process, as the administrator does not need to 

define and monitor the staging space.  

 Post-Process deduplication 

 In post-process deduplication, files are first written to 

disk in their entirety (they are buffered to a large cache). Once 

the files are written, the hard drive is scanned for duplicates 

and compressed. In other words, with post-process 

deduplication, deduplication happens after the files are 

written to disk.  

 For backup/storage administrators looking minimize the 

time it takes to back up their data, the best option is often to 

use a post-process method. This has the advantage of backing 

up data faster, reducing the backup window. The 

disadvantage of this method is that additional storage space is 

consumed. Backup data is sent to a temporary holding area in 

order to speed the backup process. Once that completes, the 

data is reexamined for duplicates, with duplicate data 

removed (some post systems start deduplicate the data before 

the whole backup is complete, so they may not require as 

much storage on the target).  

6 A comparison of data deduplication 

products 

 Storage budgets are suffering the current economic 

climate, but that doesn’t mean storage spending is on hold. 

The bonus is now on doing more with less, and one key 

technology that can help is data deduplication.  

It’s a technology that has matured over the past year, and 

investing in it can bring huge savings. By reducing the 

amount of data that needs to be backed up and stored by 20:1 

and more, data deduplication can save on bandwidth and 

storage media. It can also allow for a massive increase in the 

efficiency of data restores by allowing backups to be retained 

on disk for far longer [8].  

 But there are a large number of deduplication products 

on the market [11], with many key differences. Things to 

consider during the procurement stage include whether to 

choose a hardware or software data deduplication product; 

should deduplication be part of a virtual tape library (VTL) or 

a NAS subsystem; does it use in-line or post-process features; 

is deduplication done at the source or target; and should you 

use SHA-1 or MD5 as your data redundancy elimination 

algorithm. 

 

7 Conclusions 

 Data deduplication is a new trend of storage technology 

and has a prospect for wide applications in primary storage 

systems and archiving storage systems. The trend is from 

fixed length blocks to intelligent variable-length blocks, from 

traditional hash algorithms to faster hash algorithms with 
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fewer collisions, and from static hash lookup to dynamic 

distributed hash lookup. In this report, by using the simulator 

tool, an analysis is done to predict the compressed data 

against the original data. An analysis has been done for the 

various deduplication methods and algorithms. The EMC 

Data domain results also show the compression statistics. In 

the report, a detailed analysis has been done for the VTL and 

NAS as storage units for the deduplication.  As it was evident 

with the above analysis, the deduplication has lot of future 

and it is one of the fastest emerging trends in IT.  

 Data deduplication is an important new technology that 

is quickly being embraced by users as they struggle with 

issues of data proliferation. By eliminating redundant data 

blocks, an immediate benefit is obtained through space and 

cost efficiencies. When choosing a deduplication product, 

however, it is important to consider all aspects of design, 

including space savings efficiency, performance overhead, 

and resiliency against failure. As described, Data 

deduplication is a hot topic in storage and saves significant 

disk space for many environments, with some trade-offs. 

As stated above, the future lies in data deduplication. This 

will be the enabler for cloud storage. It makes it practical to 

deploy cloud storage because the data being sent will be 10x 

less data over the WAN. This will have significant 

implications for deploying cloud-based data sets. 
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Abstract

As most key-value stores partition and replicate data
to support high availability with no strong consistency
guarantee among replicas, users may suffer from data
inconsistency. Although previous research has been
done to support strong consistency among replicated
data, most existing approaches suffer from potential
hotspots and load imbalance. Neither do they consider
dynamic data access patterns that may largely vary over
time. In this paper, we propose a new approach, called
ACRE (Adaptive Chain REplication), to support strong
consistency among data replicas, hotspot avoidance and
load balancing, and adaptivity to dynamic data access
patterns.

1 Introduction

Replicated data stores are a fundamental building
block for advanced online applications such as scientific
computing and social networking. In these systems,
data are partitioned and replicated multiple times to
manage vast amounts of data in a highly available
manner [5]. However, the CAP theorem [1] states that
it is impossible for replicated data stores to support
strong data consistency, availability, and tolerance to
network partitions simultaneously. Thus, to support
the high availability of service, a number of key-value
stores, such as the ones used at Google [3] and Amazon
[2], only support eventual consistency, providing no
strong consistency among replicas. As a result, users
of online applications may suffer from a nuisance or
even inconsistent results. Also, developing advanced
applications without strong data consistency support
is cumbersome and time consuming.

A novel method called chain replication [7] has

been developed to support strong consistency, while
improving the availability and throughput of fail-stop
storage servers. In chain replication, all nodes storing
shared data objects are organized as a chain. The
head node in a chain handles all write requests, while
the tail processes all read requests. Writes are propa-
gated down from the head to the tail of the chain of
replicated data stores before acknowledging the client.
Thus, total ordering among the versions of a data item
in the chain is supported. Also, strong consistency
is supported with respect to the version of the data
that is successfully written (i.e., committed) at the
tail. As the chain replication method is simple and
lacks multi-round protocols, it supports consistency,
high availability, and easy recovery. However, all
read requests for a data object must be processed at
the tail. Thus, the tail may become a hot spot and
performance bottleneck.

CRAQ (Chain Replication with Apportioned
Queries) [6] extends the chain replication method [7]
to support strong consistency as well as lower latency
and higher throughput for read requests. In CRAQ,
not only the tail but any node in a chain can process
reads. When a write commits at the tail, an acknowl-
edgment (ACK) for the committed version of the data
object is passed backwards, ultimately reaching the
head. The head and intermediate nodes, if any, process
read requests using the latest version acknowledged by
the tail. If the head or an intermediate node receives
a read request for a dirty version awaiting an ACK,
it simply waits for the ACK or sends a version query
to the tail that returns the latest version number. In
this way, CRAQ enhances the read throughput, while
supporting strong consistency with respect to the tail.
However, CRAQ has a drawback too. A node has to
query the tail first, if it wants to process a read request
without waiting for the ACK. Thus, the tail may be
flooded by excessive version queries and become a
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bottleneck especially in the presence of write-heavy
workloads.

Although chain replication and CRAQ support
strong consistency with acceptable throughput and
availability, neither of them is effective enough to
deal with dynamic data access patterns. This can
be a serious problem, because it is known that data
access patterns often vary largely over time [4]. Hence,
optimizing a replication scheme for a specific data
access pattern may result in undesirable performance
and resource waste, while not necessarily enhancing
the availability.

To shed light on this problem, we propose a new
approach called ACRE (Adaptive Chain REplication).
In ACRE, any node can process a read request by
returning the latest acknowledged version, similar to
CRAQ [6]. However, ACRE is different from chain
replication and CRAQ; ACRE autonomously adapts
chain replication based on the dynamic data access
patterns that can be observed in the life cycle of data,
such as new scientific data or news articles read a
lot when created and gradually become dormant,
while supporting strong consistency. More specifically,
ACRE extends an existing chain by adding another
node to the chain to process read requests efficiently, if
the frequency of read requests increases significantly,
for example, due to the increased popularity of the
data.

On the other hand, if write requests dominate and
read requests shrink, we shorten the chain by removing
a node from the chain as long as the required minimum
chain length, i.e., the number of the replicated data
stores in the chain, for fault tolerance is maintained.
In this way, the total number of cascading writes from
the head to the tail along the chain can be decreased
without affecting the required level of fault tolerance.
Also, the wait time for the ACK of a write request
and the frequency of version queries sent to the tail
decrease. Thus, ACRE enhances not only the read
performance but also the cost-effectiveness of strong
consistency as well as fault tolerance considering
dynamic data access patterns.

In addition, ACRE naturally supports load balanc-
ing among the chained storage nodes. Because any
node can process reads, it is less likely for the tail
to become a bottleneck. For load balancing, read
requests can be evenly distributed (in an approximate
sense) to the chained nodes via, for example, random
distribution of reads to the nodes. Also, a write is

performed by every node in the chain to support
strong consistency and fault tolerance. Relatively
little prior work has been done to support flexible
data replication with strong consistency as well as
adaptivity to dynamic data access patterns, while
supporting hotspot avoidance and load balancing
[7, 6, 5].

For performance evaluation, we have implemented
ACRE and CRAQ and evaluated them using synthetic
read/write workloads, similar to [6]. Our initial results
show that ACRE decreases the average delay for
data access by approximately 30 - 50% compared to
the service delay provided by CRAQ by dynamically
adapting the replication chain considering different
data access patterns.

The remainder of this paper is organized as follows.
A description of ACRE is given in Section 2. Perfor-
mance evaluation results are presented in Section 3.
Related work is discussed in Section 4. Finally, Sec-
tion 5 concludes the paper and discusses future work.

2 Adaptive Chain Replication

In this section, the design and implementation issues
of ACRE are discussed in sequence.

2.1 Design of ACRE

head

reads reads reads
reads

tail

writes

(a) An Example Chain for Read-Heavy Workloads

reads

head tail

writes reads reads

(b) An Example Minimum Length Chain
for Write-Heavy Workloads

Figure 1. Adaptive Chain Replication

In ACRE, any node can process read requests
as shown in Figure 1. The solid horizontal lines in
Figure 1 indicate a write request performed in a
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cascading manner, while a dotted line represent an
ACK packet carrying the version information that
acknowledges a successful write of a data item at
the tail. The head or an intermediate node (that
is neither the head nor the tail of a chain) has to
either wait for the corresponding ACK from the tail
or send the tail a version query, if it receives a read
request for a dirty data object. For a read request, a
node in ACRE returns the latest acknowledged version.

The key advantage that sets ACRE apart from the
existing approaches is the flexibility and adaptation to
dynamic changes in data access patterns. In ACRE,
if the frequency of read requests increases by a certain
threshold, a chain is expanded. For example, assume
that a chain initially consists of 3 nodes, but extends
to 4 nodes as shown in Figure 1(a). To extend a chain,
ACRE performs the following procedure:

1. ACRE appends a new node to the current tail,
if necessary, to extend the chain considering dy-
namic data access patterns.

2. ACRE requires the current tail to forward the
most up-to-date versions of the data, S, to the
new node. Let t1 indicate the time at which the
tail starts sending S to the new node.

3. The new node writes S to its storage. While the
new node is doing the writes, the current tail con-
tinues to work as the tail of the chain.

4. Once the new node finishes all writes, the new
node announces itself as the new tail to all the
other nodes in the chain via a reliable multicast.
When the current tail receives the announcement
at time t2, it stops working as the tail and becomes
the previous tail.

5. If some data ∆S have been written by the previous
tail between t1 and t2, the previous tail forwards
∆S to the new tail, which treats ∆S as regular
data writes to its storage and acknowledges the
other nodes after finishing the writes.

ACRE repeats this process, if necessary, to support
acceptable read performance, while supporting the
increased availability as data become more popular.
As a result, the throughput and availability of data
enhance as more replicas are created for more read
requests. In this paper, a node failure is handled
in a similar manner to the original chain replication
protocol [7].

On the other hand, the chain is shortened as shown
in Figure 1(b), if the data access pattern becomes

write-heavy. We take this approach, because a long
chain is subject to large delays and overheads for
write-heavy workloads, providing little opportunities
to improve the performance by processing many
reads in parallel. Specifically, ACRE cuts the tail,
if necessary, to efficiently handle increasing writes.
Notably, removing the tail from the chain is the
simplest and fastest way to shorten a chain, since the
the data stored by all the other nodes are at least
as fresh as the tail’s. Thus, we avoid overheads for
maintaining data consistency among the nodes by
cutting the tail. The leaving tail only has to process
pending version queries, if any, and then announce its
departure, while declaring its predecessor as the new
tail to the other nodes in the chain. ACRE repeats the
tail cutting process as writes become more frequent
until the chain cannot be shortened any further to
maintain the minimum specified number of replicas as
shown in Figure 1(b). For example, the Google File
System maintains three replicas for each data object
by default [3].

In ACRE, adaptation is performed by adding or re-
moving a node at the end of the chain for coordinated
control with little overhead. Depending on read/write
workloads, a node can be removed from and added
back to the tail later; however, the newly added
node only needs the latest versions acknowledged
by the current tail. When a new node is added to
the tail, the current tail continues to serve the data
requests, while sending the latest data to the new
tail in the background to minimize the impact on the
performance.

2.2 Chain Adaptation

In this paper, we assume that clients are given
the list of the data stores currently in the chain.
In the specific implementation of ACRE evaluated
in Section 3, the head node disseminates the list
whenever it is updated. Also, a client submits a read
request to a (pseudo) randomly selected data store
for load balancing purposes, while always submitting
a write request to the head node. In addition, ACRE
has a number of tunable parameters, such as the
chain adaptation threshold that triggers the chain to
adapt to the data access pattern. One metric, two
thresholds, and two constraints used for adaptation in
ACRE are described in this subsection.

For performance enhancement via adaptation, we
use the read ratio metric that measures the ratio of
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read requests to writes tracked at each node in the
chain. This ratio is updated following every request
reception at a given node. It should be emphasized
that the scope of the ratio is limited to a single node
but all writes to the chain will eventually touch each
node in the chain. (However, this is not true for read
requests). Using the read ratio measured at each node,
the chain is adapted by ACRE, if all the following
thresholds are exceeded and the constraints are met.

• Extend threshold: This is the upper bound used to
determine when the chain will benefit from adding
a new node. When the read ratio exceeds this
threshold at any node that individual node sends
the tail a request to extend the chain (provided
the following adaptation constraints 1 and 2 are
met).

• Reduce threshold: This is the lower bound used to
determine when the chain will benefit from cutting
the tail. When the reduce threshold exceeds the
read ratio at a node, the node sends the tail a re-
quest to shorten the chain (provided the following
two constraints are met).

In addition to defining the read ratio and the thresh-
olds for adaptation, we allow adaptation only if the
following two constraints are met to support hysteresis
and avoid potential oscillations.

• Constraint 1. Minimum request bound: The min-
imum request bound imposes a lower limit on the
number of requests a node has processed before al-
lowing a chain adaptation request to be sent. This
bound allows ACRE to avoid too frequent adapta-
tion, which can result in oscillatory and unstable
system behaviors.

• Constraint 2. Minimum adaptation gap: The min-
imum adaptation gap imposes a minimum wait
time between two consecutive adaptation requests
processed by the chain. This allows time for the
previous request to take effect prior to requesting
a similar adaptation. As any adaptation happens
at the tail, the tail tracks the amount of time since
the last adaptation. No additional adaptation will
be allowed until this minimum amount of time has
passed.

We observe that it is possible for the nodes in
the chain may make conflicting requests for chain
adaptation in an extreme case. For example, one
node may request ACRE to extend the chain, while
another node may request ACRE to shorten the chain

Figure 2. Response Time for Test 1

when the read load is largely imbalanced among the
nodes in the chain. To address this problem, every
adaptation request is sent to the tail that makes a final
decision and actually adapts the chain, if necessary,
to decrease the data access delay. In this paper, the
tail makes a decision for adaptation based on the read
ratio measured by itself, if two or more nodes send
conflicting adaptation requests to the tail and the
two constraints are satisfied. We take this approach,
because the tail is aware of the progress of all writes
and receives a roughly fair share of read requests, since
clients randomly distribute read/write requests to the
nodes for load balancing purposes in this paper.

3 Performance Evaluation

In this section, we implement ACRE and CRAQ us-
ing TCP/IP and evaluate their performance. We de-
scribe our experimental settings for synthetic workload
generation followed by the performance results.

3.1 Experimental Settings

In this paper, we aim to evaluate CRAQ and ACRE
for different synthetic read/write workloads, similar
to [6]. More specifically, three tests are performed
for workloads that model read-heavy, write-heavy, and
mixed request streams, respectively.

• Test 1: In this test, data are initially written once
but only read later on. Hence, the read to write
ratio approaches infinity to model a read-heavy
workload.

• Test 2: In this test, data are initially read but only
written later on. Thus, the read to write ratio ap-
proaches zero, modeling a write-heavy workload.
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Figure 3. Response Time for Test 2

• Test 3: The read to write ratio set to 1 in this test.
Hence, an equal number of read and write requests
are issued to model a balanced read/write split.

We initially use 4, 10, and 10 storage nodes in Test
1, Test 2, and Test 3, respectively. ACRE may extend
or shrink the chain between 4 and 10 nodes based
on the data access pattern. Each test is run for 5
minutes. These tests were intended to demonstrate
the benefits of ACRE over a short burst of extreme
read to write ratios. In each test, 100 clients running
on 4 physical machines submit read/write requests
to the storage nodes in the chain. A write request
is always sent to the head to maintain the strong
consistency of the chained data nodes. A read request
is submitted to one of the available nodes in the chain
that is selected using a pseudo random number gen-
erator for load balancing. After sending a read/write
request, a client waits for a random inter-request
delay selected in the range of [0ms, 100ms]. Hence,
on average, 2,000 read/write requests are submitted
to the chain every second. Each read/write request
reads/writes 1024 bytes. For ACRE, the minimum
request bound for adaptation and minimum adap-
tation gap are set to 500 requests and 30s, respectively.

3.2 Performance Evaluation Results

Each data point in Figure 2 - Figure 4 shows the
average response time of read/write requests processed
per second measured in the four physical machines
hosting the clients. (In ACRE, a chain can be ex-
tended up to 10 nodes. However, the response time
in the other nodes remain similar to the ones shown
in the figures.) From these figures, we observe that
the response time of ACRE is considerably shorter
than that of CRAQ. The response time gap becomes

Figure 4. Response Time for Test 3

pronounced after 30s. As shown in the figures, the
response time of ACRE is 30% - 50% shorter than
that of CRAQ after 30s. By dynamically adapting
the chain based on the data access patterns, ACRE
reduces the service delay, while supporting strong data
consistency and data availability. This contrasts to the
popular data stores, e.g., [3, 2], which sacrifice strong
data consistency and rely on eventual consistency,
providing no guarantee on data consistency. These
results show the viability of adaptive replication
that provides a strong consistency guarantee, while
adapting to dynamic read/write patterns.

4 Related Work

Data are partitioned and replicated to support
high performance and availability. Popular key-value
stores, e.g., [1, 2], only support eventual consistency
among replicas. As a result, inconsistent data can
be exposed to distributed clients accessing shared data.

Chain replication [7] supports strong consistency
by using a chain of replicated data stores. How-
ever, the tail node in a chain can be a performance
bottleneck, because only the tail has to process all
reads. CRAQ [6] enhances the read performance
by allowing not only the tail but also all the other
nodes in a chain to process reads. However, the tail
can be a bottleneck, if write-heavy workloads are given.

ACRE addresses this problem by dynamically
adapting the chain in a cost-effective manner, if nec-
essary, to improve the performance by considering
data access patterns unlike static approaches, such as
[3, 2, 7, 6], which support either weak consistency or
strong consistency in a fixed chain. The need for strong
consistency and high availability with load balancing
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is increasing. Also, many real world applications have
time-varying data access patterns. However, it is chal-
lenging to support strong consistency, high availabil-
ity, and adaptivity to dynamic data access patterns.
ACRE takes an initial step to address these challenges.

5 Conclusions and Future Work

Due to the lack for strong consistency among repli-
cas, replicated key-value stores may suffer from data
inconsistency. In this paper, we present a new ap-
proach, called ACRE, to support strong consistency,
load balancing, and adaptivity to dynamic data access
patterns to enhance the performance. In the future,
we will investigate more efficient approaches to sup-
porting strong consistency with further enhanced per-
formance.
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ABSTRACT

Many scientific simulations generate bulky data sets that
must be mined for observable features. It is often not com-
putationally feasible to do this in real time and the data must
be saved for subsequent “off-line” analysis either by separate
software or sometimes by direct human visualisation. We
present some scoping analysis and preliminary software ap-
proaches for mining medium to large scale data sets in the
form of time slices or model configurations. We report on
current storage and visualisation technology response and in-
teraction times for mining scientific simulations on regular
lattices using hyper-bricks of model configurations.

KEY WORDS
big data; data mining; data visualization; scientific simula-
tions.

1 Introduction
Numerical simulations often generate relatively large data
sets that need “offline” analysis. A time series analysis can
generally not be conducted until the simulation sequence
is completed and data-mining and visualisation tools are
needed to support scientists conducting post simulation min-
ing activities.
Computational simulations include: discrete event simula-
tion models [12]; complex system models based on parti-
cles [16] or agents; or time-integrated field models all pro-
duce bulk data that is often stored and post processed in this
manner. Often such data is spatially oriented [4] but can
come in a myriad of different storage formats. In this present
paper we focus on “hyper-bricks” of regular data that come
from models or simulations where the key data structure is a
multidimensional array or “brick” of data. The cells of such
data might be simple pixels or volume element - voxels; or
multi-channel data with several scalar or vector properties at
each spatial location [21].

Our experience is that a semi-interactive pattern matching
identification [18] of even just a visual inspection of the vari-
ous “slices” of such data bricks can be very instructive as part
of a numerical experiment.
Such data arises from environmental modelling [22] and ge-
ographical systems [1, 23] as well as from complex systems
models in application areas like: forest fire systems [3]; lat-
tice gases and complex fluids [10]; critical systems [8]; and
ecological systems [5].
Relational or graph data [7,20] from biological [6] and other
applications [19] can also of course be mined using statistical
pattern matching, but such databases tend to have their own
specialist performance optimization strategies. In the present
paper we focus on data that is held in simpler more “raw”
formats such as rasters and hyper-bricks rather than relational
and textual data.
There has been considerable interest in the literature on
strategies to mine very large time series data [15] and on
how to manage such data on distributed systems [13]. In this
present paper we investigate practical matters concerning the
manipulation of medium to large data sets that can be ma-
nipulated by post-simulation analysis software on a modern
desk-top or desk-side scaled computer system.
Our article is structured as follows: In Section 2 we describe
the hyperbrick data manipulation problem in detail and dis-
cuss file format and data layout issues for coping with ar-
bitrary dimensional data. In Section 4 we report on exper-
iments to characterise read and write performance of large
contiguous bricks of such data. We discuss implications of
typical read and write performance for individual and bulk
data for a range of different storage devices in Section 5. We
offer some conclusions and areas for further work on bulk
data manipulation in Section 6.
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2 Scientific Model Data Bricks
There are some sophisticated 3D solid design file formats
available that are used by proprietary and some open com-
puter aided design tools. Even for those formats that are open
their complexity makes it a cumbersome burden to interface
a stand-alone simulation program to them. A very simple file
format family was designed to provide a bridge between the
Cubes visualisation program and the sort of simulation code
our research group regularly develops in C, C++, Java and
other languages.
The hyperbrick file format – with file ending “.hbrk” – was
inspired by the incredibly useful portable pixmap format
family (often known as “NetPBM”) designed by Poskanzer
and developed by Henderson [11]. Researchers have been us-
ing ppm and pbm formats with 2D simulation programs for
over two decades and their value is largely due to their sim-
plicity. One can off the top of one’s head code up C/C++/Java
to generate, or read and write these formats.
In a sense therefore, the “H1” hyperbrick is a generalisation
of the pgm 2D greymap image file format, for the case of 3D
data.

H1
# a comment or h e a d e r l i n e
# a n o t h e r comment
1
3 64 64 32
hyper−r a s t e r −of−unsigned−c h a r s

Figure 1: The .hbrk hyperbrick file format for a 3-d data set of
unsigned chars with spatial extent x = 64×y = 64×z = 32.

Figure 1 shows the .hbrk file format, consisting of a two char-
acter textual header “H1” followed by a newline and an op-
tional series of comment lines starting with a hash character.
The subsequent integer – in this case a size of “1” denotes the
number of bytes in each payload entity. If one wanted voxels
to be allowed to take on 224 different levels - like portable
pixmap pixels, then one could use a size of “3” to denote
three bytes per voxel. The next line gives the dimensionality
d of the hyperbrick – usually d = 3 for examples discussed
in this document, followed by exactly d integer edge lengths
in order of increasing significance – so in the example shown
Lx = 64, Ly = 64, Lz = 32. This line is terminated by a
newline and the remainder of the “.hbrk” file is a set of binary
characters in the “hyper-raster” order implied by the dimen-
sionality and lengths. So in the example theix index would
move fastest, the iy next fastest and so forth.
Many of the simulation codes we work with use what is
known as “k-indexing” whereby a single integer indexes into
the d-dimensional hyperbrick and:

k = ix + Lx × iy + (Lx × Ly)× iz (1)

These ideas are very useful for manipulating rectilinear data
independent of the dimension and are described in [9] and
can be generalised to specify data transforms [14].
The Netpbm format family supports both “raw” and textual
formats for pix maps and grey maps. The full “hrbk” for-
mat family is still under development but the present plan
is to support together data types so that for example “H4”
maps to 32-bit integer data, “H8” maps to 64-bit integer data.
The “H1” unsigned-char type can also be used with data cell
length 4 or 8 of course to encode this as long as you do not
care about byte order within the cells.
A useful variation that is easily described here is the sparse
version or “.sbrk” sparse hyperbrick format. We found many
of our programs deal with a model that can be represented as
cells of one or more values in a “sea of zeroes” and conse-
quently it is a waste of space explicitly saving all the zeros.

S1
# a comment or h e a d e r l i n e
# a n o t h e r comment
1
3 64 64 32
63455 255
67551 128
71647 192

Figure 2: The .sbrk sparse hyperbrick file format for a 3-d
data set of unsigned chars with spatial extent x = 64 × y =
64× z = 32.

Figure 2 shows the .hbrk file format which is similar to the
“H1” format but has “S1” as its magic prefix, and embodies
the assumption that the entire hyperbrick has voxel values
of zero except the explicitly stated (k, v) pairs giving the k-
index and voxel value both encoded as unsigned integers. In
the example shown, the following (x, y, z) indices give rise
to the k-indices:

(31 31 15)->k of 63,455, voxel value 255
(31 31 16)->k of 67,551, voxel value 128
(31 31 17)->k of 71,647, voxel value 192

The sparse hyperbrick format could also be extended into a
family of formats with different magic header characters to
convey type information but the simple “S1” format with the
type-code “1” stating that each voxel is limited to 28

1

levels
suffices for most purposes.
These sort of data files with a mixed textual header and bi-
nary or raw-readable data have rather gone out of fashion
at present, with a surprising number of inappropriately large
XML formats being common. The simplicity of the hbrk
and sbrk formats means that they can be read using built-in
language I/O capabilities without recourse to needing com-
plicated parsers.
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Figure 3: Time sequence of planes (which could be hyper-
bricks themselves) arranged with a short window of the
whole data pulled out and being analysed at once.

The k-indexing notion extends the notion of a raster contigu-
ous image format to arbitrary dimensions. The main point is
that the k-indexing allows the hyperbrick of data to be treated
as a block of data that is contiguous in memory or on the stor-
age medium. It can be read and written in a single call to a
low-level read/write service call within the operating systems
kernel or file systems daemon.
Figure 3 shows a time sequence of hyper-bricked data. A
sub-sequence or window of the overall sequence is pulled
out and analysed at once. It is therefore important to be able
to read and write blocks of the overall sequence rapidly. It
is therefore important to assess the current attainable perfor-
mance for various storage devices.

3 Data Access Experiments
The given experiment was to test the performance on varying
Hard Drive Disks and the effect of using smaller individual
files in comparison to a single file totaling in equal size. A
custom written program in C/C++ was used and run on the
different Hard Drives and RAID formats to give full control
over how the information was written and read. The physi-
cal hard drives ranges from an IDE 5200rpm based disk to a
Solid State Drive. This way the variation based on physical
hardware can be seen and how it can impact performance.
The basis of having multiple small files being 1 Megabyte
in size then totaling up to a single large file of the combined
size was to assess how much the latent performance of read-
ing and writing was affected by buffering.
Using a custom written program in C/C++ gave full control
on how reading and writing were used and hence how they
performed. Primarily choosing fread and fwrite as the way
to read and write information to and from the hard drive,
this gave the ability to be concerned with the type format
the data could be. Pseudo randomly generated information

was created for writing the information which was stored in
a buffer then the timing was given for when the write func-
tion was called. With this implementation this helped limit
any chances patterned data in which operating system could
effect the timing in which random data is read or written by
caching.
The test was broken down into four main parts. The ini-
tial writing of the single large file created at the set size,
after the writing of the single small files. This is then fol-
lowed by the reading of the same files. To make sure that
no caching was done for the file so it would not effect the
reading or writing time to the hard drive, commands in the
terminal were used to clear the cache, for example Linux’s
echo3 > /proc/sys/vm/dropcaches. These commands
where done during the test however they were not placed in
when timing was done, so it will not have any effect on the
timing results. The size spacing for each of the tests were
done in 200MB intervals and was tested ten times each up to
the limit of 2000MB.

Algorithm 1 Writing algorithm and random data generation
declare buffer[]
for all unsigned characters in buffer do

randomise buffer[i] with unsignedcharacter
end for
create emptyfile
begin timing
write from buffer to file
end timing
close file
record timing

Algorithm 1 shows the basic constructs of how the process
of writing a single large file and the generation the random
data. Initially a buffer is generated and allocated the memory
required for the final size of the file being created. Then the
buffer is filled with randomly generated unsigned characters
where the randomisation has been seeded from time using
the rand function as shown in Figure 4. Once the buffer has
been filled, an empty file is created in which the data from the
buffer will be stored. The timing starts and will end once the
writing function has ended. The function used was fwrite as
shown in Figure 4. When this has completed the file is then
closed and the timing is recorded and stored in a external file.

4 Performance Results
Performance between the variety of disks while reading and
writing can be clearly seen. The style (using the same type of
hard drive but using multiple devices with a RAID format) in
which data has been stored also seems to have impacted the
hard drive performance. Clear separations between the phys-
ical devices are seen as the older devices seem to be slower
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f o r ( i n t i = 0 ; i < d a t a S i z e ; i ++) {
cp [ i ] = rand ( ) % 255 ;

}
FILE ∗ fp ;
f o r ( i n t i = 0 ; i < 1 0 ; i ++) {

char f i l e n a m e [ 2 0 0 ] ;
s p r i n t f ( f i l e n a m e , ” s i n g l e l a r g e %i . d a t a ” , i ) ;
fp = fopen ( f i l e n a m e , ”w” ) ;
a s s e r t ( fp != NULL ) ;
t 1 = mytimer ( ) ;
f w r i t e ( cp , m, d a t a S i z e , fp ) ;
t 2 = mytimer ( ) ;
t 3 = t2−t 1 ;
t i m e r A r r a y [ i ] = t 3 ;

}
f r e e ( cp ) ;
f c l o s e ( fp ) ;

Figure 4: Writing function and data generation

in all areas between both large and small files in comparison
to the newer technologies such as solid state drives.
The latency itself represents the time taken just for the over-
head of the file without including the information based on
reading or writing to and from the buffer. This would include
the spin up time of the hard drive if mechanical, finding a
place to put the file on the platter (or memory if a solid state
drive) or anything else that would take up time that is not in-
volved with writing or reading the information into the buffer
[17]. Table 1 shows the results of all the hard drives based
on information measured from reading a single file. The in-
formation that represents IDE 5400rpm, Sata 7200rpm, and
RAID 1 shows a negative value essentially stating based off
the line of best fit the overhead of reading a single file would
be in the negative which is impossible. However all these val-
ues have a high error rate resulting in these values to become
invalid. RAID 0 gave a more reliable result of stating the the
initial overhead time for reading a single file resulted in the
time taken to be 87ms with a standard error of 16. Most of
these results seem very varied and no pattern can been seen,
however the timed measured is very small compared to the
total time taken for reading and writing files.
Table 2 and Table 3 represents the basic transfer speeds be-
ing recorded to and from the buffer. Table 2 shows the
speed in which the files are written to the hard disk from the
buffer with the randomly generated data stored in the buffer.
This clearly shows that older hard drives such as the IDE
5400rpm ATA has a much slower transfer rate (being only
26.37 MB/s with a standard error of 2MB/s) than the Solid
State(244MB/s with an error of 44MB/s). This same pattern
can also be seen in Table 3 with the read speeds essentially
mirroring its counterpart(except for the solid state which has
a varying read and write speed). These results are based on
just a large single file as from other data represented in Fig-
ure 9 and Figure 6 shows how being stored can effect the

transfer rate. Most of the values of all the data seem to be
very stable as they seem to have very minimal error rates.
This shows the average rate that the hard drives were able to
transfer information. The only data represented in these ta-
bles that seems unnatural is the RAID 5 read and write. This
data seems to be transferring at a much higher rate than the
rest of the data in comparison, so this maybe an anomaly in
regards to this piece of individual data.
Figure 6 and other results gained shows how timing for both
read and writing of the varying file types. This clearly shows
the impact in which the way files are stored can effect perfor-
mance when being read and written to the buffer. A clear def-
inition is seen in regards to the effect of reading in multiple
files to the buffer compared to reading in a single file. This
seems to be far slower and takes more time on how files are
read in. However reading and writing seems to be very simi-
lar, however in other results this has varied slightly with writ-
ing multiple files on average seems to be slower than writing
a single file.
The RAID format clearly can increase the performance of a
hard drive. This is shown with the performance increase with
RAID 0 (this is being setup in which two hard drives share the
load essentially increasing its performance). With two hard
drives setup (SATA 3 7200rpm HDD) in RAID 0 the perfor-
mance has double in comparison to just using a single hard
drive as shown in Table 3. RAID 1 (mirroring the device for
redundancy) showed a slight performance increase compared
to the SATA 3 7200rpm single device however this is very
minimal in comparison. RAID 5 format (providing increase
in performance and redundancy requiring four hard drives)
gave very unusual results as these systematically doubled the
RAID 0 results in bandwidth through put.
Unusual anomalies have shown themselves in way different
hards store information. Figure 9 shows that the time taken
for it to write multiple files took longer than reading them,
while all other tests represented this in the the opposite way.
Figure 10 shows that writing a single file took substantially
longer than all other tests taken. However as shown, the re-
sults for writing the single large file is very scattered suggest-
ing an issue when writing as timing between the data points
vary in an unusual pattern of every second point is smaller
than the previous.

Device Average Read Latency(ms)
IDE 5200rpm ATA HDD −2926± 877

SATA 7200rpm HDD −600± 400
RAID 0 (SATA 7200rpm) 87± 16
RAID 1 (SATA 7200rpm) −471± 525
RAID 5 (STAT 7200rpm) 30± 60

Solid State HDD 421± 210

Table 1: Latency speeds from reading single file
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Device Average Write Speeds (MB/s)
IDE 5200rpm ATA HDD 26.37± 2

SATA 7200rpm HDD 132.4± 1.3
RAID 0 (SATA 7200rpm) 362± 12
RAID 1 (SATA 7200rpm) 173± 1.3
RAID 5 (STAT 7200rpm) 620± 42

Solid State HDD 244± 44

Table 2: Average hard drive write speeds

Device Average Read Speeds (MB/s)
IDE 5200rpm ATA HDD 32.42± 1

SATA 7200rpm HDD 146.8± 0.5
RAID 0 (SATA 7200rpm) 349± 11
RAID 1 (SATA 7200rpm) 170± 1.1
RAID 5 (STAT 7200rpm) 692± 31

Solid State HDD 354± 2

Table 3: Average hard drive read speeds

Figure 5: 7200rpm SATA 3 Drive

5 Discussion
With the results given, this shows a correlation between the
way the files are stored and how being stored can effect the
performance. It seems that overhead while minimal, can
slowly add up to decrease performance while a file of equiv-
alent size but stored in its entirety will have a better perfor-
mance. However, issues arise with the limitation of hardware
and memory to how big the file can be stored.
There are also unseen factors that can effect the performance
of reading and writing and that is the current state of the disk
and fragmentation. Since a hard drive needs to put informa-
tion on the sectors it would be more efficient if it was able

Figure 6: RAID 0 with 7200rpm SATA 3 Drives

Figure 7: RAID 1 with 7200rpm SATA 3 Drives

to put the information on the same track continuously rather
than having the information scattered as this would increase
overhead [17]. This effect however is only for mechanical
hard drives as the solid state hard drives [2] do not use plat-
ters to store the information.
Using a RAID format increased performance (for RAID
styles that are meant to increase performance for example
RAID 0 and 5) of the same type of hard drive as shown in
Table 3, while the needed amount of physical hard drives in-
crease (dependant on the type of RAID format this can vary),
this shows that by using a format of RAID this greatly in-
creases the bandwidth that it can pass through. Other RAID
formats such as RAID 1 and 5 also give the ability for re-
dundancy which could be useful incase of hard drive failure
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Figure 8: RAID 5 with 7200rpm SATA 3 Drives

Figure 9: IDE 5200rpm ATA Drive

which if used for a single hard drive, this would result in loss
of all data.
The variation in which the type of hard drive(Sata 3 7200rpm,
IDE 5400rpm and Solid State) showed a complete variation
on the way storing files effected time for the transfer. The
Sata 3 7200rpm drives showed that reading multiple files
has the longest time take (even in RAID 0 and 5 format)
while with the IDE 5400rpm hard drive, writing multiple files
seems to be significantly slower. The solid state hard drive
had an issue with reading writing single files. This could be
related each device and how they were designed and caching
techniques.

Figure 10: Solid State Hard Dive

6 Conclusion
A clear correlation has been seen in regards to how newer
devices such as the solid state hard drives are out perform-
ing the older mechanical drives. This can be clearly seen
with the data presented and is not unexpected. Using a RAID
style format this increases the performance of the hard drives,
however requires the use of more hard drives.
Storing information in a RAID format can also give the use
of redundancy and bandwidth increase if using a RAID 5 for-
mat. While this will give redundancy, this will be at the sac-
rifice of the amount of space available per hard drive as the
backup information of the data is stored incase of a failure.
The way files are stored also seem to play a major factor in
the time taken of reading in files. The concept of storing
many smaller files instead of a single large file seems to im-
pact the speed in which files are written and read for me-
chanical hard drives. Due to the way that mechanical hard
drives store information this is unsurprising that having to
store multiple files will generate more overhead as having to
find the individual files scattered over the platters.
Due to the nature of the solid state and the way it stores in-
formation this is not affected any mechanical parts so files
are not will not be scattered and overhead is dramatically de-
creased with reading and writing multiple files the same as
reading a single large file of equivalent size [2].
From the test given, it seems that the solid state hard drives
seem to be much faster in ever aspect compared to the IDE
and Sata 3 mechanical hard drives. While storing data in a
RAID format using mechanical hard drives gives a very close
results equivalent to a solid state, this is at the cost of using
multiple hard drives.
If solid state drives are stored in a RAID format (based on the
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changes of bandwidth from the Sata 3 7200rpm) this would
clearly increase the performance to far exceed that of the me-
chanical drives. However due to solid states being a far newer
technology, the cost in relation to the amount of space avail-
able for the capacity of the device is higher in comparison to
the current mechanical drives available.
Overall it seems that with the information given it varies on
the users available equipment and the memory limitation of
the computer. While It does seem with mechanical drives that
storing the information as a single large file will give better
speeds, this is limited to the amount of memory available to
the user on the current computer they are reading it on. While
devices like the solid state seem to have very minimal effect
on the way the file is stored, the best choice on how the file is
stored will be dependant on the physical hardware it self and
what is available for the user.
In summary we have evaluated the read and write per-
formance of several storage devices managing contiguous
blocks of data suitable for simulation configuration hyper-
bricks. Having determined how multi-dimensional systems
could be encoded in this manner we have found that desktop
and desk-side devices give an adequate read and write perfor-
mance for a semi-interactive data mining analysis of simula-
tion results. In particular there is strong evidence in favour of
using solid state storage devices where possible, for this sort
of work.
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Abstract— The analysis of urban mobility information lets
us improve different services within a city. However, due
to the interaction between different systems logically inter-
connected generating information on a daily basis, the very
large volume of data collected brings challenges for the
processing, visualization and simulation of data. Moreover
the people through the use of mobile devices, act as a
networked sensors collecting data that are convenient to
analyze in order to get valuable information about real
urban dynamics.

Trends on big data technologies have proposed the adop-
tion of new programming models able to process the growing
amount of information such as MapReduce, among others.
This work presents the construction of a model for a test
bed to perform analysis and simulation of urban mobility
using these trends; the development of this test bed, over a
University campus, is intended to scale up to a city under
the scope of Smart Cities.

Keywords: Bigdata, Urban computing, Smart Cities

1. Introduction
The subject of urban mobility study is the movement

of people, no matter what kind of media are used for
commuting: walking, public transport, car, bicycle and so
on. This makes mobility a wider concept, in terms of its
study, than transport or traffic [1]. Regarding urban habitants,
Pilling [2] estimated that by 2050 they will be three-quarters
of the total world’s population.

In that sense, a megacity is a system of systems that
integrates interconnected subsystems such as: government
services, transportation, energy and water, public safety,
education and healthcare, among others; all of them are
continuously generating and requiring information to work
properly [3]. Instances such as governments, private entities
and social organizations face problems inherent to megac-
ities, they are taking advantage of data collected through
information technologies (IT), such are the cases of London,
Singapore and Stockholm that have developed systems to
manage mobility situations [4] in the scope of Smarter
Cities1.

1http://www.ibm.com/smartercities

However, in order to support such system of systems,
more advanced information technologies are required to
manage efficiently big amounts of information. A city’s
infrastructure usually has sensor systems covering different
geographical areas to collect data automatically; additionally,
people are generating large amounts of data as a result of the
IT adopted for daily living [5], [6], [4], these are some of
the situations that propitiate the Big Data paradigm. In this
regard, trends on data management technology, such as the
programming model Mapreduce [7], [8], [9], are alternative
solutions for traditional databases.

The contribution of this work is a model for a suitable
test bed for urban mobility analysis and simulation over a
controlled area, with the potential for further scale out; we
chose a digital campus simulation that reflects a sample of
the basic characteristics of a whole city; the experimental
goal is to adopt the MapReduce programming model in order
to deal with big data analytics. Mobility and services analysis
over a smarter campus revealed where the points of interest
are: occupancy for buildings and rooms, student density over
the time. This analysis allows simulation to focus on the
use of facilities and planning of maintenance events for a
Smart Campus, which could eventually scale to Smart Citiy
models. All of these web services technologies and mobile
devices use geo-referenced digital maps via crowdsourcing.

2. Related Work
Urban Computing2 is an emerging concept related to the

interaction between computing, sensing, and technologies
used in a daily basis for urban lifestyles [10].

Thus, research on Urban Computing has focused on urban
mobility analysis. Yuan et al. in [11] present an approach that
uses historical GPS data to extract smart driving directions.
Moreover, [12] presents a system that additionally predicts
traffic conditions.

Our original contribution on this paper establish a rela-
tion between a megacity infrastructure which is a complex
environment against an University campus as a controlled
one, both systems provides services that we would explain
in further sections where we are dealing with solutions
to understand mobility and related services as security,
maintenance and so on.

2http://research.microsoft.com/en-us/projects/urbancomputing/default.aspx
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On that sense, the base for mobility analysis requires
a digital map, modeled as a graph because to describe
interconnected paths over a geographical area of a city. The
size of the graph could be very large depending on the
number of streets and its mesh-like structure. Thus, the very
large volume of data requires technology enabled to deal
with the processing, Lin et al. in [13] points out the use of
MapReduce to process large-scale graphs.

Our programming model is based in MapReduce [8], [14],
which is the most adapted for processing very large datasets.
This model empowers the distribution and parallelization of
the dataset analytics. The main principles of MapReduce
state two basic functions: map and reduce, organizing the
data sets by key/value pairs as input and output of each one
of the functions in order to deliver a data set as result.

However, a MapReduce-based solution can be complex to
model. Thus, some approaches to simplify the coding with
MapReduce include the web-based graphic user interface
proposed by Shih et al. [15], and a query optimizer that
transforms MapReduce queries to adopt features provided by
SQL databases, as the authors present in [16]. Additionally,
tools like Karmasphere Studio3 provide a graphical envi-
ronment to implement and optimize MapReduce algorithms
through the well known development platform Eclipse4,
using Java5 as the main programming language.

3. Building a digital campus simulation
The digital campus simulation was performed at Guadala-

jara city, located in the state of Jalisco, México, with a
surface of 2,734 km2 and a population of 4.2 millions6,
related to traffic there are an estimated of 1.5 millions of
vehicles and 11,045 km of vial infrastructure [17]. It has all
the characteristics mentioned above with respect to a megac-
ity and its inherent challenges, requiring the development of
information based solutions to improve the quality of life.
Since the model of the city is more complex we decided
to start on one of the University of Guadalajara campuses:
CUCEA. We simulated the behavior of students as mobile
entities over a controlled geographical area. CUCEA, the
business studies campus, has a population of ∼20,000,
including students, academic and administrative staff, and
a surface of 299,466 m2 from which 55,690 m2 are built7.
Table I shows a comparative summary of characteristics from
both Guadalajara city and University CUCEA campus.

The University CUCEA campus can be seen as a subset
of the city; our algorithm contributes as a lighter manner,
enabled to be adapted with minor changes at the context
of the city, also campus has more controlled and detailed

3http://www.karmasphere.com/
4http://www.eclipse.org/org/
5http://www.java.com/
6http://www.inegi.org.mx
7http://www.cucea.udg.mx/?q=acerca/numeralia

information that could be tested with the acceptance from
the University authorities.

Table 1: Comparison: Megacity vs. University campus
Characteristic Guadalajara city University CUCEA

Surface 2,734 km2 ∼300 km2

Infrastructure vial 11,045.0 km 60.5 km
streets streets and corridors

Population 4.2 millions ∼20,000
Services Government services, Administrative offices,

transportation, library, laboratories,
energy and water, bank, coffee shop,

public safety, security, parking,
education, healthcare medical aid, lockers

Hence, the model to build our original digital campus
simulation, shown in figure 2, has 3 stages: (A) Data sources,
(B) generation of mobility data and (C) exploratory data
analysis. The next sections describe each one of the stages.

3.1 Data sources
3.1.1 Student schedules

The model consists of sequences the set of paths that the
students traverse over the campus during a week in order
to attend their classes. A sequence S is S={p0, p1, ... px}.
Each pk is a point in a route that depends on predecessor and
successor points: pk-1, pk+1. The set of collected sequences
describe the mobility behavior of users at a given time, so
∆tk is the difference between tk-1 and tk.

Commonly, sequences are collected through sensor in-
frastructure or GPS devices by smartphone applications;
however, prior to the construction of our test bed, we used as
a data source the student schedules for a regular week. Traces
started from one of the entrances, assigned by probability,
and eventually they reach the different classrooms or labo-
ratories according to the time scheduled for each one. The
algorithms for generation the students GPS traces require the
geo-referenced digital map.

3.1.2 Design a geo-referenced digital map
The foundation of a mobility analysis relies on the geo-

referenced digital map as the bottom layer. Indeed, the more
detailed the information about the real infrastructure, the
more valuable the results. A digital map is a directed graph
G=(V,E) that keeps the information about a geographical
region. The vertices are V={v0, v1, ... vn} where each vi is
a tuple (latitude, longitude); the edges are E={e0, e1, ... em}
where each ej links two vertices and describes a segment,
with their properties such as direction, lines and distance.
A section of the digital map is a subgraph G’=(V’,E’) such
that G’ ⊆ G and the set of existing vertices V’ ⊆ V and
edges E’ ⊆ E respectively.

Since our team did not have access to a proprietary
digital map such as NAVTEQ8, we adopted the one provided

8http://www.navteq.com/
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Fig. 1: Digital Map Build Process
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Fig. 2: Model to build the digital campus simulation

by OpenStreetMap9 a crowdsourcing approach. For map
edition, we used JOSM10 and Potlatch211 online; under-
graduate students worked on the design of the campus map
with enough detail to include the location of classrooms,
computer labs, and services such as coffee shops, library,
restrooms, lockers; even more detail includes the location of
energy sockets, wired and WiFi network connections, and
waste baskets. Figure 1 shows some images of the resulting
work.

The CUCEA digital map consist of 2,400 nodes. This
constitutes 5% of the total number of nodes from a simplified
graph of a Guadalajara city map. Once the design was
concluded, we used Quantum GIS12 in order to separate the
layers and filter the data as well.

9http://www.openstreetmap.org/
10http://wiki.openstreetmap.org/wiki/JOSM
11http://wiki.openstreetmap.org/wiki/Potlatch2
12http://www.qgis.org/

Algorithm 1 Key-value format for schedules
Require: Students Schedule

1: Class TheMapper
2: method Map(studentID id, course c)
3: keyID ← id, c.dayofweek
4: course←
5: c.building, c.room, c.timeInitial, c.timeFinal
6: Emit(keyID k, course c)
7: End
8: Class TheReducer
9: method Reduce(keyID k, courses[c1,c2,...])

10: for all cn ∈ courses[c1, c2, ...] do
11: schedule← schedule + c

12: Emit(keyID k, schedule s)
13: End

3.2 Generation of mobility data
3.2.1 Key-value pre-processing

The data about student schedules introduced above for the
current academic calendar were pre-processed. Each tuple
describes one course for each student; its attributes are:
StudentID, dayofweek, timeInitial, timeFinal, building and
room. Given our use of MapReduce, the format of the input
was pre-processed to become key-value pairs, e.g., Key =
(StudentID) and Value = a list of (dayofweek, building,
room, timeInitial and timeFinal), the dependence on the
sequence of the values described the time along the day,
we use the algorithm 1.

In the sense of Smart Cities, pre-processing would let
us to prepare de the data set according with standards as
Common Alerting Protocol (CAP)13 for exchange between
systems. Since the original CAP schema was provided in the
form of XML, it is applicable the use of JSON14 the data-
interchange format. JSON works properly for non-relational

13http://docs.oasis-open.org/emergency/cap/v1.2/CAP-v1.2-os.html
14http://www.json.org/
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Fig. 3: Students mobility over campus facilities

Algorithm 2 Generation of GPS traces
Require: Graph map (map.osm), Students Schedule, ped-

Speed=1.22 m/sec
1: Class TheMapper
2: method Map(studentID id, schedule s)
3: for i← 1, s.length− 1 do
4: route← path(s(i).room, s(i + 1).room)
5: timeT ← s(i).timefinal
6: route(1).timestamp← timeT

7: Emit(studentID id, route r) . For each s(i)
8: End
9: Class TheCombiner

10: method Reduce(studentID id, routes[r1,r2,...])
11: for all rn ∈ routes[r1, r2, ...] do
12: for j ← 2, route.length do
13: timeT ← timeT+
14: (distE(route(j − 1), route(j))/
15: pedSpeed)
16: route(j).timestamp← timeT

17: Emit(studentID id, route r)
18: End
19: Class TheReducer
20: method Reduce(studentID id, routes[r1,r2,...])
21: for all rn ∈ routes[r1, r2, ...] do
22: trace← trace + r

23: Emit(studentID id, trace t)
24: End

data management as in the case of MapReduce.

3.2.2 GPS synthetic data
The next step used the graph from the digital map and

key-value information as input to generate synthetic mobility
data, shown in figure 4. The key-value format prevents the
division of a sequence in different nodes during the paral-
lelization. An additional parameter was pedestrian walking,
set to 1.22 m/sec, according to [18], in order to estimate the
timestamp for each visited vertex during a student’s traversal
of a path. We used algorithm 2.

The complexity of the MapReduce algorithms presented
above based on Goel work [19] as key complexity and
sequential complexity. Our algorithm 1 with S number of
students, each one with C number of courses, and CMAX

maximum number of courses has key and sequential com-
plexity O(CMAX) and O(S) respectively.

Additionally, algorithm 2 with the same S number of
students, each one with P number of points over a GPS
trace, and PMAX maximum number of points has a key
complexity O(PMAX) and a sequential complexity O(S) plus
the complexity of path searching algorithm, we used Dijkstra
O(n2) from JUNG15 framework implementation. Regarding
the complexity, it is remarkable our algorithm 2 required
just one iteration which differs from others graph-based
MapReduce implementation as PageRank[20].

3.3 Exploratory data analysis
Exploratory analytics provide an interesting approach to

statistical results from spatio-temporal data, and their visu-

15http://jung.sourceforge.net/
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Fig. 4: Trajectories of students mobility.

alization for purposes of facilitating the interpretation, so
it is a very useful tool in building stages of test beds [21]
we performed the exploratory data analysis of mobility data
with the analytic tools called CommonGIS16.

The analyses carried out were: Display of trajectories,
extraction of relevant geographic locations, generating areas
of interest, number of visits on areas of interest, connecting
areas of interest and distances traveled by students.

4. Experimental conditions for the digi-
tal campus simulation

The model was implemented as described in the above
section, the digital campus simulation required the experi-
mental settings shown in Table II. Even when the distribution
and parallelization are the main advantages using MapRe-
duce, the actual volume of information did not require
the use of these. However, our Java code was generated
according to the specification and tools as if it was to work
for a very large data set. Once the GPS synthetic data was
generated we performed the exploratory data analysis which
deliver statistical and visual results describing the students
behavior in order to validate the accuracy against real situ-
ations and conditions among the campus. The next section
presents and discusses about our experimental results.

Table 2: Settings for experimentation
Features Description

Memory 4Gb 1067Mhz DDR3 RAM
IDE Eclipse
MapReduce implementation Hadoop Cloudera CDH3b3

Karmasphere Studio 2.0
Digital map Open Street Maps
Digital map tools JOSM, Potlatch2, QuantumGIS
Data analysis CommonGIS
Digital map graph 2,400 vertices/2,330 edges
Student trajectories 2,650
GPS positions 21,160

5. Results and Discussion
The campus digital map was divided in two areas: Right

(8 buildings mostly classrooms and library) and left (7
buildings where are located computer laboratories). The

16http://www.iais.fraunhofer.de/index.php

estimated mobility of the students over the campus over a
typical day of the week is shown in the histogram of figure
3, we could notice that students spent most of day time
in the latter. The histogram shows some peaks when the
mobility grows up due the students change of classrooms.
On the other hand, there are times when the mobility trends
to zero because the students are localized in their classrooms
attending courses, as occurs in real situations.

5.1 Display of trajectories
The process of generating synthetic paths followed by

students to get to classrooms is represented in this section.
Figure 4 shows the progressive unfolding of the trajectories
of mobility, the points show the GPS positions of the
classrooms. We generated and deployed a total of 2,650
trajectories (a total amount of 21,160 GPS coordinate points)
which were generated from different entrances as start points
using a probabilistic distribution taken from a survey. Many
of these paths overlap each other so in order to make a
separation of these we use a visualization through a space
time cube where we added the time dimension to the other
two dimensions that represent geographical space.

5.2 Significative Areas Extraction
This analysis consisted in generating the areas along

which the moving entities meet the conditions of being
stopped for at least 30 minutes. These are generalization-
based clusters with a radius of 30 to 80 meters. Additionally,
above the areas are displayed the lines that represent the
generalization of trajectories to see the interaction between
the different areas. Each circle in figure 5 represents a
generalization of positions where stops are significant. The
least time for the stop is 1800 seconds and the radios of the
clusters are 30 and 80 meters.

5.3 Points of interest based on stop time and
frequency of use

This analysis shows points of interest in terms of use,
i.e. classrooms. The figure 6 is a qualitative representation
where the circles pointed out the use preference level for the
classroom in descending order from a qualitative colorimetry
using red, yellow or green color.

Additionally, we create a representation using circular ar-
eas whose radius depends on the value of an attribute, in this
case the attribute is called frequency of use. To generate this
representation we use a set of points of interest containing
all campus classrooms, including its corresponding node ID
and geographical position. The frequency of use is obtained
from the student schedule data set. Additionally we use a
time parameter, in this case a date value.

The result of this analysis shows small value flow dia-
grams corresponding to each of the nodes that are being
analyzed, in this case we refer to classrooms. This allows a
simple way to observe the behavior details of performance
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Fig. 5: Significative areas extraction

Fig. 6: Qualitative colorimetry for the use of classrooms

at each point of interest. It is possible to show a satellite
view of a small section of the campus where some buildings
appear as associated with each node.

6. Conclusion
The test bed worked properly and allowed us to observe

the behavior of students as entities moving about a geo-
graphic area. This also allows us to observe the use made
of the campus facilities, which reveals some imbalances,
it shows the underutilization of some areas and secondly
overuse of other resources. The synthetically generated paths
have produced a set of data that we consider valid, as the

exploratory analysis of the data shows patterns of student
mobility with a behavior very similar to what occurs in
reality. Moreover, even if the amount of data set used for this
work is not very large, the MapReduce algorithms showed
an accurate performance and are ready to be scaled and used
with larger volumes of information.

Our analysis is stable in space and time, it is enough for us
because we were interested in knowing the traces regardless
of time, i.e. most used routes. We can do multiple analysis
for a city, this work filtered the speed because we are focus
on use of facilities, so we did source-target simulation to
determine the best schemes to infrastructure maintenance. As
another goal of the entire project, a team will work on speed
simulation performed through lines to model the velocity
of individuals that will give us a higher precision for the
time, through the information of the edges; more precision
in speed serves to calculate routes to make better use of the
entire road network.

Finally, as a future work we plan to use the test bed
with collected GPS raw data through a designed mobile
application, that students could adopt to know the status of
the facilities, events, as well as report issues that require
some repair or maintenance. Eventually, the project is going
to scale out to a Smarter Traffic system to analyze and
simulate urban mobility among the city, in order to improve
services in the aim of Smarter Cities17 in collaboration with
IBM.
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Abstract— There is a vast amount of information on the 
Internet. A user can directly access any Website listed on the 
pages of a search engines. However, submitting a query is 
integral to the use of search engines. Therefore, the accessible 
information largely depends on the user's own vocabulary and 
creativity abilities. Consequently, the user may not be able to 
access adequate information. To solve this problem, a search 
suggestion function appeared. However, this function is mainly 
for input support, and it is not suitable for developing a search. 
In this article, we propose a search assist method by developing a 
search engine using the "Mandal-Art", a creativity technique.  

Keywords—Keyword Search, Web Search, Search Suggest, 
Mandal-Art, Smartphone 

I. Introduction  

A. Research Abstract 
A Web search is conducted by entering the keyword in the 

search field. The searcher carries out a keyword search using 
related words to access the targeted information. It is easy to 
carry out data processing for the keyword in a search engine 
and its mechanism is easily understandable. However, the 
choice of keywords chosen to search the targeted information 
and the proper refinement of the keywords inevitably relies on 
the user's own vocabulary and creativity abilities.  

It means that the use of the keyword search engine requires 
those abilities. Knowledge of the proper keywords is essential 
in achieving an effective keyword search. In other words, it is 
needless to say that one cannot search the keyword which one 
does not know. All kinds of information is stored on a huge 
database of the Internet, however a paradox exists as the user 
can only search the keywords which are known to them.  

To solve this problem, most of the Web search engines 
implement search suggestions. The search suggestions function 
displays input predictions and related keywords in real time 
when the user enters the search keywords. It was introduced to 
many internet search engines including Google Suggest in 
2004 and Yahoo! Search Suggest in 2007. Systematically 
search suggestions are displayed directly below the text input 
box to compare with the entered keywords. This method is 
simple and suited for the Web search engines as the related 
keyword suggestions are placed in list form.  

Thus, search suggestions enhance the convenience of the 
keyword search. However, this method only suggests the 
typical keywords related to the entered search keywords and is 

a case of input support and no more. Specifically, there is no 
support to narrow the search result and reach the targeted 
information. 

It is said that Web search engines enable the users to access 
more on-target information by selecting the keywords from the 
list of search results and thus allows them to develop the search 
further. Meanwhile, the research and development of the 
system that offers this kind of search support is not necessarily 
sufficient. There are a few support systems to develop the 
search; however, they are not intuitive or convenient. As far as 
we know, there is no system or service which has considerable 
currency.  

In this article, we propose a system using the "Mandal-Art" 
motif, as a new information search method designed to be used 
in a Web search.  

Mandal-Art is a creativity technique which extends ideas 
divergently in an easy and systematic way by starting from one 
key word and using only nine cells.  

This research proposes to develop a Web search engine 
which supports the input and search of keywords based on the 
creativity technique devised by Mandal-Art.  

B. Related  Studies・Existing  Systems 
1) The number of keywords used for the search 
Third Door Media, Int. carried out research on the number 

of keywords used in a Web search in 2010[1]. U.S. search 
queries were measured in the survey. The Presence or absence 
of white space is used to separate words. 

According to the results, the rate of multi-word queries is 
over 77%. Notably, the rate of queries which contain 2 to 5 
words is more than 65%. It means that generally Web search 
engines are used for the more target-oriented search by query 
refinement.  

2) Mandal-Art 
One of the creativity techniques employed by Mandal-

Art[2] is a 3 x 3 grid consisting of nine square cells.  

First of all, one must write down the subject in the center cell. 
Next, in the surrounding eight cells, write down some related 
words. The eight keywords written in the surrounding cells 
could be intuitive or subjective. 
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Then, choose one of the eight surrounding keywords and 
put it in the center. As you have already done, write down eight 
keywords related to the center on the surrounding cells.  

Repetition of this process an arbitrary number of times 
extends the ideas from the original keyword developmentally, 
and it helps you reach a surprising result.  

A multidimensional perspective of the subject is realized 
through the effort of filling out the eight cells as indicated 
above. 

"iMandalArt for iPhone" is one of the application-
optimized examples of  Mandal-Art. Mandal-Art, which is 
practiced on paper, has been developed as a smartphone 
application of this system. 

 

 
Fig. 1. The use of Mandal-Art	  (iMandalArt for iPhone) 

This research proposes Web search support application 
software using the creativity technique of "Mandal-Art". In the 
proposed system, the search results derived from the keyword 
entered in the center cell are assigned to the eight cells. It 
facilitates the rich development of ideas based on the keywords 
and the intuitive information search which can be viewed with 
ease.  

In general the current search suggestion functions display 
eight to ten suggestions. This number is suitable for the display 
of related information; hence the eight cells of Mandal-Art. 
Also, in the Web search, since the keywords are added by one 
word at a time, by way either of the key input or the search 
suggestion function, the added keywords are suitable for the 
sequential display layout of Mandal-Art.  

3) Web service“What do you suggest” 
"What do you suggest?" is the Web service utilizing a 

search suggestion function. This system displays the related 
keywords which are suggested based on the original keyword 
entry, like a mind map. It enables the multi-layered display; by 
clicking on the relevant keywords displayed on the screen, new 

search suggestions are again generated from the original 
keyword entry and the selected relevant keyword. If no search 
suggestion is available, the search results display access to 
applicable Web pages. 

This method is excellent as it allows the user to view all of  
the related keywords at one time. The multi-layered display 
requires a broad area for the display. The refinement support 
system could be run by a one word entry. However, the results 
of search suggestions using one word are diverse, and this 
system seems wasteful as it is necessary to display these 
suggestions. Also, the displayed contents are the same as the 
usual search suggestions; Only the method of operation is 
different. 

 
Fig. 2. The use of search suggestions Function(What do you suggest?) 

II. System Proposal 

A. System Summary 
This system was developed with the aim of providing a 

service which can be used instantly and with ease. Therefore, 
we have developed it as smartphone application software to be 
used easily and intuitively. 

The Web search process with this system is indicated below. 

 

［Step1］Enter the search keyword. 

［ Step2］ Eight keywords related to the original are 
displayed by the search suggestion function.  

［ Step3］ Select one of the related eight keywords 
displayed. 

［Step4］The original keyword and the related keyword 
selected are displayed in the center of the next screen. 

［Step5］The Keywords are displayed. These words relate 
to the word in the center cell. 

［Step 6 and more ］Repeating the above process an 
arbitrary number of times supports the keyword entry and 
broadens the variety of keywords.  

［Final step］Finally the search runs with all keywords 
entered /selected, and displays the result. 

All of these displays/operations have to be simple. 
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In this system, the display processing operations show the 
search suggestions or the search results. 

The number of the search suggestions and the search results 
displayed by the representative services today are indicated in 
the TABLE I. 

TABLE I.  THE NUMBER OF  THE SUGGESTIONS/SEARCH RESULTS 

 
Representative services display eight to ten 

suggestions .Usually, with regard to the display, adequate 
visibility and a variety of the alternatives are trade-offs. 
However, the number of the suggestions is rarely seen to be a 
problem. It is considered that the display of eight to ten 
suggestions is no great issue. 

Similarly, ten is the biggest number per page in the search 
results case. 

In Mandal-Art, information is described in the surrounding 
eight cells at random, relating to the subject entry. The displays, 
based on Mandal-Art, of the suggestions and search results are 
realized by setting the search keyword as a subject entry and 
assigning suggestions and results to the surrounding cells. A 
limitation of Mandal-Art is that the number of suggestions or 
results is confined to eight. However, as for the display of the 
suggestions and search results, this number is not necessarily 
restrictive, when compared to the results displayed by other 
existing services. Therefore, this number would seem to be 
appropriate.  

B. System Flow 
This system consists of four screens. 

The first screen is for the entry of the keyword to be 
searched. (Fig.3.). 

 
Fig. 3. Keyword Search entry screen 

Only the system name, the text field to enter the search 
keywords, and the search button are placed in the center of this 
screen.  

To inform the users that this is a Web search system, the 
screen design is simple. To proceed to the next screen simply 
click on the search button next to the search keyword entry 
field. 

The second screen is for the related keyword selection 
(Fig.4.). A 3 x 3 grid consisting of nine cells, which is used in 
Mandal-Art, is displayed on this screen. The center cell 
displays the search keyword entry. The surrounding eight cells 
display the keywords related to the search keyword. 

Up to eight search keywords can be added by touching the 
related keyword cells. In this case, all of the search keywords 
are displayed in the center cell. For example, if "toy" is entered 
as a search keyword, at first "toy" is only displayed in the 
center cell and the surrounding cells display the keywords 
related to "toy", as shown on the left side of Fig.4.. 
Subsequently, when "story" is touched and selected the display 
changes as indicated on the right side of Fig.4. "Toy" and 
"Story" are displayed in the center cell and the surrounding 
keywords are related to both of "toy" and "story".  

The search result screen can be accessed by tapping on the 
center cell. Also, the search keyword editing screen can be 
accessed by pinching out the nine cells.  

  
Fig. 4. Related keyword selection screen (left:beginning, right:added 
keywords) 

The third screen displays the search results (Fig.5.). 

This layout of this screen, like the related keywords 
selection screen, is based on Mandal-Art.  

It is common to display the search keyword in the center 
cell, with the second screen and the surrounding cells 
displaying the Web search results. These results consist of the 
Web page title, summary text and URL. The related keyword 
selection screen can be accessed by touching the center cell. 
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Fig. 5. Search Result Screen 

The fourth screen displays the search keyword editing 
function(Fig.6.). The display of this screen is also based on 
Mandal-Art as well as the second and third screen. 

The center cell displays the original search keyword entry. 
The surrounding eight cells display the additional search 
keywords which were selected from the related keyword 
selection screen.  

 
Fig. 6. Search keyword editing screen 

The search keywords can be activated/deactivated by 
touching each cell. Once a search keyword is deactivated, a 
blue x icon appears and the background color becomes light 
gray. If a keyword is deactivated, it can be reactivated by 
touching it again.  

In order to move to the related keyword selection screen 
after editing, simply pinch in the nine cells.  Then, the search 
keywords which are deactivated are deleted. When the screen 
shifts to the search keyword editing screen again, those deleted 
search keywords are now invalid. If all of the search keywords 
are deactivated, the screen shifts back to the search keyword 
entry screen exceptionally.  

The system proposed in this research supports a Web 
search utilizing the four kinds of screens discussed above.  
When the system is started, firstly the search keyword entry 
screen is displayed. After the search keyword entry, the screen 
reverts to the related keywords selection screen. This screen, 
where the search is refined, is the main part of the proposed 
system. After fully examining the search key words, the users 
can access Web pages through the search result screen. The 
search keyword editing screen is just for directional correction 
and the refinement of a search and it is not a fundamental 
component of the search. The keyword entry screen can be 
accessed from any screen by clicking the reset button located 
on each screen and a new search can be carried out from the 
beginning.  

C. Related  keywords display/selection 
When the search keyword is entered, the screen transits to 

the related keyword selection screen. Retrieving the related 
keywords is done with the search keyword at this point. 
Suggest API does not distinguish between an input estimation 
search and related keyword search. Since input estimation is 
not necessary, the query for a Suggest API is set as a search 
keyword with trailing half-width white space: this request 
enables us  to get the related keywords easily.   

Retrieved results are used after eliminating the input 
estimations included. If one suggestion consists of multiple 
related keywords, only the initial word is treated as a related 
keyword. If the number of related keywords is less than eight, 
overlapping words are chosen at random and displayed. The 
related keywords are assigned to the cells on a random basis. 

By touching the displayed related keywords, the search 
keywords can be added to. If this action occurs, all information 
on each of the nine cells is renewed.  

If no related keyword is retrieved, the screen automatically 
reverts back to the search result screen. 

D. Search result display/selection 
The display of the search results is based on Mandal-Art as 

well as the display of the related keywords. To distinguish the 
former from the latter, the background color of the center cell 
is set as gray. 

The surrounding cells display the page titles and the 
summary texts of the search results. To make it clear that the 
page title serves as a link, its’ color is set as blue and it is also 
underlined. When the search result cell is touched, the Web 
page is displayed in the system. 

Unlike the related keywords, the search results are 
distributed in clockwise direction from top left according to the 
search ranking. Also, if the eight sells are not filled with the 
results, there is no overlapping  result display prepared. 

By flicking the screen to the right, the lower-ranking results 
can be viewed. Conversely, by flicking to the left, the upper-
ranking results can be viewed again. 
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III. System Prototype 

A. Technique used in production 
This system utilizes a Web search and a search suggestion 

function. Representative search engines like Google, Yahoo!, 
Bing, and et al., opens API which realize these functions. Each 
API has different fees and a limit on the number of searches 
obtainable. This system utilizes the affordable Yahoo! Search 
BOSS API provided by Yahoo! USA, though developers are 
required to display the Yahoo brand name.  

This system has been developed for the Smartphone as its 
distinct functions such as, the minimized display layout of 
Mandal-Art and the intuitive input by a single touch can be 
realized on a Smartphone. This time, the prototype has been 
developed as application software which operates on the 
iPhone, one make of Smartphone.  

B. Web Search Implement  
Using Yahoo! Search BOSS, information is acquired with 

GetMethod over the HTTP protocol. Although a search based 
on multiple services is possible, this system sends a request for 
the search suggestion and a request for the Web search 
separately. This is because both the search suggestion and the 
Web search are carried out independently in the system.  

The request for the Web search utilizes Web Service. Many 
value settings, including q argument value setting are possible 
when applying Web Service.  At first, the format argument is 
specified to "json" to make the data output format JSON. 

The Search string is encoded into UTF-8 using the method 
CFURLCreateStringByAddingPercentEscapes from the library, 
the Core Foundation and sent as the argument q. Because the 
number of the search results is eight at most, the count 
argument, the number of the results, is set as 8 and the start 
argument, the ordinal position of the first result, is set as 8 x p 
(p is the page number, the default value is 0) To narrow down 
the targeted information format and generate a Web page, the 
view argument is specified to "smfeed", and the type argument 
is specified to "html". To secure the sufficient number of the 
characters for the summary text, the abstract argument is 
specified to "long".  

Response is received as JSON response as specified by the 
format argument. The number of the search results is retrieved 
from a count property in the web field. Each result is stored in 
the result fields separately. 

The page title is retrieved from the title field: the text 
summary from the abstract field: the URL from the clickurl 
field, in each result field. Received JSON is converted to 
NSDictionary using NSJSONSerialization. 

C. Search Suggestion Function Implement 
The search suggest function implement applies Related 

Service by Yahoo! Search BOSS. 

When using Related Service, the search string encoded into 
UTF-8 is sent as the q argument at first and the format 
argument is specified to "json" in the same way as when using 
Web Service. To use search suggestions with editing, the count 
argument, the number of the suggestions, is set as 10, the 

maximum value. The start argument  is set as 0, if the available 
data is insufficient, the start argument starts increasing by 10 
for data addition.  

Response is received as JSON response. The search 
suggestions are described as one string in the suggestion field. 
After conversion into NSDictionay in the same way as when 
using Web Service, the string is separated by white space. 
Depending on the utilization purpose, each suggestion is 
examined to delete and modify. The number of search 
suggestions can be increased by altering the start argument and 
repeating the request to the Related Service until the number of 
suggestions reaches the required number.  If the count property 
in the related field of the response is 0, this process stops. 

D. Data type conversion 
Data output acquired by the Web search and the search 

suggestion function, is JSON. To utilize this data, it is required 
to process the data into the available type. iPhone applies 
Objective-C for the programming language. Since Objective-C  
provides NSJSONSerializaion class, a JSON serializer, this 
class is used for conversion. 

IV. Conclusions 
The Web search engines today operate a search based on an 

initial query. It is necessary for the user themselves to devise 
an appropriate query if they are to access the targeted 
information. This query is not always close to the desired 
information. Therefore, usually the method to refine the search 
with multiple words is practiced.  

The proposed system is a system which generates a Web 
search by optimizing the use of the search suggestion function; 
by selecting the search keyword with a single touch.  

Visibility of the search suggestions and the search results is 
improved by utilizing Mandal-Art to display them.  

Since Mandal-Art only displays a 3 x 3 grid consisting of 
nine cells on the screen, the operation procedure becomes clear 
and therefore the ease with which it can be used is also 
improved.  

By entering one word as the original search keyword, the 
user can carry out a search powered by Mandal-Art. A large 
display and the use of simple operations make it easy to peruse 
Web search results.  

In Mandal-Art, which only use nine cells, it could happen 
that some related information is missed. However, since the 
displayed number of the suggestions/search results is almost 
the same as those displayed by the current existing services, 
selectivity is maintained. 

Thus, by utilizing Mandal-Art, it is possible to develop a 
system in which users can easily take advantage of the multiple 
words search and search suggestion function often used by the 
Web search providers today. In this research, we have 
experimentally developed the system for use on Smartphone’s 
which have small screens, and were able to realize the methods 
necessary to secure visibility and the operability.  
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V. Future Tasks 
Mandal-Art started as a creativity technique using 

handwriting. The center cell is the important cell, the subject. 
When handwritten, this structure requires the practitioner to 
first, place the keyword the center cell, explicitly and 
consciously. However, customarily important information 
tends to be placed in a position close to top left, the origin of 
the display to secure the space for the display, in the computer 
system. When introducing Mandal-Art to the Web search 
system, the search keyword is displayed in the center cell. 
Whether users can recognize the importance of this layout and 
the significant difference it makes to visibility is a matter that 
requires further validation. 

Also, this system was particularly developed for use on 
smartphones, most of which of have minimum scroll function 
and the screen size can be stabilized.  

However, a Web search is generally conducted on a Web 
page through a browser. 

Therefore, we feel it necessary to develop a system which 
can operate on any terminal through the use of a browser.  
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Abstract— Recognition of semantic similarity between
words plays an important role in text information manage-
ment, information retrieval and natural language processing.
There are two major approaches to recognizing the semantic
similarity, among which one way is extracting similarity
relationships based on a structured semantic dictionary,
while the other way is learning the semantic similarity from
a large corpus. Building a semantic dictionary is a time
consuming task which also requires much expertise, while
the learning method alone cannot extract precise similarity
between words. This paper proposes to expand the semantic
dictionary by learning the word similarity from heterogenous
knowledge bases statistically. This method can not only
expand the semantic dictionary from the open knowledge
bases, but also achieve accurate semantic similarity. In the
evaluation of semantic relatedness competition held by CCF,
the proposed system ranks the 3rd place according to the
macro average F1 and the 2nd place according to the micro
average F1.

Keywords: semantic similarity, heterogenous knowledge bases,
statistical learning, semantic mining.

1. Introduction
Natural language has such a diversity that we have multi-

ple choices to describe a single concept. In the domain of text
information, the different descriptions of the same concept
are often regarded as synonymous words. E.g., both of (buy
purchase) and (big large) are synonymous word
pairs. This means although the word forms of synonyms are
different, they actually have the same semantic meaning.

The synonymy can give rise to “semantic gap” between
words, which makes great challenges for tasks in text min-
ing, information retrieval, and natural language processing.
In opinion text, different people tend to comment on the
same product attribute in different ways, which are synony-
mous. In order to get a comprehensive analysis on the re-

views of the product, it is essential for review summarization
and opinion identification systems to identify the different
descriptions of the same attribute [1]. In information re-
trieval, the query is a kind of descriptions for the concept of
users’ interest, while the relevant documents of the concept
may employ different kinds of descriptions. The semantic
gap resulted from different descriptions leads to a mismatch
between the query and relevant documents [2], [3]. In
natural language processing (NLP), the machine translation
system after training can be well suited for certain types of
descriptions of a concept. However, the system may fail to
translate unknown and different descriptions of the concept
[4]. The above mentioned tasks are widely applicable in
daily life. However, these applications are faced with severe
challenges of semantic gap brought by synonyms. Thus,
the identification of semantic word similarity has been an
important research topic.

The recent research on approaches to identification of
semantic word similarity mainly falls into two categories:
extracting similarity relationships based on a structured
semantic dictionary, and learning the semantic similarity
based on a large corpus. The former approaches [5], [6],
[7], [8], [9], [10] compute the word similarity according
to a user-defined similarity measure, which is based on the
structure of the dictionary. The dictionary is often created
by Linguistic experts, who encode the word relationships as
the semantic structure in the dictionary. While the dictionary
based approaches are precise for identifying the synonyms,
the construction of the dictionary requires much expertise
and a huge amount of efforts. As the dictionary is fixed,
these approaches are infeasible to extend for handling new
words. The second approaches [11], [12], [13], [14], [15],
[16], [17] compute the word similarity according to a sta-
tistical similarity measure based on a large corpus. These
approaches can handle more words than the dictionary based
approaches. However, the computed word similarity is not
as accurate as the former approaches.

To solve the problems mentioned above, we propose to
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extract the word similarity from heterogenous knowledge
bases. The proposed approach can not only expand the
semantic relationships in the dictionary, but also achieve
accurate results while preserving a higher recall than the
dictionary based approaches. In the evaluation of semantic
relatedness competition held by CCF, the proposed system
ranks the 2nd place according to the micro average F1 and
the 3rd place according to the macro average F1.

In the following parts, Section 2 introduces the proposed
approach, and Section 3 performs an extensive evaluation.
Finally, we make a conclusion.

2. Identification of Word Similarity from
Heterogenous Knowledge Bases

The heterogenous knowledge bases in the proposed ap-
proach include a structured synonym dictionary and open
resources on the web. The open resources include Douban1,
Baike2 and Baidu-Dictionary3, which are heterogenous
knowledge bases in the text form. The key of the proposed
approach is the fusion of the knowledge bases. First, we mine
the synonymous relationship patterns (syn-patterns) from
the knowledge bases, respectively. Then, the unstructured
information of synonyms on the web can be transformed
into structures which comply with the dictionary. Finally,
by combining and cleaning the structured information of the
former step, the synonym dictionary can get expanded while
preserving the high accuracy.

2.1 The Structured Synonym Dictionary
As Yidian4, a synonym dictionary, includes a sufficient

amount of synonyms, it is selected as the dictionary com-
ponent of the proposed system. The formal definition of the
structured synonym dictionary is as following:

Definition 1 (The Structured Synonym Dictionary):
The dictionary is denoted as D = DS ∪ DR.
DS = {(wi, SIDi, S(wi))|i = 1, ..., |Ds|} denotes
the synonym item set, with wi denoting the target
word in the synonym item, SIDi denoting the concept
ID of wi, S(wi) denoting the set of wi’s synonyms.
DR = {(wj , RIDj , R(wj))|j = 1, ..., |DR|} denotes the
item set of semantic related words, with wj denoting the
target word of the item set, RIDj denoting the related
concept ID of wj , R(wj) denoting the set of wj’s related
words.

In Definition 1, the synonym means it shares the same
meaning with the target word, while the related word indi-
cates sharing a relevant meaning with the target word. In
this paper, the related word is a broader concept than the
synonym.

1http://www.douban.com
2http://baike.baidu.com
3http://dict.baidu.com
4http://ir.hit.edu.cn

Table 1: HTML Syn-Pattern Mining for Semantic Similarity
Identification in Douban

Input : the target word w ∈ D, and the synonym set S(w)
Output: the set of candidate pattern words pattern(w)
Steps :
1. type w in the query box of Douban, get the content of the

return page page(w);
2. set the candidate pattern words pattern(w) = ∅;
3. for each v ∈ S(w)
4. search for v in page(w); if not found, turn to step 3;
5. extract the content segment of v in page(w), delete the HTML tags,

and get a string str(v);
6. segment the string str(v) by spaces and tabs, get a group of words,

and add them into pattern(w);
7. end for;
8. output pattern(w).

2.2 Extraction of Syn-Patterns from the
Knowledge Bases

In Douban and Baike, person names, organization names
and some other items are explicitly marked with their
synonyms in the HTML code of the web pages. These marks
are accurate and reliable for syn-pattern mining. In Baidu-
Dictionary and Baike, the unstructured text also contains
much information of synonyms, which can infer the syn-
patterns. However, the syn-patterns are not trivial either
in the structured HTML code, or in the plain text. Thus,
we need to design algorithms to mine the patterns in the
knowledge bases.

2.2.1 Mining the HTML Syn-Patterns in Douban

In order to get the HTML syn-patterns from Douban, we
need to carry out the following steps. First, we input the
target word w in the query box of Douban, and get the
HTML content of the return page. Then, we search for the
target word in the HTML content, and extract the content
segment from the HTML tag before w to the tag after w.
At the same time, we record the frequency of words in
the content segment. Finally, when the operations for all
the target words are carried out, the words with top ranked
frequencies in the content segment can be employed to build
the HTML syn-patterns.

It is notable that both Chinese words and other string
forms (a word attached with a punctuation) in the segment,
which are separated by spaces or tabs, can be indicative for
the synonymous relationship. As a result, we need to record
all of their frequencies to build the patterns later on. The
algorithm for mining the HTML syn-patterns in Douban is
shown in Table 1.

We gather the candidate pattern words pattern(w) for
all w ∈ D, and record the frequency for each word. The
words with top ranked frequencies are selected as the final
syn-pattern words pattern(D). In Douban, to compute the
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Table 2: HTML Syn-Pattern Mining for Semantic Similarity
Identification in Baike

Input : the target word w ∈ D, and the synonym set S(w)
Output: the set of candidate pattern words pattern(w)
Steps :
1. type w in the query box of Baike, get the content of the return

page page(w);
2. extract the information table table(w) from page(w);
3. if the extraction fails, turn to step 10;
4. set the candidate pattern words pattern(w) = ∅;
5. for each v ∈ S(w)
6. search for v in table(w); if not found, turn to step 5;
7. extract the content segment of v in table(w), delete the HTML

tags, and get a string str(v);
8. segment the string str(v) by spaces and tabs, get a group of words,

and add them into pattern(w);
9. end for;
10. output pattern(w).

synonyms of a new word wnew, we search for each syn-
pattern word u ∈ pattern(D) in page(wnew). If u is
found, we extract the content segment from page(wnew)
and remove the tags, syn-pattern words and punctuations.
The remaining string is the synonym.

2.2.2 Mining the HTML Syn-Patterns in Baike

Baike contains a lot of items such as person names,
location names and movie names. These items provides
much information for synonyms, which are stored in the
information tables. The table is shown as in Figure 1.

Mining the HTML syn-patterns in Baike requires in
advance extracting the information tables, which could be
extracted by matching the regular expression. When the
table content is extracted, the syn-pattern mining from the
information table is a similar procedure with the algorithm
in Table 1. The algorithm for mining the HTML syn-patterns
in Baike is shown in Table 2.

The above algorithm recognizes the information table in
step 2, while other steps are similar with the algorithm for
Douban. In Baike, to compute the synonyms of a new word
wnew, we search for each syn-pattern word u ∈ pattern(D)
in table(wnew). If u is found, we extract the content segment
from table(wnew) and remove the tags, syn-pattern words
and punctuations. The remaining string is the synonym.

2.2.3 Mining the Syn-Patterns in Unstructured Text

In the open knowledge bases on the web, e.g. Baidu-
Dictionary, Baike, the synonym patterns are more often
contained in the plain text than in the structured HTML code.
If the syn-patterns can be mined from the unstructured text,
the knowledge base of synonyms can be largely expanded,

Table 3: Plain Text Syn-Pattern Mining for Semantic Simi-
larity Identification

Input : the synonym dictionary D
Output: the syn-pattern P in the plain text
Steps :
1. initialize the candidate syn-pattern set as T = ∅;
2. for each w ∈ D
3. initialize the candidate syn-pattern set of w as T (w) = ∅;
4. type w in the query box, and get the return page content page(w);
5. extract the plain text text(w) from page(w);
6. if text(w) is empty, turn to step 2;
7. for each v ∈ S(w)
8. search for v in text(w); if not found, turn to step 7;
9. extract the text segment context(w, v);
10. perform Chinese word segmentation on context(w, v), and get

the syn-pattern template(w, v) for synonym word pair (w, v) ;
11. T (w) = T (w) ∪ { template(w, v)};
12. end for;
13. T = T ∪ T (w);
14. end for;
15. apply frequent pattern mining algorithm, and get

P = FrequentPattern(T ).
16. output P .

especially the synonym dictionary.

However, the syn-patterns in the plain text is not trivial.
So we need to design algorithms to discover the patterns
or rules. The syn-patterns in the plain text have similar
properties with the HTML syn-patterns. Along with the
occurrence of the synonym, there are explicit or implicit
marks for indicating the synonymous relationship. The major
difference between the syn-patterns is that the syn-patterns
in the plain text employ free natural language to describe the
synonymous relationship, while the syn-patterns in HTML
use limited descriptions. Thus, the syn-patterns in the plain
text are more difficult to extract, and less reliable than
the HTML syn-patterns. The extraction algorithm of syn-
patterns in the plain text is shown in Table 3.

The algorithm in Table 3 describes the steps to build
the plain text syn-patterns. The core idea is to extract the
context template template(w, v) for each synonym word
pair (w, v) in the dictionary. We assume template(w, v) is
a set of words without the order information. The words in
template(w, v) are extracted from context(w, v), which is
the context of the words w and v. context(w, v) denotes
the shorter one of (1) the segment from the target word w
to the synonym v, and (2) the text segment separated by the
punctuations with containing the synonym v. The templates
for all synonym word pairs build up a pattern database T .
By applying the frequent pattern mining algorithm to T , we
can get the most representative syn-patterns from the plain
text. The synonym extraction of new words is the same as
previous algorithms.
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Fig. 1: An Information Table from Baike

2.3 Evaluation on the Reliability of Syn-
Patterns

As mentioned above, the HTML syn-patterns are more
reliable than the plain text syn-patterns. Thus, reliable pat-
terns should be assigned higher weights so that they can
make more contributions. In order to evaluate the reliability
of different patterns, we perform the pattern mining based
on a small subset of the dictionary, and extract some new
synonyms by applying the patterns. By human annotating
the new synonyms, we can get the accuracy of each pattern.
The higher accuracy of the syn-pattern, the larger weight the
syn-pattern will get. We excerpt some results shown in Table
4.

Table 4: Weights for Different Syn-Patterns

Syn-Pattern Weight Type
[近义词] 又名: 简称: 别名: 1.0 HTML Syn-Pattern
也说 亦称 俗称 的别名 0.9 Plain Text Syn-Pattern
谓 泛称 亦称( 之称 0.8 Plain Text Syn-Pattern
犹 0.7 Plain Text Syn-Pattern
指 的对称 0.6 Plain Text Syn-Pattern

2.4 Synonym Information Fusion from Het-
erogenous Knowledge Bases

When the syn-patterns are extracted, we can apply them
to the web pages, and build an open synonym dictionary
Dopen = {So

i = {wi,1, ..., wi,ti}|i = 1, ..., k}. The rank
j for wi,j is determined according to the weight of the
syn-pattern, which extracts wi,j from the text. To expand
the existing synonym dictionary D, we need to fuse D and
Dopen together. The fusion algorithm is shown in Table 5.

2.5 Synonym Computation based on Heteroge-
nous Knowledge Bases

When the syn-patterns are extracted and the synonym
dictionary D has been expanded, the proposed system can
compute the synonyms of a query word effectively, which is
shown in Figure 2. As abbreviations are a sort of synonyms
with complicated forms, the knowledge bases can only
include a few of them [19], [20]. We implement a component
to deal with the problem [21] so that our system can handle
more complicated scenarios.

Table 5: Synonym Dictionary Fusion from Heterogenous
Knowledge Bases

Input : D and Dopen

Output: fused dictionary D
Steps :
1. for each So

i ∈ Dopen

2. initialize R = ∅;
3. for each wi,j ∈ So

i
4. for each (wk, SIDk, S(wk)) ∈ D
5. if wi,j ∈ S(wk), then R = R ∪ {(wk, SIDk, S(wk))}
6. end for
7. end for
8. if |R| == 0, update D = D ∪ {(wi,1, D.tatolsid+ 1, So

i )};
9. if |R| == 1, update

(wk, SIDk, S(wk)) = (wk, SIDk, S(wk) ∪ So
i );

10. if |R| > 1, the set So
i contains multiple concepts, the fusion of R

and D needs human annotation;
11. end for
12. output D.

3. Experiment
3.1 Data Set
The heterogenous knowledge bases include Yidian, and
other open resources on the internet, e.g. Baidu-Dictionary,
Baike, and Douban, etc.
The evaluation data set for the proposed system employs
the data provided by CCF Conference on Natural Lan-
guage Processing and Chinese Computing 2012. We use
NLPCC2012 to denote the data set. NLPCC2012 includes
9455 query items.

3.2 Syn-Patterns and An Expanded Synonym
Dictionary

Table 6: Patterns for Semantic Similarity
HTML Syn-Pattern “中文名：", “别名：", “本名：",

“别名昵称：", “封爵：",
“谥号：", “爵位：", “别称：",
“公司名称：", “庙号：",
“中文名称：", “其它译名：",
“粤语名：", “简称：",
“外文名：",“近义词：", “同音词：",
“中文学名：", “定义："

Plain Text Syn-Pattern 简称[“《为：](.*?)[”》)）（，、；。]
简称(.*?)[,.)）（，、；。]
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Fig. 2: Synonym Computation Based on Heterogenous Knowledge Bases

Table 7: Statistics of Expanded Synonym Dictionary
#Synonym #Synonym Concept #Related Word #Related Concept

79960 28201 38096 3907

Synonymous relationship patterns (syn-patterns) are cate-
gorized into the HTML syn-patterns and the plain text syn-
patterns. The HTML syn-patterns are extracted from the
content of web pages based on the HTML structures. The
plain text syn-patterns are extracted from the unstructured
text based on the frequent pattern mining algorithm. Table
6 lists some of the syn-patterns in each category.

The statistics of the expanded synonym dictionary are
listed in Table 7. It can be seen that the expanded dictionary
has a large scale, which is important for real applications.

3.3 System Evaluation
We implement two systems for evaluating the proposed

approach in this paper. These two systems compute the
synonyms for the words in NLPCC2012, and we evaluate
the systems according to accuracy, recall and F1 measure.
The systems work as the following procedures:

(1) System1: if the components of dictionary DS , Douban
syn-patterns or the abbreviation interface produce results,
then the system outputs the union of above three compo-
nents; else if Baidu-Dictionary produces results, then the
system outputs them; otherwise, the system outputs the
results from the component of dictionary DR.

(2) System2: if the components of dictionary DS , Douban
syn-patterns, Baidu-Dictionary, Baike, or the abbreviation
interface produce results, the system output the union of
above components; otherwise, the system outputs the results
from the component of dictionary DR.

Table 8: Evaluation of participant systems on the data set
NLPCC2012

Macro Macro Macro Micro Micro Micro
Accuracy Recall F1 Accuracy Recall F1

System1 0.3641 0.5176 0.3664 0.2754 0.5829 0.3740
System2 0.3305 0.5506 0.3635 0.2615 0.6102 0.3662

NNU 0.3588 0.6041 0.3968 0.3025 0.6358 0.4100
ZZU1 0.2975 0.6395 0.3588 0.2530 0.6762 0.3682
ZZU2 0.3256 0.6930 0.3919 0.2540 0.7040 0.3734
CAS 0.1328 0.1034 0.1033 0.4737 0.0687 0.1199
BIT 0.1999 0.2441 0.1874 0.2115 0.2299 0.2203

BJTU 0.2878 0.3394 0.2733 0.3088 0.3737 0.3382
HQU 0.0382 0.0111 0.0151 0.2996 0.0115 0.0221
HIT 0.3225 0.3885 0.2842 0.2303 0.3676 0.2832

The major difference is that system1 doesn’t include the
results of Baike. Baike extracts plain text syn-patterns, which
can cover a lot of synonym relationships and improve the
coverage or recall of the system. The performance evaluation
results are listed in Table 8. It can be seen that sytem1
ranks the 3rd place according to the macro average F1
and the 2nd place according to the micro average F1.
Although system2 performs a little bit worse than system1,
system2 does improve the recall. This means including the
Baike component can improve the coverage of the synonym
relationships.

4. Conclusion
The synonymy can give rise to “semantic gap” between

words, which makes great challenges for tasks in text min-
ing, information retrieval, and natural language processing.
The identification of semantic word similarity has been an
important research topic.

This paper proposes to expand the semantic dictionary by
learning word similarity from heterogenous knowledge bases
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statistically. This method can not only expand the semantic
dictionary from the open knowledge bases, but also achieve
accurate semantic similarity. In the evaluation of semantic
relatedness competition held by CCF, the proposed system
ranks the 3rd place according to the macro average F1 and
the 2nd place according to the micro average F1.
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Abstract— Modern advances in computing and infocommu-
nication technologies make it possible to obtain, process
and forecast the state of megalopolis traffic for the near
future, while ensuring the activity of all groups of potential
users of urban road networks. In this study we are created
three-tier client-server system, where clients are mobile in-
focommunication tools - smartphones. Problems for difficult
socially-technical systems where processes are characterized
by dynamics on time and distribution of a large territory are
considered.

Keywords: smartphone, client-server system, traffic flow, intelli-
gent database

1. Introduction

The development of automobilization in the world has
resulted in unpredictable traffic in the places of people
concentration. First of all, it is true for urban road networks
(URN) of megalopolises. Starting from the last decade of
the 20th century, the problem of traffic management in
Russian megalopolises has been especially urgent in view
of the explosive automobilization growth, given that the
capacity of urban road networks remains constant. Since
the creation of modern multi-level urban road networks in
Russian megalopolises lags far behind automobilization, it
is necessary to create infocommunication systems for the
regulation of access and regimes of use of the urban road
network by automobilists. Despite the fact that legislative
and executive authorities of the Russian Federation are
trying to introduce prohibitive and restrictive measures, such
as the zero ppm threshold of alcohol content, separation
(removal) of special use lanes, the increased penalties for
traffic offenses up to withdrawal of the right to drive a
vehicle, it is not feasible to exercise fairly these actions
technologically, while the traditional methods of supervision
enhance the corruption component, which, in its turn, leads
to the formula: "the severity of Russian laws is compensated
by the optionality of their performance".

2. Practical problems of the infocommu-
nication traffic support

Megalopolis traffic is a mix of numerous subsystems:
public transport, special systems (medical, emergency, etc.),
enterprise systems (delivery of products, diverse services,
etc.) and personal systems. Despite the fact that a system
user is also acted individually, the main contribution to the
behavior pattern is made by target system tasks. Thus, the
construction of the model of the traffic structure and behavior
in urban road networks is the first major task of traffic
optimization. One of the important characteristics of this
model is the matrix of correspondence, which is now actively
investigated in both experimental and theoretical aspects.

The observance of driving regulations by drivers is still a
topical issue of the Russian traffic. It is known that traffic
violations, including the so-called risky driving, lead to
traffic accidents. Being random by time and place, these
events, at the current technology of registration in the
Russian Federation, lead to a significant hardship in traffic
on the corresponding roads. The changed geometry of urban
road networks implies a special traffic management in the
vicinity of an accident, which can be also implemented by
creation of the relevant mobile infocommunication manage-
ment systems.

In the broader aspect, the urban road network may be
the subject of mobile surveillance, including the effects of
weather conditions, unauthorized parking, abnormal condi-
tion of the road traffic management resources, etc.

In today’s Russia, there are several systems that provide
traffic synchronization. First of all, it is the Yandex traffic
jams web service, a system that allows specialists to evaluate
the traffic speed in urban road networks of Moscow and
some other megalopolises in the quasi-real time mode,
as well as presence of traffic obstacles according to the
classification: road construction, accidents, etc.

The Parkon [3] system, which fixes illegal parking on
the lane for route vehicles, pavements and roadways where
parking is prohibited by traffic signs or road markings, is
also known.

The SignalGuru program [4] for smartphones monitors the
turn-on time of traffic light signals with a camera and sends
a signal to the driver in advance - when it is necessary to
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speed up to pass on a green light and when it is necessary
to slow down in advance, because the green light will soon
change into yellow. Such intelligent prediction can save a lot
of fuel in the urban cycle, because the driver stops to make
a frequent braking and the engine runs idle more rarely.

The Clique Trip [5] application allows connecting drivers
and passengers in different cars when traveling as a group
to a common destination. In order to establish the feeling
of connectedness, the system automatically switches to an
alternative navigation system when the cars tend to loose
each other. In that way, the cars are following the leading
car and can find each other again. Whenever the cars are
within a defined distance, the system further establishes a
voice communication channel between the vehicles. In order
to form such a multicar traveling group, it is necessary that
the trip is registered beforehand via a mobile device.

3. System architecture
The article presents the developed real time systems

of remote control of vehicles, moving in the traffic flow
and equipped with smartphones having special applications
(data transmission + data processing), on the base of the
application server running on Microsoft Windows Server.
All the considered scenarios-tasks use a three-level (three-
tier) client-server architecture [6], [7] (Fig. 1).

Fig. 1: The logical architecture of the system

4. Methods for solving problems of dis-
tributed control
4.1 Problem of GPS tracks monitoring of the
car in real time

During movement on the urban road network, the driver
of the control vehicle collects the following information by
means of SSSRTrack application installed on a smartphone:

• latitude, longitude, time, instant speed (automatically);
• number of lanes in current section of road (manually);

• lane number on which the car is at the moment (man-
ually);

• numbers of lanes which are blocked for movement at
the current time and place (parking, road accident etc.)
(manually).

It is supposed that the control car moves according to
traffic regulations and with the speed which the condition of
traffic flow allows.

4.2 Visualization of GPS tracks on the server
On the basis of data received from a problem of GPS

tracks monitoring in real time it is restored flowing urban
road network geometry. The quantity of lanes on sites of ur-
ban road networks is a variable, however directly influences
on traffic capacity. Therefore construction the graph of urban
road networks as functions of time allows to reveal potential
places of the complicated movement.

For determine of urban road networks characteristics and
flows on a separate fragment the database of GPS tracks
and procedure of averaging of flow characteristics is created.
Visualization of a GPS track and also display of percent of
free lanes is developed.

4.3 Monitoring system of the road infrastruc-
ture condition

The SSSRInfr application for smartphones has been devel-
oped, which provides the real time monitoring of the urban
road network condition and the traffic management structure
in winter and summer.

4.4 Automatic fixation of violations of parking
rules

Software for the server providing the storage of infor-
mation about traffic violations has been developed. The
database holds the position, date/time and other important
information about the violation. A web site that makes it
possible to display the received violations on the map and
filter them according to certain criteria has been created.

4.5 Estimates of dynamic dimension of a vehi-
cle in the flow

A pair of cars following one after another is considered:
conducting and conducted (the leader – the follower). There
is SssrDSEst software with appropriate specifications (con-
ducting and conducted) installed in each car. The information
goes on the server and then is processed. Basic numeric char-
acteristics are the dependence of distance between smart-
phones on time and dependence of distance on the velocity
of the second one – estimate of dynamic dimension. This
information is necessary to build a dynamic model of traffic
flows and estimate the capacity of roads.
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4.6 Protection of a dynamic dimension

Static particle size is the minimum space occupied by a
particle among similar others when the velocity of the flow
V = 0 (extreme mode). In this case, a maximum density at
the required conditions of security is provided. Laminar flow
(lamina — slab, strip) is a flow of particles without stirring
and pulsation, a smooth flow. In this case, there are no
abrupt changes of velocity, considered as a vector, neither on
magnitude nor direction. In laminar flow case, minimal space
for the safe movement depends primarily on the velocity
and it is called dynamic dimension. One of the simplest
models of the dynamic dimension is a linear function from
the velocity f(v). The term of dynamic dimension in the
traffic flow and the first experimental estimates go back to
the thirties of the twentieth century, and belong to American
traffic engineers [1], [2]. Thus, in laminar flow it is necessary
to control our own velocity, depending on the distance to
the particle moving in front. Moreover, on the traffic line its
width is determined by the static dimension, it is necessary
to ensure the absence of any other movement obstacles.

Mounted on a particle (flow component), the smartphone
with SssrDS application (Fig. 2, 3) can control the area of
dynamic dimension and in case of any emergency situations
it can transmit a signal to the server and other parts of the
infocommunication system.

Fig. 2: Control of the dynamic dimension

Fig. 3: Control of the dynamic dimension on smartphone

4.7 The problem of optimization of passing
through a bottleneck and traffic synchroniza-
tion

A bottleneck is a road section with an obstacle that does
not block traffic completely. The traffic slows down even
with a relatively small number of cars. This may be a
narrow bridge or tunnel, deep notch or narrow causeway, or
maintenance works implemented on the road section (Fig. 4).
These are the areas with traffic jams during rush hours.

Fig. 4: Example of a bottleneck

A mobile infocommunication system for traffic manage-
ment has been developed (Fig. 4). By means of SSSRBot-
tleneck, the original flow of connectivity r = 1 is loosened
[9] to make vehicles transform from the larger number of
lanes into a smaller one.

The packet — sequence of traffic particles, each of which
is on distance d(V ) from previous, where V = V (t) – the
law of movement of the leading vehicle.

• Function d = d(V ) is known;
• A signal about a speed mode, V (t), arrives on the

leading smartphone
• A signal about safety distance arrives on following

smartphones.
Thus, the synchronized packet with the density corre-

sponding V −1(V (ρ)) = ρ is controlled (Fig. 5).

Fig. 5: The synchronized packet of vehicles

Through the server control a uniformly distributed chain
of vehicles is generated, where the speed of the leader is
also given by the server. This procedure makes it possible
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Fig. 6: Control of density of a traffic flow by means of
synchronization

to remove the waves of density in the chain and improve the
safety and traffic intensity in the vicinity of a bottleneck.

4.8 Monitoring of the intensity and density of
a traffic flow

The most useful and frequently used characteristics of
a traffic flow are the traffic flow intensity, its structure by
vehicle types, flow density and traffic speed. The intensity
of the traffic flow is defined as a number of vehicles passing
on the lane for a unit of time. A year, month, day, hour and
shorter periods of time, depending on the task of observation
and measurement tools, are taken as an estimated period of
time to determine the traffic intensity. The virtual detector
is the part of the video stream received by the smartphone
fixed on coordinates. Typically, this is a rectangular area.
Standard processing consists in calculation of average value
of brightness of the image and the standard output: 0 –
"not", or 1 – "yes". Deeper algorithms of processing are
also possible.

A typical application is the automatic evaluation of the
flow intensity with the help of the SSSRInfr smartphone
application. Depending on the flow parameters, both the
detector size and frequency of frame processing are realized.
In this way, you can restore the matrix of mixing in the node:
intensity and output share for the flows incoming to the node.

4.9 Measurement and restore the image depth
One of the major components of the identification problem

is to determine the depth [10], i.e. space depth corresponding
to the image of distance map. The basic method to solve this
problem is in finding a sufficiently large number of identical
objects (one size) and in definition of physical distance to
one of these objects. After that the distances to the other
objects is calculated, and interpolation.

Another scenario of recovery of image depth is based on
exploring of objects of known physical size and degree net
which corresponds to the chamber of mobile device, i.e. each
object on the image can be associated with its size in degrees.
Thus, we can determine the physical distance to the reference
dots on which the entire distance map distances is further
restored.

The number of quantum of connected isolated multitude
on the image helps to understand the square of original.
This fact is important, for example, on the road, where auto
traffic prevents to get a quantitative estimate of defects or
patches directly. When such measurements take place, there

are errors caused by discredit step of the quantized image,
the curvature of the observed surface, etc. The introduction
of measures on the display enables to estimate linear and
spatial dimensions. At the same time to measure the volumes
it is necessary to process the object image from multiple
angles.

The application developed on the basis of it, is integrated
into system 4.3 to automate the evaluation of the area of a
paving

5. Experiments
Department of mathematical modeling of MADI(STU)

since 2000 conducts scientific and practical researches by
means of mobile laboratory – the Mobile Street and Road
Receptor (MUDREC). For the solution of tasks, in which
two and more laboratories technologically participate (simul-
taneous measurement of characteristics of a stream in two
different points of the network, parallel processing and in-
formation transfer), is acquired one more mobile laboratory
on the basis of Volkswagen Transporter (OTROK), equipped
with instruments of measuring and communication, transfers
of the images, remote control of devices.

5.1 Problem of GPS tracks monitoring of the
car in real time

Fig. 7: Our mobile laboratory (OTROK)

Statistical data are stored on the smartphone in a format:
1) operator;
2) latitude;
3) longitude;
4) date/time;
5) instant velocity;
6) altitude
7) number of lanes in current section of road;
8) lane number on which the car is at the moment;
9) numbers of lanes which are blocked for movement at

the current time and place (parking, road accident etc.);
10) number of satellites.
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Fig. 8: Obtained data

The example of data obtained from smartphone is shown
on Fig. 8.

Fig. 9 shows the road which consists of three lanes. The
first lane is occupied. The car is moving on the third lane.

Fig. 9: Program interface and real road

Fig. 10 shows the road which consists of three lanes. The
third lane is occupied. The car is moving on the second lane.

Fig. 10: Program interface and real road

5.2 Visualization of GPS tracks on the server
Data obtained from smartphone is sent to the server and

displayed on the map. An example of visualization is shown
on Fig. 11 and Fig. 12.

Fig. 11: Geometry of urban road network (24.10.11)

Fig. 12: Geometry of urban road network (08.11.11)

5.3 Estimations of dynamic dimension in traffic
flow

Experimentally by means of the smartphones installed in
cars are received dependence of distance between smart-
phones on time and dependence of distance on the velocity
of the second one – estimate of dynamic dimension (Fig. 13).

Fig. 13: Estimation of the dynamic dimension

6. Conclusion
A technology of experimental measurements of traffic

based on three-tier client-server architecture is developed.
The full software package which is carrying out functions
of distributed infocommunication system is created. These
programs can solve a wide range of traffic control problems
in megalopolises. By means of this solution the typical
mobile device under control of Windows Mobile and An-
droid turns into the powerful instrument of collecting and
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data processing. Thus it is possible to organize the scalable
infocommunication network with the maximum possible
number of clients.
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An evolution model with requirement, personalization and knowledge solution domain was 
proposed for providing the creative knowledge services. Based on this model, the different 
between KAAS and KM from the dimension of the core technique, knowledge target, and 
knowledge extraction were compared and a BNF definition about KAAS was proposed. In 
cloud computing environment, a KAAS Cloud Architecture was introduced to make the 
knowledge available on a self-service, social network-based collective intelligence and 
on-demand service with three knowledge service layers as follows: knowledge resource 
layer, service delegate layer, and solution delivery layer.  All these three key layers for 
providing knowledge services are how to improve the access of unstructured and scattered 
information for the non-specialist users, how to provide adequate information to knowledge 
workers and how to provide the information in situations requiring highly domain-specific, 
related and time critical information. Then, a research case about KAAS, Eknoware 
platform, was developed based on the architecture above-mentioned. 

 
Keywords: Knowledge as a Service, Cloud Computing, Knowledge Cloud 

1.  INTRODUCTION 

With the rapid development of network technology and 

knowledge economy, social knowledge networking, as a new 

methodology of network computing, provided many new 

knowledge sharing patterns, which is based on the Web2.0, 

cloud computing and some OPEN APIs to communicate with 

friends in communities of practices (COP) and to share some 

knowledge resources across different systems over Internet 

[1~3]. The core competitive capability and knowledge value 
always embody the process of technical innovation about 

products and services under the knowledge economy 

environment. More and more companies [4], such as Proctor 

and Gamble, Cisco, IBM and Air Products, were beginning to 

use social knowledge network platform to manage and share 

their enterprise knowledge and to acquire the competitive 

advantage by extending and enhancing the effectiveness of 

intra- and inter-enterprise collaboration. The transition from a 
loosely structured committee of individual contributors into a 

collaborative team, such as social networks (MySpace, 

Facebook…), professional networks (LinkedIn, Plaxo 

Pulse…), and shared community content development 

networks (Wikipedia, Del.icio.us, YouTube) and podcasts, 

blogs, etc., is an important progress in productivity, 

particularly in organizations operation in the knowledge 

service economy.   
This paper investigated a social knowledge network and 

knowledge service mechanism from knowledge as a service 

(KAAS) and Cloud computing architecture perspective. The 

rest of this paper is organized as follows: Section 2 presented 

the features and existed problems of knowledge service and 

proposed knowledge as a service statement space model with 

requirement content, personalization and the knowledge 

solution to present the knowledge service economical 
evolution process with best results to right person in right time. 

Section 3 illustrated a formalized KAAS definition and 

architecture with multi-element and analyzed the knowledge 

services invocation operations to “push” the relevant services 

together into composited domain information. Section 4 

provided a case study，EKNOWARE，which is a new social 

KAAS platform, to illustrate the merits of knowledge service 

and KAAS Cloud Architecture. Section 5 presented an 

overview of knowledge as a service, knowledge service cloud 

and related works. Finally, the conclusion and future research 
works were presented in Section 6. 
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2.  KNOWLEDGE as a SERVICE CHARACTERISTICS 

2.1 Knowledge service evolution model 

Many research papers about knowledge management are 
investigated into knowledge management elements and 

relationship or sharing mechanism between knowledge and 

person [5]. A knowledge management evolution model based 

on knowledge model  is provided as follow:   

   P K  =KM
S(t)


Where:  

― KM denotes a knowledge management tool to classify and 

manage the domain of knowledge, which created by specially 

experts in various domains.  

― K denotes the knowledge with some basic elements, such 

as title, content, UKL (unify knowledge location), tags etc. 

― P denotes the person in the COP, who needs the knowledge 

to consume or to create new knowledge for consume. 

― “+” denotes a transfer channel. Today, web technique is 

become the more important channel for knowledge sharing 

and learning, which can put the fitness knowledge 

achievement together for different person’s requirements 

over Internet. 

― S(t) denotes the degree of knowledge sharing with time. It 

means the method and capability of knowledge sharing and 

propagating with time.  

By this definition, the first value about knowledge 
management is to provide the best knowledge to right person 

with the best channel by IT tools. The second one is how to 

share and propagate the right knowledge to more persons who 

need it. But, in new era about web2.0, the relationship 

between person and knowledge is changing. The person not 

only can consume and study the knowledge created by others, 

but also can provide the new knowledge created by himself 

under the online social network environment. Everyone is 
owner in social network, which needs more relevance 

knowledge combined with his personalized requirement and 

share something to others, including contents, valuation, 

recommendation, etc. In addition, the sharing mechanism is 

become from passive reading to active creating by web 2.0 

method.  

Therefore, the knowledge management is not effective 

measure, while knowledge service is becoming a new phase 
for personalization knowledge acquirement to yield the best 

solutions from e-learning to knowledge as a service for 

specially question. This paper proposed an evolution model 

from knowledge management to KAAS perspective, which 

can be described by a KAAS model as follow:  

Definition 1: (Knowledge Service Evolution Model) 

The knowledge service evolution model as follow 

        k =
p

ks q 
 where: 

―k denotes the knowledge, and 
 k

 denotes the solution 

with a set of combined or recommended knowledge. k is a 

finite set of knowledge with 
},1|{  ii knikk
. It means 

that the solution is composed of the fusion knowledge by 

tagging, data mining, aggregation analysis, and knowledge 

discovery. In addition, some recommended knowledge stems 

from content filter or collaboration filter based on the person 

profile model.  

―q denotes the list of questions, and 
 q

denotes the user’s 

knowledge requirement with a set of questions in various 

domains. q is a finite set of questions with 

},1|{  jj qmjqq
. It means that the user’s requirement, 

from keywords searching into context understanding, is 

becoming the core driving force for knowledge service. All 

solutions provided by system must be fit to the user’s 
requirement and questions. Meanwhile, different question 

brings on different solution or the same question steamed 

from different person maybe results in different 

personalization solution, which bases on the person’s profile 

or favorites’ models strongly. 

―  “+” also denotes a knowledge transfer channel by IT 

technique. It means that new social media service platform 

bridges the different experts and users together to share 

knowledge each other easily over Internet. By this platform, 

the KAAS is become the main knowledge sharing service. 

―p denotes the degree about personalization. It means that 

the degree bout the best knowledge for right person in right 

time to solve the fixed question. With the increasing about p, 
the best QOS about knowledge service and the best solution 

will focus on the user’s requirement rightly.  

From the definition above-mentioned, Knowledge service, 

mixing knowledge and personalization service together, is a 

new method of knowledge sharing and propagating, whose 

target is to provide the value-added service with the most 

relevant knowledge and solution by knowledge mining and 

discovering to the users’ question. So, knowledge service is 
the context of question-oriented, which the core destination 

pursues to solve the problem and provides one-by-one 

attentive service, but knowledge management is 

specification-oriented, which emphasizes on how to manage 

the knowledge document and provide unify information 

retrieve method to user. In general, the evolution process of  

the knowledge service is leveraged by knowledge service 

resources from three dimensions of evolution model 
illustrated in figure 1. 

Knowledge service can evolve and rebuild from three 

different aspects in figure 1, such as requirement, solution and 
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degree of personalization, which also provides three 

knowledge service strategies. On the solution aspect, the 

knowledge service should support knowledge retrieval from 

simple knowledge to combined knowledge, and end to certain 

solution with fusion knowledge under user’s context 

environment. On the requirement aspect, the knowledge 

service aims to solve user’s personalization question from 

simple keywords to complex content of question under user’s 
scenario and semantic environment. On the degree of 

personalization aspect, the quality of service (QoS) about 

knowledge service is greatly related with more 

personalization solution by person’s profile model to satisfy 

the user’s questions and requirements.   

 

2.2 The Characteristics of KAAS 

Many commercialized KM software have been introduced 

various version for different users, such as personal 

knowledge management application, C/S-based or B/S-based 

enterprise knowledge management version, etc. All these 

software can excavate out the potentiality of reusing existed 

knowledge resources to the maximum extent and promote the 
knowledge reused level greatly in special domain. Whereas it 

is obviously insufficient to provide knowledge resources for 

reused to solve cross-domain problem. In particularly, with 

the digital of information resources and the virtualization 

about information systems, the method about information 

retrieve is becoming more convenient and simplify under 

cloud computing environment, it is important how to acquire 

the content of knowledge and integrate these knowledge into 
a solution to form new knowledge products and services. 

Knowledge as a Service (KaaS) is an on-demand, 

where-needed approach [6] to knowledge acquisition, who 

couples the knowledge and service together and turns the 

knowledge resources into products and service for 

value-added. Meantime, KAAS also is a process to solve the 

end-users problems and provide a utilities knowledge 

application products and knowledge innovation service, 
based on a series of activities under user’s context 

environment from knowledge retrieval, cleaning and analysis 

to knowledge reorganization. S. Xu [6] proposed that KaaS 

can decouple help, training, and solution customization 

activities from monolithic projects and makes them available 

on a self-service, socially-networked basis through the cloud. 

Therefore, KAAS is next generation of knowledge 

management paradigm with some new characteristics 

illustrated in table 1.  

   Based on the greater change about the thought of KAAS 

above-mentioned, more and more knowledge service 
techniques have been proposed in knowledge management 

and discovering field with more complexity mechanism at 

service level, such as knowledge cloud computing, 

semantic-based knowledge mining, content analysis and 

personalization recommended service etc. In addition, 

knowledge services not only are simple information 

collection, but also put the static knowledge to flow [7] from 
the knowledge service providers to end-users and lessen the 

distance between them, then, realize how to organize the 

target of these service activities based on the user’s behaviors.  

In currently, three principal problems should be solved in 

knowledge service process. First principle is the requirement 

expression, which means that there exists semantic analysis 

on the user’s question for assembling the new knowledge.  

Second principle is the degree of personalization, which 
means that a personalization profile model must be built 

directed against user’s needs limited by his favorites, location, 

and time. Third principle is the solution composition, namely, 

the user can obtain and utilize the combined knowledge that 

should be solved the user’s requirements in standardized 

descriptions and operation methods with convenience to use. 

Although, many technique factors are associated with 

non-technique factors to realize the knowledge service, the 
three basic principles above-mentioned are foundation and 

vital elements to realize Knowledge as a service successfully.  

 

3. SOCIAL NETWORK-BASED KNOWLEDGE 

SERVICE FRAMEWORK  

3.1 The Definition of KAAS 

Knowledge as a service is an emerging concept that 

integrates knowledge management, knowledge markets and 

Table1. The characteristics comparison between KM and KAAS 

 KM KAAS 

Target of Knowledge Provide or transmit the relevant 

knowledge documents to user 

Provide fitness solution to user’s problem 

Extraction Method Search, retrieval knowledge Combined or recommended knowledge 

Method of requirement Keywords matching Term frequency or semantic analysis under context 

Service method Sharing with general knowledge  Sharing with personalization solution 

Value of Service   Information provided Value-added with integrated knowledge 

Service provider System or operators Experts in domain 

IT infrastructure Knowledge Management system Social network sharing platform 

Interactive with users 1 : n  

One knowledge document to more 

users 

1: 1 

One knowledge solution to one requirement 

Core technique MIS and Searching Engine Could, SNS and Semantic Web   
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knowledge organization as cloud computing. Knowledge 

service, which is openness, on-demand, content-based and 

where-needed service innovation process, is becoming core 

elements to propel the knowledge society and the 

organization unities forward. Social network expedites the 

turnover of knowledge and the communication among with 

different persons, especially, mixed the more experts’ 

knowledge in community of practice (COP) into the product 
and service innovation process of enterprise. Therefore, the 

knowledge as a Service (KaaS), in social network 

environment, is a service transfer method which contains 

three major functions: collection and organized knowledge 

resources created by all users in CoP, aggregation and 

analysis the requirement of user’s with a knowledge agent, 

and delivery of the personalized solution for knowledge 
innovation services. Then, the conception of KAAS is defined 

as follow: 

From this definition, the knowledge as a service (KAAS) 

has three independent parts, such as knowledge resources, 

service delegate and solution delivery. In addition, 
Knowledge resources can be divided into two elements, such 

as knowledge specification and knowledge construction. 

Knowledge specification defines the elements and 

relationships about knowledge services with provider 

information, knowledge classify tag, knowledge content and 

some constrains to use. We can build a user’s profile model 

by provider’s information, which can help system provides 

more personalized and simulated knowledge to user.   
Knowledge construction describes the relationship of 

knowledge composition with atomic or composite knowledge. 

From knowledge construction perspective, the knowledge is 

nested hierarchy structure that can assemble the atomic 

knowledge together to build more complex and practical 

composed knowledge for reuse. Atomic knowledge includes 

knowledge name, description and a knowledge access entry 

point, e.g., URI, which is unique identity of knowledge in 
network. Composite knowledge can be integrated by some 

atomic knowledge with instance statement of atomic 

knowledge and reference, which can connect from atomic 

knowledge to composition knowledge. 

Service delegate introduced a uniform mechanism for 

knowledge discovered with standard OWL-based description 

specification from lightweight knowledge service directory 

register center, which predigested the knowledge discovered 
process of reusable knowledge resources. Service delegate 

also is a knowledge agent, which can contact with some 

knowledge consumers and acquire their requirements. 

Therefore, Service delegate has three elements, such as 

requirement specification, service context and knowledge 

aggregation, to complete the task of requirement analysis and 

knowledge aggregation. Requirement specification is an 

important element which also includes some sub-elements as 

follow: requirement provider, requirements classify tag, 

requirements description and some constrains.  

Solution delivery is the conclusion of knowledge service, 
which can successfully invoke the knowledge solution to 

satisfy the user’s requirements with some different 

knowledge delivery type. From the viewpoint of marketplace, 

the KaaS marketplace offers rich opportunities to discover 

and purchase knowledge solution directly from 

producers-whether help desk analysts, implementation 

consultants, developers-as an alternative or precursor to 
traditional consulting and systems integration engagements. 

Moving from a knowledge delivery to a knowledge 

acquisition paradigm provides the end users some new 

capability to build their own IQs rather than depend 

exclusively on knowledge consultants. Furthermore, this 

method decreases the costs about software implementation, 

customization, and upgrade in enterprise. 

3.2 KAAS Cloud Architecture 

 Based above definition, KAAS, who decouples help, 

training, and solution customization activities from 

monolithic projects, is programs that provide content-based 

organization by data, information and knowledge 

value-added, which also outputs some advices, answers or 

<Knowledge as a Service>::= <Knowledge Resource, Service Delegate, Solution 

Delivery> 

<Knowledge Resource>::= <Knowledge Specification, knowledge Construction> 

<Knowledge Specification>::= <Provider, Knowledge Tag ,Content,  Constrains> 

<Knowledge Construction>::= <Atomic Knowledge>|<Composite Knowledge > 

<Atomic Knowledge>::= <Knowledge Name, URI> 

<Composite Knowledge >:: = <Composite Type, Instance Statement, Connection> 

<Service Delegate>:: = <Requirement Specification, Service Context, Knowledge 

Aggregation > 

<Requirement Specification>::=<Provider, Requirement Tag ,Content,  Constrains> 

<Solution Delivery>::=<Delivery Type, Instance Statement> 

Fig2. The BNF definition about Knowledge as a Service 
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facilitations to meet external user’s needs. In cloud computing 

environment, KaaS makes the knowledge available on a 

self-service, social network-based collective intelligence, and 

on-demand service with three knowledge service layers. First 

is knowledge resources layer, the various knowledge 

resources can be cleared and normalized by knowledge 

specification. The knowledge resources specification base, 

which built by index base, database, media base and 
knowledge tag cloud, is a basis of knowledge analysis and 

aggregation. In addition, the knowledge tag cloud can put the 

different knowledge with same tags into one classification 

contains for aggregating the knowledge together. 

The second layer is service delegate layer, which put 

various knowledge and data resources into Knowledge 

Aggregation Engine. This engine can match the right 
knowledge solution from knowledge resources specification 

base, by user’s profile model and user’s knowledge 

requirement specification, which can form the requirement 

document index and requirement tag. The match method 

adopts the weighted TF/IDF algorithm, which can weight 

different style terms to analysis the similarity among the 

different requirements and knowledge base. In addition, the 

user’s profile model can be build by an iterated mechanism, 
which can add the new tags from two methods with different 

weight mechanism as follow. First is the tags stem from the 

documents (including: blog, active, group, discussion and so 

on) created by user himself. Second is that the tags from the 

documents created by the other users, who are focused on by 

knowledge consumer.   Service context engine can utilize the 

requirement context and semantic to optimize the order list of 

similarity knowledge and aggregate these knowledge into a 
whole knowledge service after cleaning.   

The third layer is solution delivery layer, which put 

various aggregated knowledge into knowledge directory 

center to form the different solution. All these solution can 

pull the new knowledge to consumer by KAAS cloud with 

different knowledge client, such as mobile phone, mobile pc 

and others. 

All these three key layers for providing knowledge services 

are how to improve the access of unstructured and scattered 

information for the non-specialist users, how to provide 

adequate information to knowledge workers and how to 

provide the information in situations requiring highly 

domain-specific, related and time critical information.  Then, 

this paper introduces a platform of knowledge acquisition and 

services, named EKNOWARE, which using social 
knowledge network as a backbone. Based on the special 

design about community knowledge sharing and personal 

knowledge profile model, the system ensures that knowledge 

service could be improved the user potential business in 

knowledge consumption. 

 

4.  KNOWLEDGE SERVICECASE RESEARCH  

In this section, a KAAS-based application platform, 

EKNOWARE, with knowledge sharing method and the 

requirement specification is introduced in the social network 
environment. The purpose of this application wants to reuse 

the legacy teaching resources, such as assignments, reference 

materials, and project resources developed by different 

teachers and other students in different periods over different 

departments. The system architecture is illustrated in figure 4.  

The Knowledge Achievement Resources Unit means that the 

reusable knowledge resources of the system, such as expert 

pool, patents pool, research paper Lib and e-training 
applications, which can be encapsulated to become 

knowledge service unit with data sources stored in database or 

Lucene’s index files. The Creative Knowledge Service can be 

stored in the knowledge service pool that listed all knowledge 

services and published all these information into private 

knowledge service register and publisher center (KSRPC) for 

reuse. When a new knowledge creative service need to be 

provided, that can pass the process of analyzing the 
knowledge acquirement and putting the new value add in. 

KSRPC plays an important actor to aggregate the knowledge 
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and put the direction of knowledge into right method for 

research and match.  By this method, the knowledge-creative 

service not only reused the knowledge services, but also 

reused all the data resources which can be merged into a 

whole knowledge contents located in distributed knowledge 

database.  

The Knowledge Create and Product Unit means that to 

build some socialization knowledge collaboration 
communities for sharing and creating new knowledge, which 

can provide some online knowledge groups and activities to 

exchange the ideas and knowledge, and then put them into 

certain project. The knowledge Achievement and Match Unit 

means that to build some key knowledge matching algorithms, 

which can put the most similarity knowledge or requirements 

together for user search. Based on these algorithms and 
matching service, the user can publish the project’s 

achievements or requirements with more personalized 

knowledge pulled by system. In addition, the experts, 

registered in platform, can provide the knowledge 

consultation and answer the user’s problems. 

The Knowledge Value Transfer Unit means that to provide 

a knowledge exchange or trade mechanism, which can help 

all the people in platform to find right knowledge commodity 
and can pay for it easily. So, how to design an 

out-off-the-shelf knowledge service and build a reliable 

online payment, which include many relative knowledge 

units to output the right value in the right process to user, is a 

keypoint in KAAS application. Based on this unit, an online 

knowledge markets will be formed to pay for expert’s 

intelligence resource, related knowledge resources, and 

transferred patents resources.  

Based on the above-mentioned architecture, a practice 

knowledge as a service platform, named eknoware 

(http://eknoware.com), can be build in campus network 

environment in China. This platform provides some basic 

functions for knowledge sharing and learning, such as experts 
blog, online question and answer, discuss in a online 

knowledge communities, and so on. In specifically, a personal 

knowledgebase is provided which can not only exchange the 

knowledge between different persons, but share the 

knowledge between different knowledge groups. So, the 

knowledge become a flow from one person to others person 

with new contents and value-added. The eknoware platform, 
a best practice of KAAS architecture, is illustrated in figure 5.  

5. RELATED WORK 

Recently, Murray [8] proposed that the knowledge cloud is 

“the future of the future”. Many researchers focused on the 

knowledge as a service and promoted the new “wave” to 

develop the knowledge service-based application. In 
generally, the knowledge service strategies [9] can be divided 

into three aspects: knowledge management service, 

knowledge value-added flow and creative service and 

socialized knowledge trade in cloud environment. According 

to the principles of service science, KAAS service is to allow 

users “pay-per-use” access to “specialized” provider 
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knowledge, on demand, so as to integrate it with their own 

specific internal knowledge to create value for themselves. 

Eng K. Chew [10] provided a methodology about KAAS 

classification scheme based on the business model principles. 

In particulate, the knowledge embedded in software as a 

service (SAAS) will promote the value about software greatly. 

Ju [11] proposed a public knowledge service platform 

framework and a practice application about on-the-job 
learning platform in outsourcing professional development 

process with knowledge service. Furthermore, the knowledge 

service and KAAS technology were proposed to resolve the 

semantic problems for automated knowledge service without 

much manual intervention, which can put knowledge into all 

the business process to win huge value-added. The research 

about the core technique on knowledge as a service is one 
direction in our future work.  

 

6. CONCLUSION AND FUTURE WORK 

The purpose of knowledge service, however, is to reuse 

knowledge resources and create a new value-added service 

method more efficiently. This paper proposed a KAAS 

evolution model with Requirement, Personalization and 

Solution domain for providing the creative knowledge 

services. The BNF definition about KAAS is proposed after 

compared the characteristics between the KM and KAAS 

with core technique, knowledge target, extraction, and so on. 
In addition, a KAAS Cloud Architecture is provided in cloud 

computing environment, which makes the knowledge 

available on a self-service, social network-based collective 

intelligence and on-demand service with three knowledge 

service layers as follows: knowledge resource layer, service 

delegate layer, and solution delivery layer. All these three key 

layers for providing knowledge services are how to improve 

the access of unstructured and scattered information for the 
non-specialist users, and how to provide adequate 

information to knowledge workers. Then, a case about KAAS, 

Eknoware platform, is developed based on the KAAS cloud 

architecture. The future work of us will design and describe 

the KAAS-Oriented Architecture with a uniform 

formulization description language based on the OWL, which 

can provide the consistency description of system and a 

mechanism of the semantic of knowledge service at runtime. 
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Abstract -  A special Genetic Algorithm (GA) with simplex 
optimization method is proposed for the problem of selecting 
an optimal cloud service composition plan from a lot of 
composite plans on the basis of some global Quality-of-
Service (QoS) constraints. In this GA, some Simplex Method 
(SM) operations and a fitness function are provided. The 
design of the SM operations is made in the light of the 
characteristics of cloud service composition. After analyzing 
the types of different QoS attributes, objective function and 
fitness function are built. SM operations enhance local search 
capability of GA. Because the design of the hybrid algorithm 
accords with the characteristics of cloud service selection very 
well, excellent composite cloud service plan can be gotten 
from a lot of composite plans on the basis of global QoS 
constraints. Some tests and analyses show that the proposed 
algorithm can be a good method for QoS-based cloud service 
selection. 

Keywords: Cloud service selection, Genetic algorithm, 
Simplex method, QoS-aware 

 

1 Introduction 
  In cloud computing technology [1-3], service is one of 
the most important concepts. Services in cloud computing 
environment are cloud services. With the rapid deployment of 
cloud service, the number of cloud services with same 
functionalities and different QoS attributes are increasing. 
These services can combine tens of thousands composite 
services with same functions and different QoS. Therefore, we 
need to choose service components from massive cloud 
services with same functions and different QoS according to 
user's QoS requirements.  

In the field of QoS-based cloud service selection, a lot of 
international research works were done and some research 

results were obtained [4-8, 11-21]. There are two kinds of 
QoS properties calculation methods. One is exhaustive 
methods and another is approximate algorithms. It is under the 
scope of combinatorial optimization to find an optimal 
combination plan that meets some global QoS constraints. 
QoS-based cloud service selection is in the area of NP-hard. 
Therefore, approximate algorithm is a good way for cloud 
service selection. GA is a powerful means for combinatorial 
optimizing things [9-10]. In GA, a population with a fixed 
size is used to search the whole solution area. Each individual 
describes a solution in the population. In GA, the design of its 
operators and parameters will have significant impact on itself. 
GA is not advantageous for its local convergence. Thus, its 
efficiency is not enough and its convergence speed is slow. In 
order to compensate for GA’s local search capability, it is 
necessary that GA combines a local search algorithm.  

To compensate for GA’s local search capability, this 
paper presents a hybrid algorithm of GA and SM. Some SM 
optimization operations and a fitness function are described. 

The remaining sections of this paper are as follows. 
Section 2 described researches of cloud service selection 
based on QoS. The proposed hybrid algorithm was discussed 
in detail in section 3. Section 4 presented some test works and 
discussed test results. Section 5 came to conclusions and 
noted that the next step in research content. 

2 Cloud service selection based on QoS 
It is the area of combinatorial optimization to select the 

best plan from a large number of cloud service composition 
plans on the basis of all global QoS constraints. The 
calculation methods based on QoS attributes are divided into 
two categories. One category is exhaustive algorithm. In this 
kind of algorithm, all of candidate plans are calculated 
according to certain rules in order to choose the best plan. The 
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methods used in [4-6, 11-12, 19-21] fall into this category. 
The other is approximate algorithm. In this type of algorithm, 
an ideal composition plan is infinitely close to the best one. At 
last, a plan that meets all QoS requirements but is not the best 
one will be gained. [7, 8, 13-18] used some approximate 
algorithms. 

It is a representative calculation method to calculate QoS 
properties through the establishment of QoS matrix. [4] 
adopted a run-time services selection method in dynamic 
service composition. It could select a single better service, but 
it could not meet the entire QoS requirements. A local 
optimization algorithm and a global optimization algorithm 
were proposed in [5, 6]. The local optimization algorithm 
could not reach a global optimal solution. When the size of 
composition services was large, the compution of the global 
computational algorithm had increased a lot. [12] analysed the 
conditions of triggering service re-selection. It gave the 
constraint expression for a stateful cloud service selection and 
the idea of the service re-selection. 

Because a service selection problem according to QoS 
belongs to NP-hard problem [8], the exhaustive combinatorial 
optimization method is poor scalability and has large 
calculation. It is a good way to obtain an approximate solution. 
Heuristics method can be used. A multidimensional 0-1 
knapsack problem model was used for multiple QoS 
constraints selection in [13]. [7, 8, 14-18] used GA for the 
optimization of service composition. 

In order to compensate for the local search capability of 
GA itself, GA and some kind of local search algorithms need 
to be combined to enhance its local search capabilities.  

SM is a local optimization approach. A combination of 
GA and SM can form a hybrid algorithm that includes a 
global optimization algorithm and a local optimization 
algorithm. The two algorithms complement each other. GA 
ensures that the hybrid algorithm has a global search 
capability and can find a global optimal point. SM can add a 
number of parallel searches in many local areas and it can use 
local search methods to direct the search. It can not only 
speed up the process of global optimization, but also solve the 
"premature" problem of GA to a certain extent. Better 
convergence speed and search capability can be gotten at the 
same time. 

3 Hybrid algorithm built by GA and SM 
In order to solve QoS-aware selection, a special hybrid 

algorithm is presented in this section. Firstly, some SM 
operations are proposed on the basis of the decision variable 
matrix. Lastly, a fitness function is built. 

3.1 SM operations 

In order to enhance GA’s local search capability, this 
paper presents a hybrid algorithm that is the combination of 
GA and SM. The following is the main operation procedure of 
the hybrid algorithm.  

1), building some initial simplexes. Every time a new 
generation of population is produced in GA, it is necessary to 
build some local initial simplexes. On the basis of a certain 
probability, n+1 individuals in a population will be randomly 
selected to compose a local initial simplex in a n-dimensional 
space. Each individual's fitness function value shall be the 
function value of the corresponding vertex in the simplex. 

s mN U M  is the number of generated initial simplexes. It 

can be controlled by simplex probability
s mP . It is formula 

(1). 
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In the formula (1), 
p o pS I Z E  is the number of 

individuals in each generation of population. The symbol 

c h mL E N  is the length of a chromosome. In the case of a 

certain population size, the simplex probability 
s mP  

determines the number of simplexes in each generation of 
population. Its value will have great influence on the local 
search ability of the hybrid algorithm and the running time of 
the hybrid algorithm.  

2), obtaining the worst individual. Through comparing 
the function values of n+1 vertices, the vertex with the 
smallest function value is found and its corresponding 
individual is denoted by 1nI + . 

1 2, , , nI I I⋯  

indicate the individuals corresponding to the remaining n 
vertices respectively. 

3), constructing all decision variable matrixes. The 
symbol mij is a decision variable. All of decision variables 

i jm can constitute a decision variable matrix that is denoted 
by M. In M, each row represents a decision variable vector of 
all candidate services of a task. In every decision variable 
matrix, i jm is 1 only when the jth candidate service of the 
ith task is selected, otherwise i jm  is 0. All decision 
variable matrixes 1 2 1, , , ,n nM M M M +⋯

 are 

built respectively for 1 2 1, , , ,n nI I I I +⋯
.  

4), obtaining a reflection center. n individuals except the 
worst individual In+1 can decide their reflection center cI . 

5), calculating a reflection point. The reflection point I0 

of the worst individual In+1 can be obtained on the basis of the 
reflection center Ic. M0 is the decision variable matrix of I0. 
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6), deciding the next operation. The following is to 
decide whether to terminate simplex operation or not. In 

s mN U M  initial simplexes, after every simplex has gained 

a new individual whose fitness value is better than the worst 
individual in the simplex and that is able to meet the global 
user constraints, these new individuals will replace the worst 
ones and added into the population to participate in the next 
generation of population genetic manipulations. Otherwise, if 
the new individual's fitness is less than the worst individual or 
the new individual does not meet user’s global QoS 
constraints, the new individual will also replace the worst one 
in population and form a new simplex to continue with the 
next iteration of the simplex algorithm. We can end the 
operation of the simplex until a new individual's fitness is 
greater than the worst individual and the new individual meets 
user’s global QoS constraints. 

SM can control the evolution direction of GA to make 
better solutions. The "premature" problem of GA can be 
solved to a certain extent, because some parallel searches in a 
number of local solution spaces not only enhance the local 
search ability but also accelerate the global convergence. 

3.2 Fitness calculation 

The fitness of individual determines the probability of 
itself being copied to the next generation. Individual's fitness 
is obtained through a fitness function. The fitness function 
should take into account an objective function and all global 
QoS constraints. 

1), objective function 

The following is how to build an objective function. 
There are two types of QoS attributes. One is decrease-type 
(the smaller the value of QoS attribute is, the better the impact 
of the QoS attribute is. such as Price), and another is increase-
type (the larger the value of QoS attribute is, the better the 
impact of the QoS attribute is. such as Reputation). Different 
QoS attributes tend to have different dimensions or units. 
When choosing services, it is difficult to directly compare the 
relative importance of various QoS attributes. Therefore, it 
needs for QoS attributes to be normalized. The specific 
practice is to map the various range of different QoS attributes 
to [0, 1] interval. The formula (2) is for the decrease-type QoS. 
The formula (3) is for the increase-type QoS. 

                                 ' 1
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q M a xQ  is maximum of the qth QoS attribute among 

all of instances of composite cloud services.  

In this paper, Wq is used to indicate the weight value of 
the qth QoS attribute. The value of Wq signifies different 
degree of importance of QoS property. After QoS properties 
values are normalized, the weight value calculation will be 
done. Then, the objective function of integrated QoS for the 
entire composition cloud services can be established. It is 
formula (4). 
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In formula (4), n is the number of QoS properties. 

Through the above steps, an objective function can be 
made. On the basis of the definition of the equation of the 
objective function, the bigger the objective function value is, 
the better the selection result is. 

2), fitness function 

Some global QoS constraints will be established on the 
basis of the global QoS requirements that users may bring 
forward. Penalty function method is a common way of dealing 
with constrained optimization problems. This way can ensure 
the population diversity to avoid the algorithm into local 
convergence. This paper adopts penalty function method to 
integrate all global constraints and the objective function 
together. It is formula (5). 
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In the formula (5), Q is the objective function, n is the 

number of constraint conditions, λ  is a coefficient and an 

experience value. jQ  is the global value of the jth QoS 

attribute. The definition of jQ∆  is shown as follows. 

If jQ  is less than 1, the formula of jQ∆  is (6).  
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If jQ  is equal to 1 or larger than 1, the formula of jQ∆  

is (7). 

66 Int'l Conf. Internet Computing and Big Data |  ICOMP'13  |



                1 1 /

0

1 /

j j jM a x

j j M i n j j M a x

j j jM in

Q if Q R

Q i f R Q R

Q if Q R

>                    

=

<                      

−   
∆        ≤ ≤
   

   (7) 

In the formula (6) and (7), j M a xR  and j M i nR  are 
maximum and minimum in the jth restrictive condition 
respectively. 

4 Tests and analyses 
In this paper, a more powerful and efficient hybrid 

search algorithm is composed by GA and SM. The hybrid 
algorithm will have better search ability and faster 
convergence speed. Through some tests and test analyses, the 
capacity and efficiency of presented hybrid algorithm will be 
validated. In order to verify the effect of services choice done 
by the hybrid algorithm, some comparison tests between 
simple GA and the hybrid algorithm were made. 

4.1 Test data preparation 

Aiming at a fair comparison between two algorithms, 
they would run in the same hardware and software operating 
environment, including CPU, memory, OS, development 
language and IDE, etc. In addition, the simple GA (SGA) and 
the hybrid algorithm used initialization parameters as 
following. The population size is 500. The crossover 
probability is 0.7 and the mutation probability is 0.1. 

The values of specific QoS attributes were randomly 
generated within a certain range. Some global limits for a part 
of QoS properties were randomly generated. The overall 
limits were applied to all specific cloud service compositions 
through the above penalty function method. In the comparison 
tests, simple GA and the hybrid algorithm were run for 50 
times respectively. They would all be used to solve different 
scale of problems (that is, the number of different tasks and 
different number of candidate services). In every comparison 
test, the two algorithms solved the cloud service selection 
problems with the same size of cloud services combination. 
The number of tasks in cloud service composition was same. 
Their tests and analyses will be made in three parts. One is 
search ability. Another is convergence ability. The last one is 
running time. At last, different values of simplex probability 
are analyzed. 

4.2 Tests and analyses of search ability 

Search capability is that the algorithm can find the 
optimal solution in a solution space. It can be measured by the 
quality of the solution that the algorithm searches. In GA, the 
algorithm search capability can be measured through the 
fitness value of the final selected individual. In the hybrid 
algorithm, the bigger the fitness value is, the better the 
selection result is. The average values of the final fitness 
values at all running time were taken. A few of test data are 

listed in Tab.1. In Tab.1, the value of the simplex probability 
P s is 0.7. 

Tab. 1. Fitness Comparison (SGA : Hybrid algorithm) 

Tasks Number Average Maximum Fitness 

10 0.141:0.148 
25 0.053:0.165 
30 0.036:0.112 

As described in Tab.1, comparison of data can fully 
verify that the hybrid algorithm can get better results of cloud 
service selection than the simple GA. The efficiency of simple 
GA is still unsatisfactory, although to a certain extent it solved 
the service selection problem. When the selection problem is 
the same size of combination cloud services, the hybrid 
algorithm can get higher average final fitness value than the 
simple GA. When the scale of the composition problem is 
small, the advantage of the hybrid algorithm is not clear. But, 
when there are a larger number of tasks in a combined service 
flow, the hybrid algorithm can get much better solutions than 
the simple GA. In the test conditions of this article, when the 
number of tasks is more than 25, the hybrid algorithm clearly 
has stronger search capabilities. This shows that the SM 
operations have better search capabilities in the larger scale of 
cloud service selection. Because, the more the number of 
tasks is, the more the number of individuals in each local 
initial simplex. The local search ability is stronger. Thus, the 
search capabilities of the hybrid algorithm are more prominent. 
This means that the presented hybrid algorithm has greatly 
enhanced the local search capability on the basis of the 
combination of SM and GA. 

4.3 Tests and analyses of convergence ability 

The test results were analyzed on their convergence 
speeds. Algorithm convergence rate refers to the generation 
where the final fitness value is reached.  In order to validate 
whether the proposed hybrid algorithm increased the 
convergence speed, simple GA and the hybrid algorithm were 
run for many times respectively. The average running 
generations were taken. A few of result data are listed in 
Tab.2. The value of the simplex probability P s is 0.7. 

 

Tab. 2. Comparison of Convergence Generation (SGA : 
Hybrid algorithm) 

Tasks Number Average Generation 

10 356:287 
25 372:268 
30 383:312 

As described in Tab.2, comparison of data can fully 
verify that the hybrid algorithm has faster convergence than 
the simple GA. This shows that the presented hybrid 
algorithm has greatly quickened the local convergence rate on 
the basis of the combination of SM and GA. 
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4.4 Tests and analyses of simplex probability 

The simplex probability P s  determines the number of 
the simplexes in each generation of population. Tab.3 shows 
different fitness values that the hybrid algorithm obtains when 
the value of P s  is different. 

Tab. 3. Fitness Comparison (different Simplex Probabilities) 
Tasks 
Num P s = 0.1 P s = 0.5 P s = 1 

10 0.132 0.139 0. 165 
25 0.089 0. 157 0. 196 
30 0.056 0.082 0.157 

In Tab.3, the bigger the value of P s  is, the greater the 
value of fitness is. Because, with an increasing value of P s , 
the number of the simplex is added in each generation of 
population. As a result, the local search ability is stronger. But, 
the running time of the hybrid algorithm will be raised too. So, 
a median value may be accepted. 

5 Conclusions 
Now, more and more easily used cloud services with the 

stability characteristics are shared on network. A single 
atomic cloud services can provide limited functionalities. In 
order to more fully utilize the shared cloud services, it is 
necessary to combine shared cloud services to form a new 
combination of cloud services. It is inevitable for a function to 
appear a large number of candidate services with the same 
function property and different non-functional attributes 
(mainly referring to QoS attributes). It has become an urgent 
problem that how to fast and flexibly select the best services 
to meet user’s needs from massive candidate services.  

Based on the analyses of composite cloud service 
selection problem, a simple GA combines a local optimization 
algorithm – SM. In the result, the search ability and 
convergence speed can be improved at the same time. The 
proposed algorithm also includes a fitness function. Through 
the realization of the above-mentioned algorithm, some strong 
validations of the proposed algorithm in capacity and 
efficiency effects were done. The hybrid algorithm can be a 
good solution for QoS-driven cloud services selection. 

The number of individuals in populations is same when 
the combination sizes in the above experiments are different. 
If the populations with different sizes can be adopted for 
different composition scales, the efficiency of algorithm will 
be greatly improved. Therefore, the next study will examine 
the dynamic adaptive mechanism of population size. 
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Abstract - The number of services in home network 
environments has been growing increasingly, and therefore 
users must manage multiple user names and passwords daily. 
The previous works like SAML (Security Assertion Markup 
Language) standard and the commercial software called .NET 
Passport provide web services’ single sign-on function; 
however, the SAML system not only increases the heavy 
loading of servers but also costs the Internet flow. 
Furthermore, it may cause the potential attacks like the replay 
and man-in-the-middle attacks. Also, in .NET Passport the 
privacy of users may suffer the risk of eavesdropping. 
Therefore, this paper develops an agent-based single sign-on 
system in web services based home network environments. 
The proposed single sign-on scheme can reduce the number of 
communications among users and servers, enhance the 
security of home network services, provide the privacy of 
users, and promote the efficiency of system in the web services 
based home network environments. 

Keywords: Home network, user authentication, single sign-on,  
mobile agent, web services 

1 Introduction 

With the increasing growth of the number of services in 
home network environments including a wide variety of 
personal equipment, servers, services and networked devices 
in the home [1]-[5], user authentication is extremely crucial 
for consumers to access home servers, web and broadcasting 
resources in the integrated home network environments [1].  
In a traditional password authentication scheme, users must 
manage multiple user names and passwords daily for 
accessing multiple servers, and therefore it cannot be 
efficiently used for solving the user authentication of multi-
server based home network services. The objective of efficient 
user authentication in multi-server based home network 
environments emphasizes that any user can obtain service 
granted from multiple servers without repeating registration to 
each server.  

More and more platforms can provide intergraded services 
from multiple servers with the development of web services. 
While each platform has its own authentication method, this 
will limit the efficiency of web services. Except for using the 
trusted third party to authenticate users, a “single sign-on 

(SSO)” scheme can be considered as another method. SSO 
allows users to log in only one site to obtain all the services 
provided in multiple servers. In the previous work, Jeong et al. 
[1] proposed an SSO scheme in which a mobile user offers 
his/her credential information to the home network for 
obtaining user authentication and access to another domain 
such as web servers to get related information using this 
authentication, based on the SAML (Security Assertion 
Markup Language) standard. However, because the 
authentication procedure of SSO is complicated, it is easily 
attacked by hackers, and may therefore encounter many 
security threats. Although the security standard SAML 
established by the Organization for advancement of Structured 
Information Standards (OASIS) can provide single sign-on 
function, it was pointed out that there is still some worry on 
security when using SAML for SSO [6], [7].  

Basically, the SSO technology developed by commercial 
software can be practical for common enterprises to provide 
user authentication services. However, their SSO services are 
mostly based on single authentication framework, which uses 
one authentication server to manage a variety of user data and 
also to complete operations of user authentication. In such a 
way, the performance of the authentication server must be 
affected. On the other hand, SAML, Liberty Alliance and web 
services belong to the framework of multiple authentication 
centers. Their existing common platforms use the token 
method, but the security of token is weak because cookies 
must be saved in clients [8]. Therefore, in this paper we 
develop an agent-based SSO to enhance the security of user 
authentication in home network service environments. A 
mobile agent is a software entity that can autonomously 
migrate from one node to another in order to perform 
operations on behalf of the users in the system. Through this 
concept, network traffic and communication latency can be 
reduced. Thus, the proposed agent-based SSO scheme can 
minimize the number of communications among users and 
servers, and promote the efficiency of system as well as less 
delay in home network service environments. 

The rest of this paper is organized as follows. In Section 2, 
we review the previously proposed related technologies. Then 
we present the proposed agent-based SSO scheme in Section 3. 
In Section 4, we give security and efficiency analyses of the 
proposed SSO scheme. Section 5 simulates the proposed 
agent-based SSO system to certify the results. Finally, some 
concluding remarks are presented in Section 6.  
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2 Related work 
In this section, we first present several existing SSO 

solutions, and then several SSO schemes for web services will 
be discussed. 

 

2.1 Single sign-on solutions 

Existing solutions for SSO can be divided into five 
categories [7], [9]-[11], including (1) broker-based SSO, (2) 
agent-based SSO, (3) token-based SSO, (4) agent and broker-
based SSO, and (5) gateway-based SSO. We will introduce 
them in the following. There is a server that manages the 
warranty and users’ name in the broker-based SSO. Broker is 
used for electronic ID saving and reading for the next request 
[12]. Using of central database has decreased on management 
costs and provided one suitable and independent third party 
for authentication, like Kerberos. The advantage of this 
solution is the concentrated method that provides central 
database for users’ management. However, it requires 
upgrading its existing program to meet its need. Besides, all 
the application systems and services will be affected if the 
authentication server cannot calibrate with this concentrated 
management framework. 

There is an agent program to authenticate users’ identities 
for various different application programs in the agent-based 
SSO [11], [13]. This agent program will need to design for 
different functions [14]. For example, it can use passwords or 
encrypted keys to remove the authentication operations of 
clients, and be installed in servers as the translator between 
the authentication system and users, such as SSH. Its 
advantage is easy for transplantation, but it needs to design a 
protocol to communicate with previous application programs. 
Because the authority of agent program is not easy to set up 
[15]-[17], it is inconvenient for the agent-based SSO to 
manage.  

The token-based SSO is the most widely used password 
authentication system [18], such as the log-in authentication of 
FTP and mail server, which are called single-factor password 
authentication. This is easy and more available method fr 
users, but it has some incipient faults in security; such as easy 
to guess, seldom change of password, using same password in 
different systems, etc. As well, it can cause great damage if a 
password is stolen accidentally. 

When the agent-based SSO and the broker-based SSO are 
combined, the flexibility and the central management existing 
in the former one and latter one, respectively, are the 
advantages, and can be also economic in modifying the web 
application program from the contribution of agent-based SSO. 

 

2.2 SSO schemes for web services 

1. Kerberos 
Kerberos protocol is based on the trusted third party [12]. 

Its framework is divided into servers and clients. It assists to 
authenticate users’ identities in open network environments. 

Server only needs to provide management and distribute 
Kerberos Ticket, while clients’ calls on server according to 
user warrant on Kerberos Tickets for certifying ID. The time 
for both synchronization and its security are equally important, 
otherwise, attackers can re-attack by changing host time. 
Moreover, the internal web services of enterprises are not 
suitable in opening services and the complex communication 
program between server and client related to Kerberos. 

2. SESAME 
The full name of SESAME is Secure European System for 

Application in Multi-vendor Environment [19]. It is a 
European organization security project, which is considered to 
be a European Kerberos. SESAME is based on the GSS-API 
(Generic Security Services Application Programming 
Interface), which provides SSO and security in a distributed 
environment. Although SESAME and Kerberos are both 
based on the same model, they don’t copy with each other, 
and SESAME is added some new characteristics. Moreover, 
SESAME is different from Kerberos in operating. In Kerberos, 
users are first authenticated by an authentication server and 
get tickets from the server, and then obtain authorization from 
a variety of servers; in SESAME, the server called privilege 
attribute server distributes privilege attribute certificates to 
users to obtain the authorization for service requirements. 

3. SAML 
SAML a standard developed by OASIS based on XML 

elements. It provides authorization and warranty of data 
exchange in the transactions of business. It can act as a trusted 
third party that provides identity verification for millions of 
service providers. Not only it can be used for ID verification, 
authorization and SSO between web services but also it can 
eliminate the complexity of one-to-one relationship on the 
networks effectively, which can be the basic platform for most 
ID verification. SAML defines many security validations 
including authentication assertion, attribute assertion and 
authorization assertion, which can keep the security for XML 
framework and achieve SSO e-business.  

Although SAML is a standard for the present web services, 
it has a lot of security vulnerabilities. Because of mutual 
authentication is not required, the man-in-the-middle attack 
will happen. Even though the specification requires integrity 
and privacy that an attacker won’t see or change the content, 
the attacker can use the browser to connect with destination 
sites, so the HTTP attack will happen due to the lack of 
verification and tag notification during transmission. 

4. Liberty Alliance 
Founded in 2001, Liberty Alliance is composed by more 

than 170 manufacturers. Its aim is to develop one specification 
that allows users to enter personal information once and then 
use several application services. At the first phase, Liberty 
Alliance proposed Liberty Identity Federation Framework 
(ID-FF), which manages user identification in enterprises and 
applications based on the open SAML standard. Web Services 
Framework (ID-WSF) is developed at the second phase, the 
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(1) Authenticating common users’ log-in operations and 
managing access rights. 

aim of which is to build up ID service framework of inter-
connection, ID attributes sharing, ID service description and 
search etc. Nokia and Vodafone have already developed it for 
B2B business. The main aim for Liberty Alliance is that all 
related companies will have to use the same way to achieve 
jointed-ID managements. But problems will happen when 
enterprises connect to their partners and clients whom might 
operate in different systems, and that will bring difficulties in 
management. 

(2) Verifying all requests from reliable web sites. 

 

5. WS Security (WSS) 
OASIS established WSS technology committee and related 

rules in July 2002. WSS simplifies the data sharing from 
different programs by XML. It improves connection of secure 
systems using XML standards and defines extended standards 
of SOAP to ensure privacy of information transmission 
between services. WS-Security can be used in different 
products, such as XML firewall, web service management 
software and web security access system. 

Summarized above, commercial software and Kerberos are 
to use a single authentication center, while SAML, Liberty 
Alliance and WS-Security belong to multiple authentication 
centers. They all have potential threats in security.  

3 Proposed agent-based single sign-on 
scheme 

Agent programs have the ability of saving user identities 
and passwords when users log in a web server at the first time. 
Then, when users want to log in other application servers, the 
agent programs will retrieve the saved user identities and 
passwords to access these services. That is, users do not need 
to enter them again. In the following, we will propose an SSO 
scheme in which a user offers his/her credential information to 
the home network for obtaining user authentication and access 
to another domain to get related information using this 
authentication, based on a mobile agent. 

Fig. 1.  The proposed SSO framework 
 
(3) Defining users’ authorization sent by reliable web sites. 

2. Mobile Agent 
Mobile agent can take the responsibility to transmit log-in 

information and authentication information from unreliable 
web environments instead of ones that can be relied on. It also 
assists users to achieve the aim of SSO by requesting services 
from other former servers with the authentication. The content 
of agent includes code, status and attributes: 

 

3.1 System framework 
Home network has a special server called home server. The 

home server manages home appliances and connects the home 
network to the external systems. In the home network service 
environments, the proposed SSO framework consists of three 
main parts that are shown in Fig. 1. In the following, we will 
introduce the details of the web site, mobile agent and user. 

Code: program that defines the actions of agent. 
Status: variation of agent, such as keeping it active when the 

agent moves to another host. 
Attributes: description of agent, including owners, resource 

requirement, authentication key, etc. The agent 
cannot modify these attributes.  

The operating process by an agent between the web server 
and user browser is shown in Fig. 2. When the web server 
needs to communicate with a user, it will download the 
program of agent and change its status and then transmit it to 
the user by SOA-RPC. After the user received the agent, he/ 
she can start and connect with the agent; when it is finished, 
the agent will send back to the web server, and the operating 
process is completed.  

1. Web Sites 
Web sites are the service sites providing all kinds of 

services for users in this framework. These web sites have 
their own independent manners of user authentication and 
authorization management, and authentication information 
must be recorded in the system service unit. The user 
authentication and authorization in these web sites have the 
following functions: 
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Fig. 2.  Agent operations 

 
Summarized above, the SSO algorithm is shown below: 

A user can transmit one agent to a server through POST and 
change its status by “Get” instruction. In HTTP, transmission 
of data (requirement/response) is through MIME protocol. For 
agent transmission, the way we use here is similar to MIME 
but with the description of agent (including description 
language and agent type). 

3. User 
This means common users who use this type of systematic 

service within service web sites under this framework. 
 
3.2 System procedure 

For the convenience of description, the notations are 
defined as follows: 

XML-based algorithm: authentication 

Input:  Sign-on request 
Output:  Sign-on response 
1    Using IE browser to show sign-on interface for entering 

ID / Password. 
2     User’s computer requires random value for entering  

servers. 
3     User inputs ID and password. 
4     Server counts r =BHash(Random), transmits r to user’s  

computer and sets Session(“r”)=r 
5     User’s computer counts: 
6     user_spw=BHash(BHash(user_id | user_pw | S) | r) 
7     User’s computer transmits user’s ID, role password to  

server by agent. 
8     User signs in to source site. 
9     Server judges whether SSO is successful by the 

following steps: 
10   config = XQuery(doc(“config.xml”)\policy) 
11   user_spw2 

=XQuery(config\user_list\user[user_id=user_id]\SPW) 
12   if(user_spw == BHash(user_spw2 | Session(“r”)) 
13     return Accept 
14   else 
15   return Reject 
16   endif 
17   Server clears Session(“r”). 
18   Server provides services. B: browser for user 

S: source site 
D: destination site 

4 Security and Efficiency Analyses bs: connection from a user’s browser to a source site 
Cid: channel ID 

In this section, we will analyze the security and efficiency of 
the proposed SSO scheme. 

S?: judging if S is a source site 
bs_cid: a secure channel from a user to a source site 

 
A→c B: data transmitted from A to B via C 

4.1 Security analysis 

In the following, we will analyze the proposed scheme can 
withstand possible security attacks, including the 
impersonation, replay, and man-in-the-middle attacks.  First, 
several notations are defined as follows: 

The processing steps of this system are shown in Fig. 3 
including the registration phase and SSO phase. 

 

 

Browser Service Destination

1.1 Request service

Agent
Agent 1.2 Service and agent

2.  Request service

3. Redirect and Agent

4. Agent logon

5. Services

Browser Service Destination

1.1 Request service

Agent
Agent 1.2 Service and agent

2.  Request service

3. Redirect and Agent

4. Agent logon

5. Services

SA：system authority 
S：source site 
D：destination site 
U：user 
U→S：a communication from a user to a source site 
U→D：a communication from a user to a destination site 
IDU: user’s ID 
mw: warrant for mobile agent, including IDU, mobile agent 

ID, user’s public key, valid time, routing list and list of 
server authorization 

req: log-in request from user, including host serial number and 
timestamp Fig. 3.  System operating procedure 
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1. Impersonation attack 
When an attacker wants to impersonate a legal user to log 

in a host by intercepting the log-in request {IDU, mw, req}, 
he/she cannot forge mw’ to pass the authentication of the host, 
because he/she has no ability of getting the secret key shared 
between the legal user and SA. Besides, this system uses the 
warrant and timestamp to certify the validity of agent key for 
preventing an attacker from impersonating a legal user. 

2. Replay attack 
For preventing the replay attack, this system uses a 

timestamp to avoid attackers to replay the stolen log-in request 
from a legal user. No matter U→D or U→S, the host serial 
number and timestamp are contained in the attacker’s log-in 
information, and thus this can prevent the replay attack 
effectively. 

3. Man-in-the-middle attack 
In this system, the agent and authentication servers encrypt 

messages by the public key. Unless an intruder successfully 
attacks the authentication server and acquires its secret key, 
the attacker cannot log in a site successfully within a valid 
time interval. The mutual authentication between an agent and 
a host can prevent the man-in-the-middle attack more 
effectively. 
 

4.2 Efficiency analysis 

This system can reduce the web transmission between a 
user’s browser and the authentication server effectively by 
using the agent technology. The user just needs to enter an 
account and password at the first time and then he/she can 
visit other service sources without entering the password again. 
The agent uses SOAP-RPC to log in and achieve the aim of 
SSO by entering an account and password once and 
transmitting twice on the web. On the other hand, SAML has 
to re-verify the validity of cookie or profile by turnaround 
service, and this needs seven times for data transitions, three 
of which are to get turnaround services from the destination 

site, one of which is to visit the destination site, two of which 
is the confirmation to the SAML host, and one of which is to 
provide service at last. As well, the SSO scheme from 
commercial software first needs to get authentication warrant, 
and then acquires service tickets by using Kerberos, which 
needs four data exchange processes. According to the 
aforementioned analyses, the proposed SSO scheme is more 
efficient than others. Besides, by the service of agent, a 
variety of sources on the networks can be distributed to each 
service host instead of single authentication server to enhance 
the efficiency of services. 
 

4.3 Discussion 

Based on the above analyses, the comparisons among the 
proposed scheme, commercial software and SAML are shown 
in Table 1. Commercial software may damage users’ privacy 
for enquiring his/her information, while the proposed scheme 
will not cause such a problem due to setting agents. Besides, 
SAML uses a cookie as an authentication pattern, and the 
cookie is usually saved in a user’s browser, which can cause 
the replay attack or man-in-the-middle attack. The 
technologies of agent and encryption used in the proposed 
system can improve the SSO security. 

Cookie is considered as the only warrant for user’s log-in in 
SAML. Such cookies are easily to be imitated or guessed. 
Malicious users will be treated as legal users as long as they 
get the legal cookies for access authorization. The critical 
problem for commercial software in using Kerberos 
authentication is that time synchronization needs to be ensured 
for checking the validity of timestamp. In the proposed 
scheme, even thought the data of agent has been decrypted, 
the access can still be rejected due to insufficient valid time 
length provided for entering the system. 

Besides, the reuse and open platform abilities of 
technologies are the most concerning aspects in the system 
development of web services. The use of the agent technology 
in this paper can meet these development requirements. 

Table 1.  Function comparisons among the proposed SSO, commercial software and SAML 

Function Proposed SSO Commercial software SAML 

Privacy protection Yes No 
Partial 

(Cookie may reveal 
privacy) 

Central authentication Yes Yes No 

Security 
Agent, single password,

data encrypted 
Single password, 
data unencrypted 

Single password; 
data encrypted 

Reuse of technology Complete Partial Complete 

Open platforms Yes No，only for Windows Yes 

Capability of system integration Good Poor Good 
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5 System Simulation  

 

The simulation includes two hosts, a web server and a 
application program server, each of which is equipped with 
1024M RAM and installed Windows server operation systems 
and IIS server. The client uses Windows Internet Explorer. 
Java Servlet is used for HTTP request and response, and 
JAXP is used for supporting XML Schema for XML process. 
Java based SAAJ (SOAP with Attachment API for Java) is for 
SOAP message process, and JAXR is for UDDI 
communication (Java API for XML Registries). JAX-RPC 
(Java API for XML-based RPC) is used for SOAP 
communication protocol and WSDL file description when 
processing RPC. Besides, JADE is the development tool for 
agent program. All of these are listed in Table 2. 

Fig. 5. The home page of the home network services management 

 

 

Table 2. System environment and development tools 

System Environment Development Tools 

Processing HTTP Request & 
Response 

Java Servlet 

Processing XML JAXP supported XML Schema
Processing SOAP Messaging SAAJ 
Communication with UDDI JAXR  

Processing RPC JAX-RPC  
Agent Program JADE 

 
In the beginning, a user registers to the home network 

server by http://127.0.0.1/SSOWebHomeNetwork/register.jsp, 
as shown in Fig. 4. After registration, the user can enter the 
home page of the home network services management, as 
shown in Fig. 5. When the user wants to enjoy the service of  
shopping mall, he/she may choose the "Shopping Mall" item 
in  Fig. 5. Because this is the first sign-on, the system will turn 
to the sign-on interface, as shown in Fig. 6. After signing on, 
Fig. 7 will first show the user ID "ssodemo" has successfully 
passed the SSO authentication, and then the user can obtain 
the service of the shopping mall. When the user needs to use 
another service, e.g. auction, he/she may click the "Auction 
site" item in  Fig. 5 to directly go to the auction site to enjoy 
its service by employing ID "ssodemo", as shown in Fig. 8.  

Fig. 6.  SSO operation  
 

Fig. 7. Successful login to Shopping Mall 
 

 

 

 
Fig. 4. Registration to the home network server  Fig. 8.  Successful login to Auction site 
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6 Conclusion 
An agent-based SSO for web services based home network 

environments is proposed in this paper. Its advantages are 
listed in the following: 
(1) Providing an environment of integrating an agent with web 

services: 
Combining secure agent platforms with web services 

tightly, agents can take the information entered by users 
while keeping the security within an agent platform, and 
this information can be protected by the authentication 
servers which use the encryption scheme to improve the 
requirement of secrecy. 

(2) Reducing communicational cost among users and hosts: 
When users want to access from one web site to another 

by using an agent, the proposed scheme can achieve the 
reduction of time consuming in communication among 
users and hosts due to its characteristics of automation and 
mobility as well as decreasing the occurrences on hackers’ 
attacks. 

(3) Implementation of SSO for multi-server in reliable home 
network domain: 

In web services, each server has its own authorized 
authentication scheme, and it is easy to implement SSO by 
employing the mobility of agent. 
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Abstract : The relevance of Web Services (WS) has received
important interest among businesses. Along with the growing
interest  in  WS  comes  also  the  users’  concerns  about
reliability,  security,  and  privacy  vis-à-vis  these  services
provided via the Web. The objective of the present paper is
to discuss managerial mechanisms that may help to mitigate
these issues in building a trustworthy environment over the
Internet.  First,  an examination  of  the  ASP decision  model
with its related factors is presented. Second, the Outsourcing
decision  model  with  its  associated  advantages  and
drawbacks  is  analyzed.  Finally,  the  presence  of  Web
assurance  seals  that  aim to  reduce  users’  concerns  about
security and privacy is examined. The consideration of these
managerial mechanisms may helps managers to make sound
decisions related to Web Services (WS), develop trust among
potential and existing users of WS, and eventually lead to a
decision model framework for WS.

Keywords: Managerial  mechanisms;  Web  services;
Application  Service  Provider;  Decision  model;  Level  of
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1 Introduction
 The  relevance  of  Web  Services  (WS)  has  received
important interest among businesses. WS can be defined as
applications or information system (IS) resources accessible
through standard Internet protocols. The possibility to utilize
IS  applications  and  computer  hardware  and  software  to
operate  the  business  without  the  risks  of  ownership  is
appealing  and  deserved  consideration  by  decision-makers.
WS  can  be  used  to  integrate  in  a  cost-effective  way  not
related  applications  and  IS  assets,  and  connect  business
partners  and  customers.  The  opportunity  to  rethink  and
reorganize  computer  operations  is  enhanced  since
established providers,  such as IBM,  Oracle, Microsoft  and
SAP now offer to users various WS business applications .

Along with the growing interest in WS comes also the
users’ concerns about reliability, security, and privacy vis-à-
vis these services provided via the Web. Some studies have
examined  the  technical  aspects  of  WS  for  instance,  the
verification of the quality of WS and the procedural security
mechanisms, [11] but  we  are  not  aware  of  studies  that
examined  the  managerial  aspects  of  WS  such  as  the
decision-making process that leads to sign up a WS contract,
and the Web assurance seals aiming to enhance the level of
trust  for  existing  and  potential  WS  users.  Main  reasons
evoke why WS are not reaching its full potential are due to
service reliability issues and the lack of trust.

The  objective  of  the  present  paper  is  to  discuss
managerial mechanisms that should be taken into account to
build  trustworthy  computing  over  the  Internet:  1)  an

examination  of  the  Application  Service  Provider  (ASP)
decision model with the  related  factors to consider,  2) the
Outsourcing decision model with its  associated advantages
and drawbacks, and 3) the presence of Web assurance seals
that  aim  to  reduce  users’  concerns  about  security  and
privacy. The consideration of these managerial mechanisms
may helps managers to make sound decisions related to WS,
develop trust among potential and existing users of WS, and
eventually lead to a decision model framework for WS.
The paper is organized as follows. Section 2 describes the
application service  provider  decision model  and  Section  3
the IS outsourcing decision model.  Section 4 examines the
presence  of  Web  assurance  seals,  while  Section  5  covers
factors  facilitating  the  WS  environment.  The  last  section
presents a conclusion.

2 The  application  service  provider
decision model 

Web services are sometimes called application service
providers (ASP), and ASP are sometimes called “software as
a service”, “on-demand computing”, or “utility computing”.
ASP emerges around 1998 as online provision of computing
services. ASP  firms  provide  access  to  and  usage  of
application  programs through  the  Internet;  ASPs  own and
host software. Users may “rent” the access and utilization of
software remotely. The usual subscription lasts for two-year
agreement which provides an incentive for ASPs to invest in
the  relationship  with  users  to  satisfy  them and obtain  the
renewal  at  the  end of the  contract.  Major players  such as
Oracle  and  SAP  have  experimented  the  ASP  model  and
obtained varying success.

Table  1  summarizes  the  main  elements  considered
when evaluating ASP that may apply to the decision to opt
for WS. 

Table 1 Elements to consider when evaluating ASP

Users’ Concerns:
▲Availability and 
reliability of services;
▲Lack of supports to 
problems;
▲Security and privacy of 
information;
▲Long-term viability of the
provider.

Expected Benefits:
▲Costs savings on IS 
operations;
▲Reduced internal IT 
personnel;
▲Systematic upgrading to
latest  version  of software 
and hardware.

(Adaptation from Romney and Steinbart 2008, p. 58) 

Users’ concerns come from the risks to rely on a third
party provider of WS for key business activities such as the
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processing  and  storage  of  data.  Concerns  relative  to
reliability  of  services,  lack  of  support,  and  security  and
privacy  are  present.  Besides,  the  above  threats  may  be
mitigated in dealing with an established WS firms such as
IBM, Microsoft, or SAP where the long-term viability is not
call  into question.  Reputation  of the  WS  providers  comes
into play. For instance, established WS firms have resources
to deploy more sophisticated security controls mechanisms to
deal with sensitive data.

The  service  agreements  between users  and WS firms
should  contain  precise  performance  level  features  such as
response time, size of XML messages, frequency of backup,
logical  access  controls,  encryption  protocols,  and  other
considerations  such  as  limit  the  possibility  that  a  direct
competitor  may be  a  client  of the  WS  firms; this  aims to
protect  sensitive  data  from  competition.  The  service
agreement should also cover a dispute resolution system and
financial penalties when WS firms do not meet the level of
service contracted.

Accordingly,  decision-makers  should  examine  the
elements of the application service provider decision model
to make a wise choice on WS.

3 The IS outsourcing decision model
Reliance on outsourcing as a way to provide IS services

has  expanded  regularly  over  the  two  past  decades1.  IS
outsourcing  is  signing  up  a  contract  with  an  external
organization  to  operate  all  or  a  segment  of  a  firm’s  IS
processing  activities.  In  some outsourcing agreements,  the
outsourcer  takes  over  the  firm’s  hardware,  software,
communication  system,  and  IS  staff,  then  operate  and
manage  the  IS  function.  In  other  agreements,  a  specific
service/function  is  outsourced  such  as  payroll,  data
processing,  or  PC  operations.  Outsourcing  contracts  are
usually  signed for long periods,  say 20 years and beyond.
What  drives  firms to consider  IS  outsourcing is mainly to
reduce costs. But as any business decisions, several elements
have  to  be  take  into  account;  IS  outsourcing  has  its
advantages  and  drawbacks.  Table  2  summarizes  the  main
elements  considered  when  evaluating  IS  outsourcing  that
may apply to the WS environment.

Table2 Elements to consider when evaluating IS
outsourcing

Advantages:
▲Can reduce the IS costs;
▲Permit to focus on key 
skills;
▲Gain access to advanced 
IT expertise;
▲Take away from peak 
and low usage of computer 
capacity.

Drawbacks:
▲Poor service from 
outsourcers;
▲Lost control of data, 
system, and know-how in IS;
▲Inflexibility of contracts 
and lock-in situation

(Adaptation from Bahli et al. 2008; Earl 2009; McFarlan and
Nolan 2009)

On the positive side, IS outsourcing may reduced the IS
costs by 20 to 30 percent as outsourcers may transfer to their
clients savings from 1) standard applications, such as payroll

and account receivable functions, 2) purchases of IS assets,
such as software and hardware, at bulk prices, 3) allocation
of development and operations expenses between IS projects
and 4)  operating at upper data processing capacity.[9].

Outsourcing  permits  firms  to  focus attention  on their
key  skills,  knowledge,  and  market  niches,  leaving  IS
operations  to  computer  providers.  These  providers  are
recognized to have better IS expertise and be at the forefront
of  technology.  Firms  that  need  high  level  of  computer
capacity  just for certain peak periods are prime candidates
for outsourcing in obtaining savings in paying only for IS
utilization level.

On  the  negative  side,  a  number  of  firms  that
experienced  outsourcing  indicated  having  received  poor
quality  of  service  from  outsourcers;  poor  service
performance has also been recently reported for WS as well.
[7] Another  outcome  of  IS  outsourcing  is  that  firms  lose
certain control of their data and information systems which,
among other things,  placed them at  risk for their  sensitive
data. The firm’s understanding of its IS, being a necessity to
respond  to  decision-makers  information  needs,  becomes
more  problematic  to  manage.  Finally,  for  outsourcing
contracts signed for several years, when numerous problems
come up it is very hard and costly to cancel the agreement,
then bring back in-house the IS function as firms often have
no more  hardware,  software,  and  IS  staff  with  expertise.
Knowing this, an outsourcer could take advantage over the
firm and creates a  lock-in situation where  the  firm has no
other choice than to maintain the agreement and renew the
contract  at  high  price  with  the  same  outsourcer.  Lock-in
situation manifests often when there is a small number of IS
providers  since  their  bargaining  power  increases;[8] being
short of alternative source may only lead firms to be captive
and depend on their present providers.[12]

Different  mitigation mechanisms exist  to deal  with IS
outsourcing drawbacks such as 1) dual sourcing, 2) usage of
external  expertise,  and  3)  alternative  methods  of  dispute
resolution. First, dual sourcing means to find a way to deal
with more than one provider to create competition, leading to
lower  costs,  higher  performance  levels,  and  acceptable
service quality.[8] Second, as outsourcing assessment require
technical, legal, and management expertise, [1] IS consultants
and legal representatives can make things easier for the firm
in  negotiating  the  contract  and  protecting  its  position.
Finally,  as  dispute  resolution  methods,  mediation  (settle
disputes  through  a  facilitator)  and  arbitration  (where  an
independent third-party hear the dispute and impose a final
solution)  can  be  utilized  to  mitigate  IS  outsourcing
drawbacks.

Since  the  decision to opt or not for WS involves  the
assessments  of  computer  software,  hardware,  and  service
providers,  Table  3 presents a useful checklist for decision-
makers. The checklist brings up relevant questions that add
to the elements discussed earlier.

Table 3 Checklist for software, hardware, and IS service
providers assessments
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Software criteria:
▲Does the software meet all information needs and 
specifications?
▲Is the performance (speed and reliability) adequate?
▲Does the software contain adequate security control?
▲How many other firms use the software?
▲Are they satisfied?
▲Is the software compatible with existing information 
system?
▲Is the software user-friendly?
▲Can the software be demonstrated and test driven?
▲Will the provider supply software updates?
Hardware criteria:
▲Are the processing speed and capabilities adequate for
the intended usage?
▲Are the input and output speeds adequate?
▲Does the system have adequate communication 
capabilities?
▲Is the hardware based on the most recent technology?
▲Is the hardware compatible with software and 
peripherals?
IS service providers criteria:
▲How long has the IS service provider been in 
business?
▲How large is the provider?
▲How much experience does the IS provider has with 
the hardware and software?
▲Does the provider has a reputation for reliability, and 
timely support?
▲Does the provider has responsive, quality, and 
experiences staff?
▲How well the IS provider stand behind its products?
▲Will the IS provider put promises in the contract?
▲Will the IS provider supply a list of customers as 
references?
▲Does the IS provider supply training?

(Adaptation from Romney and Steinbart 2008, p. 618)

Sections  2  and  3  discussed  decision  models  and
presented  a  checklist  to help  decision-makers to make  a
wise  choice  on  WS.  The  next  section  will  examine  the
presence of Web assurance seals which may help to reduce
potential  and  existing  WS users’  concerns about   security
and privacy.

4 The presence of web assurance seals
Web  assurance  seals,  such  as  TRUSTe  or  VeriSign,

aimed to reassure online users that web transactions can be
secure. The presence of a seal on a website intended to send
a clear signal to users that the business is concrete and that
online transactions are conducted securely. Accordingly, the
appearance  of a  seal  confirmed that  the  website  has  been
certified by an independent third-party, thus users could be
reassured  that  their  confidential  information  are  protected.
The  rationale  is based on the  preconceived notion that  the
presence of a seal can help a website foster a relationship of
trust with users,  which in turn leads to increased consumer
traffic, transactions and ultimately, to increased revenue for
the site owner.

Notwithstanding  efforts  by  e-businesses,  surveys  still
indicated that users are reluctant to buy services on the Web
due to security and privacy concerns. Therefore, the presence
of assurance seals on websites may have a positive impact on
user behavior. A dozen of known seals exist but we limited
our examination to two well-recognized,  say VeriSign  and
TRUSTe.

4.1 VeriSign 

The  VeriSign  seal  authenticates  a  company’s  online
business,  encrypts  sensitive  data,  and  securely  processes
payments. It  offers users the capability to click on the seal
icon and link in real-time to a VeriSign server that verifies
the seals’ authenticity hence confirming business legitimacy.
The seal supplies both the B2C and B2B market. VeriSign
tracks all issued seals preventing websites from posting any
revoked  or  expired  seal.  VeriSign  products  enable
companies,  from  small  businesses  to  large  enterprises,  to
securely  buy  and  sell  products  and  services  online.  The
VeriSign seal is free of charge if a business already holds a
Secure  Site  certificate.  Thousands  of  websites  post  a
VeriSign seal.

4.2 TRUSTe

TRUSTe  main  characteristic  is  that  it  addresses  the
privacy concerns of users. The seal is awarded to sites that
adhere  to  TRUSTe’s  established  privacy  policy  of
disclosure.  The security procedures protect  users’ collected
information from loss, misuse, or alteration. If a site collects,
uses,  or  distributes  identifiable  information,  acceptable
transmission  protocols  (e.g.  encryption)  must  be  in  place.
Furthermore, websites that  display a TRUSTe privacy seal
agree to comply and endorse fair information practices with
regard to the collection of information in order to promote
the  Internet  as  a  trustworthy  environment.  Thousand  of
websites post the TRUSTe seal. 

Accordingly,  posting an assurance  seal  on its  website
may help a WS provider to reassure its potential and existing
users  that  services  offer  through the  web are  secured  and
privacy is protected. Assurance seal certification is a viable
business  solution  to  build  trustworthy  computing  over  the
Internet.

5 Factors  facilitating  the  WS
environment 

Some other factors may facilitate the WS environment
such  as  the  growing  expertise  of  Internet  users,  a  firm’s
reputation,  technological  advancements,  credit  card
industry’s initiatives, and new government regulations. Each
of these elements is discussed below.

5.1 The Growing Expertise  of Internet Users
and  Reputation  of  a  Brick  and  Mortar
Counterpart

An important element for WS is that users view trust as
a  dynamic  process.  The  more  user  interacts  with  a  given
website  for WS,  the more trust deepens and a relationship
strengthens.  Building  trust  in  a  WS  environment  can  be
measured as a  function of time. The longer the interaction
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with the same site the higher is the level of trust.
Also,  a  firm’s  reputation,  its  size,  and  presence  of  a

brick  and  mortar  counterpart  contribute  to  consumer
confidence. [4]  Established firms such as IBM and Microsoft
help to build trust in the WS industry.

5.2 Technological  Advancements  with  SET
and The Credit Card Industry’s Initiatives

The  Secure  Electronic Transaction (SET)  protocol for
electronic  payment  may  facilitate  the  usage  of  WS.  The
objective is to allow the payment of services purchased from
an  e-business  website  with  a  transaction  protocol  that  is
more  secure.  SET  encrypts  the  information  and  only  the
payment  gateway  can  decrypt  it;  the  merchant  could only
view the portion of the transaction that is relevant to them.
Accordingly,  based  on  the  SET  specifications,
confidentiality,  data  integrity  and  security  are  provided,
elements  among the  key  aspects  that  users  value  most  in
Web transactions. The only issue with SET is related to its
current implementation cost, an element that will be handled
in a near future.

To encourage the adoption of online security measures,
majors  such  as  MasterCard  and  VISA  launched  data
protection services.[13] MasterCard Site Data Protection calls
for  the  adoption  and  implementation  of  data  and  network
security  standard  for  e-commerce  transactions  through
websites. A security scanning tool assesses the vulnerability
in network infrastructure and determines flaws. In the same
line, VISA has developed the Account Information Security
program which helps retailers to protect sensitive transaction
information.[14] The  program  is  a  set  of  standards,  best
practices,  and  an  online  security  tools  to  evaluate  and
improve  the  security  of  the  information  systems,  business
processes, and websites.

5.3 Government New Regulations 

Existing  laws  address  issues  related  to  e-business
transactions.  For  example,  the  Fair  Credit  Billing  Act
protects  online  transactions.[15] Under  this  law,  consumers
have the right to dispute charges under certain circumstances
and  temporarily  withhold  payment  while  the  creditor
investigates. Some offer a guarantee that ensures users that
they  will  not  be  held  accountable  for  any  unauthorized
charges  made  online.  If  fraud  has  occurred  the  user,  as  a
victim, will not be held accountable.

In  Canada,  the  Personal  Information  Protection  and
Electronic Documents Act states that organizations can only
collect,  use, or disclose information for purposes for which
users have  given  consent  in the  course of any commercial
activity.[16] In other words, information can only be used for
purposes to which users have consented. As laws are being
developed, more and more websites will have to conform or
they  may  face  severe  prosecution.  With  time  we  may
anticipate  that  more  rigorous  legislation  on  privacy  will
apply  and  be  imposed.  Accordingly,  confidentiality  and
privacy issues ring up by potential or existing WS users are
mitigated by new regulations.

6 Conclusions
Web  services  can  be  used  to  integrate  in  a  cost-

effective way not related applications and connect business
partners. WS is considered as a dynamic and decentralized
platform  permitting  to  set  up  new  types  of  applications,
programming  languages,  then  forms  of  organizations. [11]

With WS,  computer users have now the alternative to rent
on  the  Web  the  necessary  applications,  hardware,  and
software, then pay the IS providers according to the level of
usage of services.

The study of these managerial mechanisms aims to help
managers  to  make  sound  decisions  related  to  WS  and
develop  trust  among  potential  and  existing  users.  In
examining  the  Outsourcing  decision  model  and  the  WS
environment,  some  observations  come  out.  For  example,
links connecting  WS with a  service  provider  can be  more
easily broken, and new ones created;[11] more specific,  if  a
hotel  service  utilized  in  a  travel  agent  application  is  not
performing to the level of service negotiated in the contract
service,  the  application  can  be  transfer  to  another  service
from another provider.

Users may more easily set up and maintain services and
business  relationships  by  mutually  contracting  service
agreements.  Doing  so,  the  presence  of  lock-in  situation
discussed  with  the  Outsourcing  model,  where  service
providers may have more bargaining power, can be reduced
considerably in a WS environment.

Another  observation is  that  Outsourcing contracts  are
signed for 10 years,  while  the  usual  subscriptions in  ASP
agreements last  for two-year.  Two-year contract creates an
incentive  for  WS  providers  to  invest  in  the  relationship,
otherwise  the  service  contract  will  not  be  renew.
Accordingly, users may have all the benefits to sign contract
for short periods of time, say 1-2 years, to make sure to get
satisfying  services  and  carry  on  only  agreements  with
reliable WS providers.

All  in  all,  it  remains  to  the  decision-makers’
responsibility to perform pertinent analyses to make a wise
choice on WS. The present paper aims to help them for such
analyses.
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Abstract - Threats against computer systems continue to
multiply, but existing security solutions that attempt to
keep the attacker out of the system are becoming unable
to keep pace with these challenges. In this paper we
discuss the application of military deception to defend
computer systems. Deception techniques enable the
defender to influence the attacker's selection of targets
and thus direct him to perform actions that reveal his
presence and intentions. We discuss techniques that
mislead attackers and cause them to take specific actions
that aid in the defense of a computer system. We then
focus on web servers, that are frequently attacked often as
a first step of a deeper intrusion into a computer network,
and present an architecture integrating deception into a
popular web server.

Keywords: Deception, Intrusion Detection, Intrusion
Response, Information Security, Information Warfare.

1 Introduction

Traditionally, security professionals have used two
strategies for defending against attacks in cyberspace:
identifying and fixing vulnerabilities and detecting attacks
before they inflict significant damage. They have focused
on keeping attackers from stealing data by actively
watching for intrusions, strengthening perimeter defenses,
blocking attacks with network technologies such as
firewalls, protecting against malicious software with
antivirus technology and relying on defensive signatures.

However, these techniques have their limits. In fact,
the Internet provides attackers with a common knowledge
base. They can research new vulnerabilities and find
systems that exhibit these vulnerabilities. Given enough
time and information an attacker can learn to circumvent
a firewall. An IDS will only provide information after the
attack has started, which often leaves little time to secure
all vulnerable systems, in effect forcing administrators to
wait until the damage is done. Then, their only option is
to make defensive changes and relaunch as quickly as
possible.

Recently, the thinking has evolved to the point where,
while keeping the enemy out is paramount, it is assumed
that attackers have gotten inside and will again. There is
growing sense that organizations need to be more
aggressive in fighting off intruders especially as the costs
of digital espionage keep increasing.

Web servers in particular are exposed to the public
and are easily examined by the outside world. An attacker
can take the time to traverse the site, understand how web
applications are coded and locate the defensive measures
that are in place which allows them to avoid being
profiled. This activity goes undetected because the server
sees it as the traffic of a legitimate user. The attacker may
continue the attack for example by locating dynamic
pages, especially those which accept form or query input,
derive boundary input cases and attempt to provoke an
unintended response from the server. By repeating this
process systematically, he obtains a list of all the
parameters that are either properly validated by the server
or not. He therefore obtains pages that are vulnerable
because boundary values of their parameters produce
calculation errors, fatal errors, or are injected into the
response without cleansing. He then attempts to exploit
these vulnerabilities by trying different attack vectors.
Being detected or blocked at this point is not an issue as
the attacker can continue the attack through another
proxy.

Among the most important web application
vulnerabilities, as they appear in the OWASP 2013 Top
10 project [17], are Cross-Site Scripting, Injection attacks
and Path Traversal. Injection attacks include attacks based
on input that may contain malicious code to be executed,
such as the SQL injection attack. They also include
Command injection, an attack that converts the
application into a system shell that executes the attacker's
commands on the operating system without even being
logged on. If the web application runs under root
permissions, then the attacker is able to run any possible
command. Path Traversal attacks rely on the "insecure
direct object reference" vulnerability which exposes a
reference to a file or directory without proper access
control check. The attacker can modify such a reference
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to access a file outside the web root directory.

2 Intrusion Defense Evolution

Deception is invaluable in warfare and other conflicts
as it can be used to trick an adversary into taking actions
that waste his resources or move his resources to make
them easier to attack. Deception-based defenses in
information systems have been in use for a long time,
from simple techniques such as the login process asking
for a password even when the supplied user account does
not exist, to the extensive use of honeypots and decoys
since the early 1990s.

Intrusion Deception is an extension of intrusion
detection and prevention with a primary purpose to
confuse, misdirect and frustrate maliciously driven
attackers. Early forms of Intrusion Deception techniques
include spoofing service banners, labeling system services
deceptively, routing threatening traffic to honeypot
networks, integrating decoy systems within critical
resources and placing tracking beacons on decoy files.

Intrusion Deception can create an environment where
the attacker is uncertain if he has succeeded in intruding
into the network and whether he has extracted the data he
was searching for. Ultimately, though, the intruder should
not even be aware of the deception. The goals of Intrusion
Deception can be either to keep the attacker on the system
in order to trace him or to make him leave. If the goal is
to make him leave then he must be induced to lose interest
or believe that he was successful in his attack. In either
case, if he leaves on his own, he is unlikely to come back.
In the end, Intrusion Deception costs more time to the
attacker (in fruitless attacks and extraction of false
information) than the defender and gives the defender
information about the attacker's tools and motives to
prevent the attack from causing damage. 

Honeypots

Honeypots were among the first deployments of
network deception. Honeypots appear to be a component
of a larger network architecture. In reality, though, they do
not contain any useful data and are often separated from
regular network resources. They serve no purpose, except
collecting data about attacks on them, and have no
legitimate users and consequently can be deceptive all the
time. However, they offer no utility after a successful
attack has already occurred.

Low interaction honeypots like Honeyd [6] basically
simulate the network protocols and respond to network
probes. High interaction honeypots respond to network

probes and permit logins and access to resources.
Honeynets are groups of honeypots, imitating an actual or
fictitious network, used to study how attacks spread from
one computer to computer. 

Honeypots can be recognized without deception,
since attackers can see a lack of normal file structure and
lack of temporary files. Several techniques are provided
in [4] that an attacker could use to detect honeypots.
There have been many proposals of deliberately deceptive
activities on honeypot networks to keep attackers busy.
Such activities include configuring the router to respond
to many fake IP addresses, and augmenting the honeypot
with a virtual storage system. These are a simple passive
form of deception. In addition, honeypots do not follow
an important principle of conventional warfare, that
deception should be integrated with genuine operations.
As argued in [14,15], deceptive tactics are more effective
on real systems.

Typical honeypot deployments include:
a) a minefield, where honeypots exist among regular
servers, possibly containing some of the real server data.
An example deployment is placing honeypots among
servers in the DMZ to capture attacks against the public
servers and also servers in the internal network. This
deployment can be effective against intruder stealth
scanning ("slow scans") which may not set off an IDS
system but will be detected by the honeypots.
b) a shield, where each regular server is paired with a
honeypot deployed in a DMZ. A firewall redirects the
network traffic according to the shielding policy: regular
traffic is directed to the server while any suspicious traffic
destined for the server is instead sent to the honeypot
shield. The honeypot typically mirrors some noncritical
content of the regular server to increase its deception.

Sticky Honeypot (LaBrea) is another deception
technique used to protect networks and some applications.
It takes over unused IP addresses, and creates virtual
servers that are attractive to worms, hackers, and other
denizens of the Internet. The program answers connection
attempts in such a way that the machine at the other end
gets "stuck", sometimes for a very long time [5].

3 Deception Strategies

Deception in computer systems relies heavily on the
principles of deception in military conflict settings.
Several types of military deception have direct application
in computer systems, such as feints, lies, disinformation,
ruses, concealment, camouflage, and manipulation of the
adversary by insight into their reasoning and goals [3]. In
a similar fashion, information systems can lie, cheat, and
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Figure 1. Deception plan deployment

mislead attackers to prevent them from succeeding [15].
Such deception can rely on minimal resources to be very
effective in creating deceptive delays (to allow setting up
a permanent defense to time-critical attacks) and
defensive lies (to manipulate attackers). 

Just as in military conflict, deception in computer
systems is a way to foil attacks. Deception may convince
an enemy to go away without any fight most probably to
avoid an all out defeat. However, the ultimate success of
deception in computer systems occurs when the enemy
goes away thinking he has succeeded. A computer system
can achieve this by relying on intrusion detection to
monitor suspicious user behavior. As suspicious activity
increases, the system increases its deceptive measures,
keeping the attacker fooled as long as possible, tying up
his resources, and allowing him to believe he is successful
while reducing his chances of successful attack. Simple
excuses can be combined to create deception: the file
system has crashed, the required software has bugs,
network parameters are incorrect, security policy is in
effect, the attacker action caused the system to
malfunction.

Planning is essential to deception because most often
defensive lies and delays require consistency. The system
needs to maintain, and be able to reason about, what has
been presented to the attacker so far so it can decide what
deceptive action to take next. For example, once network
problems are used as an excuse to deny or delay some
request, the same excuse (or similar evidence of network
problems) should be given to following requests of the
same type by the attacker. In other situations, an earlier
excuse may not be sufficient for a subsequent refusal to a
new request by the attacker. For well-defined situations
resulting from known attacks a detailed plan may be
constructed [10]. Otherwise alternative excuses may be
ranked and selected [15]. [2] used attack graphs to guide
the activities of attackers based on situation-dependent
lies. The objective of the plan is to minimize damage to
the system and can be characterized by the probability that
the attacker goes away either having given up or thinking
he has succeeded in his attack. Figure 1 shows the basic
flow of engaging an attacker using a deception plan.

While planning of consistent deception actions is
essential, inconsistent deceptions are also useful [13]. A
consistent deception builds a fake reality that still
functions under the rules of reality so the attacker does not
see the deception. An inconsistent deception attempts to
disorient the attacker. He will realize the inconsistency,
even the deception, but will not know which of his
observations relate to the real system and which to the
deceptions. One possible outcome is that the attacker will
leave without causing any damage to the system.

4 Decoys

Deployment of decoys in computer systems follows
the basic idea of filling the attacker's search space with
decoys so that detection of real targets becomes difficult.
One common deployment of decoys is to defeat
penetration testing tools used by attackers that probe
target servers looking for vulnerabilities. Penetration
testing tools identify operating system and server types
and versions and provide facilities to perform attack
sequences against identified vulnerabilities in the target
system. However, these tools have characteristic
behaviors which make them readily identifiable by the
targets of their attacks. The defender can then simulate a
variety of server characteristics and services (decoys) so
that the attacker makes errors differentiating between real
and fake targets, and is lead by the defender down
defender-designed attack graphs that cause the attacker to
waste resources or deceive him into thinking he is
succeeding.

In general, decoys are constructs which contain data
that appears valuable but is in fact fake. They may be
files, web page elements, fake data flows injected into a
network, or fake but believable user activity on a server
[1]. Figure 2 shows the basic network architecture.
Decoys may contain random data or bait information
which the attacker may attempt to use at a later time. They
are effective because attackers lack the thorough
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Figure 2. Deception architecture

knowledge of the target system which authentic users
have. Authentic users can distinguish or remember which
resources are real and which are fake, and have no reason
to access inauthentic decoys with no useful data, while an
attacker will have difficulty differentiating decoys from
desirable data. Decoys are able to defeat low quality
attackers without interfering with normal users and can
quickly indicate the presence of an attack. The target can
respond by increasing security measures against the
attacker including escalating its deception profile.

Intelligent software decoys are special type of decoys
or agents that protect objects from unauthorized access
[11,12]. If an attacker attempts to access an object in a
way that does not conform to the interface specification of
the object, then the object changes its behavior from its
normal operating mode to a deception mode. In deception
mode the object attempts to deceive the attacker into
concluding that its violation of the interface specification
has been successful. In general, responses of such
software decoys include maintaining the interaction with
the attacker to learn about the nature of such interactions, 
terminating the interaction or even treating the attacker as
a cybercombatant.

Effective decoys have certain characteristics [16]
which enable them to maintain deception against attackers
without affecting normal users. Decoys must be believable

with name, content and attributes that are realistic; but it
also must be variable, exhibiting as much variability as
normal documents in the system, so that they are not
easily detected by simple pattern-recognition processes.
Decoys must be conspicuous and enticing so that they are
located in places where the attacker will most probably
search; but they also must avoid confusing the normal
users or obstructing regular activities on the system. The
operating system must be configured to make any decoy
access detectable; use of decoy contents by the attacker

can also serve as an alarm. Finally, decoys must be
updated regularly to keep them believable, conspicuous
and enticing.

5 The role of deception in Web attacks

There are many reasons why web servers are
frequently attacked:
• Most of the application code (with vulnerabilities) is
public on the website. 
• The web server offers the quickest pathway to
infiltrate the company network.
• The web server is largely undefended, reducing the
possibility that the attacker will be detected.
• The skill level required to exploit known web server
vulnerabilities is low because attack scripts are available
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to download.

It is challenging to respond to Web application abuse
because attacker probing is mostly invisible to intrusion
detection systems, and cannot be easily distinguished from
normal user behavior. Organizations maintain a layered
defense in the form of network firewalls, intrusion
protection systems and web application firewalls primarily
based on signatures and anomaly detection. These security
technologies are useful in blocking the known attacks but
are not sufficient to prevent intrusions from unknown
attacks for which no pattern exists. 

While organizations can continue to rely on layered
defenses, embedding deceptive technology into the web
server can be used to block and misdirect attackers before
they succeed in their attacks. Most web server attacks start
with a malicious user or automated tool probing the
website for information leakage or potential
vulnerabilities. Subsequently, any attacker attempt to
exploit a vulnerability activates an alarm that intercepts
the attacker's communications and transmits back
misleading information. For example an attempt by the
attacker to use boundary input cases on forms and
provoke an unintended response from the server causes an
embedded code fragment (a code landmine) to fire and
activate an alarm.

Deception in the web server relies on several
components:
• The application can contain fake code, fake form
fields and fake files.
• Landmine code which generates alarms when any
attempt is made to access it.
• Spoofing network data sent to attackers
• Dynamic rerouting of attacker traffic for asset
protection
• Identifying the attacker's actions based on his
interaction with landmine code.
• Recording the attacker's actions after an alarm is
activated.
• Interaction with other deployed security technologies.
• The ability to tag attacker's browser so he can be
identified in future attacks.

Deceptive activities must attempt to control the attack
by sending the attacker fake information such as fake file
containing incorrect data, worthless password files or
incorrect application responses. Furthermore, deception
can be enhanced by increasing the investment in time and
effort the attacker need to make to continue the attack. For
example, a typical account lockout policy that blocks an
attacker after five failed login attempts can be replaced by
a deceptive one whereby the attacker is presented with a
higher-level authentication after three failed attempts. If

he attempts to defeat the authentication, the server
assumes that it is under attack and slows down the
response to the login attempts. Finally the server allows
the attacker to login even with an incorrect password and
redirects all traffic to a honeypot. As a further example, an
attacker may attempt to manipulate form fields that are
protected by landmine code. When unusual behavior
generates an alarm, all attacker traffic is redirected to a
virtual sandbox created dynamically for the attacker and
presenting a fake but believable web site. Similarly,
landmine code can cause an alarm when an attacker is
attempting to exploit an SQL injection vulnerability. At
that point, deceptive code can start leaking other fake
database-related data, possibly encrypted but appearing
enticing to the attacker, such as password hashes which
when broken reveal passwords that either do not work or
are associated with fake accounts that feed more fake
information.

Decoys can be put to effective use in the protection of
a web server through deception [7,8]. Decoys exist as a
large collection of fake virtual machines, and detection
points: fake server files, fake parameters, fake functions,
fake inputs and fake configuration files that appear to end
users and attackers as part of the application itself. If an
attacker attempts to communicate with a decoy virtual
machine the suspicious activity causes an alarm.
Similarly, if while probing a web site an attacker touches
a detection point an alarm is generated. Detection points
include link traversal, such as searching the application
for links to hidden resources; attempts to search protected
directories; header abuse; illegal request method such as
non-standard HTTP methods; input parameter
manipulation such as form inputs, injection and cross-site
scripting attacks; attempts to manipulate application
behavior through query parameter abuse; error codes such
as suspicious application errors or unexpected response
codes; suspicious file requests such as filenames with
known suspicious extensions, prefixes, and tokens;
requests for directory configurations, passwords, and
protected resources; login attempts with invalid
credentials; attempts to crack authentication; and cookie
abuse.

For example, in a directory traversal attack, an
attacker uses a automated custom spider tool to create a
map of all the hidden files and directories that are present
on the web server, with the intention of discovering and
mining sensitive information such as passwords and
configuration settings. These hidden files are not linked
from anywhere in the site because they are intended to be
accessed by the public, but spider tools can attempt to
discover them using a list of common names of these files.
A decoy that triggers an alarm when a directory traversal
attack is detected can respond that the requested files do
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Figure 3. Deceptive web server architecture

exist and can cause an arbitrary number of fake files and
directories to be presented to the attacker, essentially
creating a loop for the attacker that can last forever.

Deception in a web server creates a layer of code that
forces attackers to reveal themselves but remains invisible
to normal users. Once an attacker is identified, he can be
tracked or slowed down or blocked. The ultimate effect is
supplying the attacker with misinformation, a sequence of
fake responses and data to exploit that gives the attacker
the impression that he is successful while he is attacking
a deceptive server.

Figure 3 shows the architecture of a web server
integrated with deception modules. The basic web server
functionality draws from the Apache design as described
in [9]. Apache is using a modular approach to process an
HTTP request allowing a module to handle a particular
task but ignore other aspects of the request that are not
relevant. At its core is the content generator. Modules
register content generators by defining a function

referenced by a handler configured by directives in the
configuration file httpd.conf. A request goes through
several phases in the metadata processor before being
processed by the content generator. These phases examine
and change the headers of the request to verify access
rules, map the request to a file or script, and determine the
proper content generator. The logging phase takes place
after the content generator has sent the response back. In
Apache, new modules can be developed and inserted into
any of the processing phases described above. A module
defines a function and, through the proper hook, tells
Apache to call the function at the appropriate processing
phase. Figure 3 shows a single deception module inserted
between the metadata processor and the content generator.
However, it is possible to create multiple deception
modules and insert them between different Apache phases
for even finer control of the deception. Figure 3 shows the

deception module communication with the decoys and the
IPS to receive alarms and modify the content sent as part
of the server's response to the attacker. The deception
module may also decide to redirect the attacker traffic to
a honeypot when it is determined that the deception has
not been successful. For even finer deception control,
some of the decoy functionality could become part of the
content generator in the form of additional modules.

6 Conclusion

Defense techniques based on deception can be
beneficial if the deception is maintained successfully for
the proper amount of time, leading the adversary to
conclude that he has been successful, when in fact he is
not. In this paper we examine the architecture of a
deceptive web server that integrates intrusion detection,
decoys, virtual honeypots and a deceptive content
generator that detect the attack, trap the attacker and keep
supplying him with misinformation, a sequence of fake

responses and data to exploit. Deception technology is
thus an additional, increasingly effective, layer of defense
against ever more sophisticated attacks that succeed in
bypassing the traditional defense layers of firewalls and
intrusion prevention systems.
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Abstract - In this study, we implemented a novel 

recommendation application for webpages. Our proposed 

application based on network traffic can recommend more 

valuable webpages to users. In this application, we used a 

special router that captured the packet stream directly. The 

scoring index used to make effective recommendations was 

based on the similarity, appearance frequency, and viewing 

time, which could only be captured by the network router. Thus, 

it was necessary to identify users to analyze their viewing time 

of webpages, which was achieved using their IP address and 

HTTP headers. We evaluated our proposed application by A/B 

testing and checking whether the browsing history of a user 

was tracked correctly. This demonstrated that our method 

identified users and that they preferred the recommended 

webpages while using our proposed application based on the 

viewing time. 

Keywords: recommender systems, content-based filtering, 

network traffic analysis, viewing time, service-oriented router 

 

1 Introduction 

  The amount of information that travels across the Internet 

has increased dramatically in the past few decades because of 

the huge growth in the number of Internet users. People use the 

Internet to share information related to entertainment, social 

networking, education, and business. With the improvement in 

richness of Internet services, Internet users have had access to 

massive amounts of data. However, this can be problematic 

because users become confused if they are given too much 

information. This is why users need to limit the amount of 

useful information they can obtain in a day. If users cannot 

access useful information instantly, they may waste their time 

accessing useless information.  

 To address this problem, data mining technology has 

been introduced for finding valuable and newer information in 

large information databases both effectively and efficiently. In 

particular, many companies use this technology to analyze 

correlations and trends when mining past sales data, and they 

can utilize the mined data to improve their business outcomes. 

Data mining technology allows a particular company to capture 

the attention and to attract users by recommending appropriate 

products. A recommendation service is a method that provides 

suggestions for products or services that users may like. With 

the support of recommendation services, users can access the 

required information instantly.  

 The Amazon recommendation service is a well-known 

service. Amazon provides a recommendation service that 

recommends items to users who are looking at a particular 

product, i.e., “Customers who bought items like this also 

bought”. This recommendation service makes it easier for the 

user to find the product they want. Several companies that 

provide a recommendation service also incur additional 

benefits because the recommendation service shows items with 

a higher probability of being purchased by customers. 

Recommendation services are used by shopping websites and 

also by video-sharing websites such as YouTube and search 

engines such as Google. For example, the Google search 

engine suggests possible search queries while users are 

entering query keywords in the search box.  

 In general, there are two different methods for gathering 

information for recommendation services: server-based and 

crawler-based methods. Server-based recommendation services 

can obtain limited information based on the browsing history 

and buying history of users. In this method, the basic 

information used by the recommendation service can only be 

obtained from the server by crawling the Internet. Therefore, 

this method cannot use information, which is not stored on the 

server. If a recommendation service provider uses this method, 

the quality and coverage of the recommendation service can be 

improved by using analytical information from the servers of 

service providers. In addition, information is transferred over 

the network for sharing with different servers. However, this 

increases the network traffic. Special applications are also 

required to record a log of network transactions and to share 

information with servers that provide services. Crawler-based 

recommendation services analyze the link structure of 

webpages and obtain information from network itself. Indeed, 

this is the main cause of increased network traffic.  

 In this study, we propose a router that functions to route 

packets but that also collects the payloads of packets. This 

router is referred to as a Service-oriented Router (SoR) [1] (Fig. 

1). SoR can capture all of the information transferred over the 

Internet. When packets pass through SoR, it analyzes the 

packets and stores selected contents of the packet as well as the 

timestamp and IP address of the packet. The data obtained 

includes information about who did what, when, and where. 

This can be used to provide high-quality services to Internet 

users.  

 In this paper, we propose a new recommendation service 

based on the features of the SoR. This service can recommend 

webpages to users based on the keywords they type in a form. 

In particular, we exploit the viewing times of webpages as an 
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index for this application. The viewing time is the duration of a 

visit to a webpage. The viewing rate of TV programs is a 

similar metric to the viewing time. This viewing time of 

webpages can be regarded as a critical value for making an 

index of search engines and recommendation engines. This 

information can only be obtained when using SoR as a network 

router. There are alternative methods for measuring the 

viewing time, but other methods have limitations when 

gathering information. For example, the viewing time cannot 

be captured simply by using an access log obtained from a 

particular single host. SoR can measure any type of viewing 

time on webpages, regardless of the access log and type of 

service. Our proposed application uses the viewing time 

captured by the SoR, which can be used to provide services 

that will be indispensable for Internet users. 

 The structure of this paper is as follows. Section 2 

describes related work in this study area with a focus on how to 

utilize access logs. Section 3 presents our method of gathering 

information from network traffic. Section 4 describes how we 

obtain the Uniform Resource Locators (URLs), titles, and 

viewing times of webpages. This section also introduces the 

algorithm used by the proposed recommendation application. 

Our experiments and evaluation are presented in Section 5. 

Finally, the conclusions are given in Section 6.  

Service-oriented Router

Information is gathered 
in a router

 

Fig. 1. Service-oriented Router 

2 Related work 

 Mihara et al. proposed a method for measuring the 

viewing time by analyzing the access logs of a web server [2], 

where the access log of a web server was analyzed to 

determine the access history of a user. The timestamp, given by 

the intermediate time between two HTTP requests in a 

sequence, was used to estimate the viewing time of the 

webpage. The viewing time of each webpage was divided into 

three categories. If the viewing time was less than 30 s, the 

weight of the webpage was 0. If it was more than 30 s, the 

weight of the webpage was 1. Using this estimation method, 

there was a situation where it was impossible to calculate the 

viewing time. For example, the viewing time of the last 

accessed webpage could not be calculated. The weight of such 

webpages was 2. Based on this weight, the user’s underlying 

essential aim of browsing could be estimated based on a 

comparison with a similar browsing history, except the 

information related to the viewing time. Based on the patterns 

derived, the interests of users could be determined by 

analyzing the webpages that users visited for longer periods. In 

another study, Xu et al. proposed a recommendation system 

that recommended webpages to users from a bunch of pages on 

its website [3]. The data used for making recommendations 

was based on the access logs captured at Dhaka University. 

The proposed ranking algorithm had three variations. First, a 

ranking algorithm conducted a sort-by-frequency among the 

browsed webpages. The second algorithm conducted a sort-by-

frequency of the webpages that redirected to another webpage 

on the target server. These webpages appear in the HTTP 

REFERER property of the redirected webpage. The third 

algorithm conducted a sort-by-similarity between the visited 

webpages and other webpages. The similarity between 

webpages was based on the cosine similarity. The appearance 

rate of words in a page was used to calculate the vector of the 

cosine similarity. Internet users who employed this ranking 

service could access information more easily and could reduce 

their web viewing time. In another study [4], the browsing 

history of users on a certain host was obtained by analyzing the 

access logs of a web server. Based on the number of browsed 

webpages and links on a webpage from other webpages, the 

weighted score of a webpage was calculated. Using the weight, 

a primary webpage was recommended to users. In another 

study [5], a website was designed to explain the process of a 

student experiment as a class on a course. In this study, the 

viewing times and transitions among webpages were obtained 

from their access log at Tohoku Gakuin University. The author 

estimated how the processing of the experiment was 

accomplished by each student and whether the students 

experienced difficulty in the experiment when using the access 

history. The webpage described the process of the experiment. 

The access log included the student ID, which was added by an 

authentication process on the website. The viewing time of a 

page was calculated based on the differences between the 

timestamps of consecutive page accessed by the same user. 

This information was used to improve the context of the 

webpages to increase the understanding of the students. 

Shimizu et al. confirmed these effects by considering the 

viewing times of webpages [6]. For example, they assumed that 

pages with longer viewing times were more popular. They 

verified this assumption using the manually obtained viewing 

time and a questionnaire. 

3 Layer 7 analyzer : NEGI 

 As described in the previous section, existing methods do 

not use the web access contents. Thus, it is possible to improve 

recommendation services using the information extracted from 

these contents. In a network router, it is necessary to 

reconstruct the packet streams to obtain the contents based on 

the TCP/IP streams. This reconstruction on a router can 

provide site-independent recommendation services because 

these contents are captured by a router and are not based solely 

on a specific server. 

 We implemented middleware as an API to capture and 

reconstruct the packet contents. This middleware was designed 

using C/C++ and is known as NEGI [7]. A flowchart of this 

software is shown in Fig. 2. The IP/Port filter determines 
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whether the incoming packets should be processed depending 

on the IP address and the port number. This judgment is based 

on the five-tuple (source IP address, destination IP address, 

source port, destination port, and protocol) of each packet. 

 Many streams exist in a core network, and the streams 

arrive at a router in a perfectly mixed state. Therefore, packets 

that belong to a specific stream do not always arrive at a router 

sequentially, i.e., a situation should be considered where the 

packet of stream B comes after the packet of stream A. In this 

situation, the packet processing is frequently interrupted in a 

router. This interruption consumes a large amount of memory 

when storing all of the incomplete packet streams. To address 

this problem, we applied a processing scheme with a context 

switch to the TCP stream reconstruction process. 

 When the processing of a packet in stream A is finished, 

the ongoing status is stored in the context memory. This status 

is reused when a packet in stream A arrives at the router again. 

By repeating this context switching process, the TCP stream 

can be reconstructed. During the TCP stream reconstruction 

process, packets with the HTTP 1.1 protocol are decoded by 

the L7 decoder module. After HTTP 1.1 decoding, the packets 

are ready for the next extraction process. During this process, 

the important parts of the stream are extracted using a string 

extraction filter based on the user’s query request. If the 

contents match the user query, the filtered content is stored in a 

database. The data size or range of this extraction process is 

also given by a user. The process used for insertion into the 

database is achieved without waiting for the end of the TCP 

stream reconstruction process. When the last packet of a stream 

has been processed or if the stream is incomplete, the dedicated 

entry into the context memory is discarded. The proposed 

recommendation application uses the relations in this database, 

which is constructed using NEGI. Table I shows the columns 

used by the database. 

 

Fig. 2. Flowchart of NEGI 

TABLE I.  COLUMNS AND THE RESULTS IN NEGI 

Column Explanation 

Stream ID ID of each stream 

Timestamp Time of passing through a router 

Source IP address Source IP address 

Destination IP address Destination IP address 

Source port Source port number 

Destination port Destination port number 

Pattern Matching string pattern 

Result Characters stored in the database 

4 Recommendation application 

The proposed application employs three processing steps (Fig. 

3). The first step is TCP reconstruction and the extraction of 

the network streams. The second step is the extraction of URLs 

and other information required by the proposed 

recommendation application. The final step is making a 

recommendation to users with the proposed application.  

Analysis of Network Traffic (use NEGI)

Obtaining of URLs

Calculation of scores for recommendation

Network Traffic

Step 1

Step 2

Step 3

Output to users
 

Fig. 3. Flowchart of the recommendation application 

4.1 Application design 

We implemented a recommendation application based on 

the stream contents captured by a network router. The network 

traffic, captured by the network router, was executed by NEGI, 

which is software used to analyze TCP streams. The stream 

capturing library, libpcap, was used in NEGI. NEGI can 

monitor the Ethernet port on a server directly and it provides 

on-the-fly analysis. NEGI is now available on an ALAXALA 

router by using a service module card, and is also available on a 

Juniper router using junOS V App Engine. In this evaluation, 

we used the stored dataset from the network stream captured in 

our laboratory to evaluate the same network steam dataset. TCP 

reconstruction was performed using a pcap file captured on 

March 18, 2013, via the gateway to our laboratory. 

The goal of this application is to provide a URL 

recommendation service to Internet users so it should retrace 

URLs from the packet transactions in the captured network 

traces. An accessed URL can be obtained using the “Host:” 

header and the “GET” method in HTTP. For example, 

if “Host:” is “www.yahoo.com” and “GET” is “/”, the obtained 

URL is “www.yahoo.com/”. The other retrieval conditions 

were “<title”, “<h1”, and “Referer:”. “<title” and “<h1” were 

used to estimate the similarities between a webpage and a 

user’s query.  

“Referer:” is an HTTP header field that identifies the 

address of the webpage, which is linked to the resource being 

requested. After checking the “Referer:”, the new webpage can 

determine where the request originated. Table II describes the 

results of NEGI for each search condition as an example. 

During the practical application of these results, the useless 

parts of the results are omitted. 

   NEGI uses these retrieval conditions and its results are 

stored as strings in a database. NEGI obtains the URLs, the 

contents of a webpage linked by a URL, and the viewing time 

for each webpage from this database. The URLs of webpages 

are obtained by combining the results of “GET” and “Host:”, as 

described earlier. In this application, the contents of a webpage 
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are substituted by combining strings, which are tagged with 

“<title” and “<h1” as a retrieval condition. 

 It is difficult to analyze the relation between a URL and 

its contents. The URL can be used to analyze a request from a 

user to a server. The related contents of the URL can be used 

to analyze a reply from a server to a user. These accesses 

belong to two different packet streams. The proposed 

application should relate the request access to the reply access. 

To achieve this relating process, the proposed application uses 

the source port number and the destination port number. It 

memorizes the port numbers included in HTTP requests. Next, 

if the port numbers in the request access and the inverse port 

numbers in the reply access are the same, these two accesses 

can be regarded as a request-reply pair. 

TABLE II.  EXAMPLES OF EXTRACTION RESULTS 

Search condition Result 

GET / HTTP/1.1\015\012Host: www.yahoo... 

Host: www.yahoo.com\015\012User-Agent... 

Referer: http://jp.msn.com/?rd=1&ucc=JP... 

<title >Yahoo !</title>\012\011<base href... 

<h1 ><a href...>Yahoo !</a></h1></div>... 

4.2 User identification 

 Next, we present the method used to obtain the viewing 

time. The viewing time of a specific webpage is calculated 

based the difference in the access timestamps of two 

consecutive HTTP requests by a user. However, it is possible 

that people in the same domain, such as companies or schools, 

may have the same IP address when using Network Address 

Translation (NAT). In this case, this method cannot identify the 

individual user because a router in a middle of the Internet 

cannot know the private IP address. 

 In order to address this misidentification problem, the 

URL and host name are used in the access history. We propose 

an identification method that uses the URL and host name 

information based on an access example. Table III shows the 

access example obtained using information in the router. Three 

accesses have the same global address. These three accesses 

may have different private addresses within an NAT domain. 

However, a router outside of the domain cannot use the private 

IP addresses. The viewing time is calculated using only the 

difference in the global IP address and the viewing time of the 

first webpage is 7 s. 

 However, the users of #1 and #2 are different. Thus, the 

actual viewing time should be 18 s for the access of page #1. 

Therefore, we have to identify the users to obtain the correct 

viewing time. To facilitate this identification, “Referer:” is 

used, which holds the previous URL browsed by a user. Based 

on “Referer:”, the users of #1 and #2 can be distinguished. We 

can identify users with the same IP address based on this 

technique but identification with “Referer:” is not a perfect 

method. When a user browses webpages from the same host, 

these requests do not have correct “Referer:” information. To 

compensate for the correctness of user identification, the host 

name is used in the browsing history. If the base host name of 

the URL (a host’s Fully Qualified Domain Name) is the same 

as that of previously accessed page, the application assumes 

that a single user accessed both pages. Using these methods, 

the proposed application can track the access history of 

webpages by identifying the users. 

 Even if the proposed application uses these methods, 

there is a possibility that the viewing time of frequent 

webpages cannot be obtained correctly. However, the proposed 

methods can focus on the webpages that result from search 

engines rather than the pages of a search engine itself. If two 

different users from the same global IP address in the same 

NAT domain enter the same keyword into the same search 

engine, the two users cannot be identified correctly and the 

proposed application cannot obtain the correct viewing time. 

Moreover, if a user employs multiple browser applications or 

multiple tabs in a browser application, the user does not pay 

attention to all of the active webpages. These problems were 

not considered in this study. 

TABLE III.  EXAMPLES OF SITUATIONS USING PRIVATE IP ADDRESSES 

# URL Timestamp 

1 http://www.keio.jp/index.html 2012-10-11 10:22:30 

2 http://www.westlab.jp/faq.html 2012-10-11 10:22:37 

3 http://www.keio.jp/members.html 2012-10-11 10:22:48 

4.3 Recommendation process 

An algorithm is proposed for obtaining URLs and viewing 

times, which is based on the access history. Figure 4 shows the 

flowchart for the URLs, viewing times, and the titles of 

webpages. The proposed application employs SQL to use the 

access history managed in the database described in Table I, 

and it reads the access history sequentially based on the 

timestamp. If an access includes “Host:”, “GET”, or “Referer:” 

in the HTTP 1.1 header, it finds the next access by reading the 

table in the database repeatedly. This process is based on the 

proposed “/method using the URL and the host name because 

the URL of a webpage is generated by combining the results of 

“GET” and “Host:”, as described earlier. However, there may 

be a situation where “Referer:” does not exist in certain HTTP 

requests. If it exists, the “Referer:” is memorized.  

A webpage contains the HTML source file as well as 

pictures and advertisements. These URLs are not necessary for 

tracking transactions during a user’s web accesses. To avoid 

these URLs, a URL blacklist is applied by the proposed 

algorithm. If strings at the end of the URL include the 

extensions of images files, such as “.png” and “.jpg”, the URL 

is ignored. After checking the URL blacklist, the existence of a 

“Referer:” is checked. If it exists, the coordination of relevant 

accesses is achieved by using the “Referer:” of the target access 

and the URLs of webpages stored in the memory as past 

accesses. During this matching process, the IP addresses are 

also checked and they should be same. If the target access does 

not match any of the URLs in the database entries, the same 

process is used to check the host name in the database entries. 

If the target access does not match any of the host names, the 

webpage is regarded as the origin of browsing for a user. 
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Fig. 4. Flowchart showing the acquisition of URLs and viewing times 

The URL, “Referer:”, host name, and timestamp are stored 

in the database with the key of the destination IP address, the 

user number (user ID), and the URL number (the number of 

URLs for the user). If the “Referer:” or host name of an access 

match entries in the database, the access contents are stored 

into the database with the key of the destination IP address, the 

number of matched users, and the number of URLs for the user 

+ 1. In addition the URL is stored in the database with the key 

of the destination IP address, the source port number, and the 

destination port number because the packet stream of a HTTP 

request and that of a HTTP response are different streams. 

Therefore, when storing the database, the URL is associated 

and managed with the destination IP address, the source port 

number, and the destination port number. 

If a webpage contains “<title” or “<h1” and it matches the 

key of the source IP address, the destination port number, and 

the source port number, the entries in the title tags are obtained 

and stored in the database. When matching the key, the source 

and destination IP address are exchanged. This is because the 

IP address set in a HTTP request from a client to a server is 

simply inverted, compared with the relevant IP address set in a 

HTTP response from a server to a client. 

When the matching process is complete, all of the access 

flows for each user can be resolved. Based on this flow, the 

viewing time of each webpage can be calculated based on the 

difference in the timestamps between two consecutive accesses 

of the webpage. Thus, information such as the timestamp, 

source IP address, destination IP address, URL, contents, and 

viewing time of the webpage are inserted into the database. 

Using the information stored in the database, our proposed 

application provides the result as a recommended webpage. 

4.4 Scoring in the proposed recommendation application 

A recommendation score is calculated based on the 

information stored in the database. The application 

recommends URLs and locations to a user based on the query 

input as the retrieval condition. The application recommends a 

URL to the user, which has a higher score than others 

calculated by using the similarity index for the query input, the 

access frequency of URLs, and the viewing time of the URL. 

The similarity is calculated using the cosine similarity for the 

query and the contents (title and h1) of the URL [8]. The query 

and the URL are expressed as a vector and its dimension is 

equal to the number of query terms. Each element of the vector 

denotes the value of TF-IDF, which is a weight used by natural 

language processing. TF-IDF is the product of the Term 

Frequency (TF), i.e., the number of appearances of a term on a 

certain webpage and the Inverse Document Frequency (IDF), 

i.e., the log value of the Document Frequency (DF) divided by 

the number of documents. DF is the number of webpages that 

contain at least one query term. TF expresses the degree of 

importance of a term. However, articles, prepositions, 

conjunctions, and other frequently appearing terms have a high 

TF value because of their frequent usage. Therefore, the TF 

value is multiplied by the IDF, which represents the rarity of a 

term in all webpages. Therefore, the value of TF-IDF is larger 

when the term appears frequently on a webpage but rarely on 

other webpages. The equations used to calculate TF-IDF are as 

follows: 

t
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tqordtqordt idftftfidf  ,,                     (2)  

      where idft denotes the IDF of a term and N is the total 
number of documents in the original definition. In this study, 
documents refer to webpages tagged with a title or h1. dft 
denotes the DF of the term. tfidft, d or q denotes the TF-IDF of a 
term in a document or a query input submitted by a user. tft, d or q 
denotes the TF of the term in a document or a query. The 
equations used to calculate the cosine similarity between the 
document and the query are as follows. 
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In these equations, sim(d,q) denotes the similarity between 
the document and the query. V and |V| denote the vectors of the 
document or the query and the size of vector V, respectively. 
The elements of the vector comprise the TF-IDF values of each 
term. To consider the number of browsed webpages and the 
viewing times of webpages, the frequency of accesses to a 
webpage is normalized using the total number of accessed 
webpages, which includes at least one query term. In the same 
way, the viewing time is normalized using the total viewing 
time. The score is calculated using the following equation: 

t

d

f

d

N

t

N

f
qdsimqdscore  ),(),(                 (4)

where score(d,q) denotes the score of each webpage that 

matches the given query. fd and td denote the access number and 

viewing time of the document, respectively. Nf and Nt are the 

total frequency and viewing time for webpages that match the 

query, respectively. The application generates a list of URLs 

and allocates high scores using the proposed method. In the 

evaluation, a practical comparison was conducted that used the 

recommendation application without the viewing time like a 

conventional method and with viewing time according to the 

proposed method. The scoring equation (scorewv(d,q)) for a 

conventional recommendation without considering the viewing 

time is as follows. 
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d
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f
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5 Experimental evaluation 

The specifications of the host computing PC used to execute 

the recommendation application are shown in Table IV. In this 

study, two experiments were conducted. The first experiment 

verified the tracking correctness for the user browsing history. 

The other experiment was an A/B test of the recommendation 

application. As described earlier, a recommendation application 

that did not consider the viewing time was used for comparison. 

TABLE IV.  EXPERIMENTAL ENVIRONMENT 

Machine Intel Xeon X5650 

CPU Frequency 2.67 GHz 

Main memory (DDR3) 32 GB 

OS Debian 6.0.4 

Development language C++ 
 

In the first experiment, we evaluated the user identification 

accuracy. In this evaluation, we assumed that there were two 

users with one IP address. Each searched for different 

keywords at the same time and browsed various webpages. We 

actually perform the experiment based on this assumption. The 

network traces were captured using libpcap. 

Next, we evaluated the effectiveness of the recommendations. 

In this evaluation, we used the network traffic of the three users. 

The three users browsed the Internet to obtain information 

using the same query keyword. Using the browsing results log, 

the application calculated the index. Next, the application 

recommended five webpages to ten users based on the 

proposed index. The ten users voted for the best-recommended 

sites to compare the proposed application with a conventional 

application that did not consider the viewing time. 

5.1 User identification accuracy 

Table V shows the URLs accessed by two users. Table VI 

describes the viewing time results based on the proposed 

method. Table V was compared with Table VI. 

TABLE V.  ACCESSED URLS  

user_id URL 

1 www.bing.com/search?q...  

1 www.nfl.com/ 

1 de.wikipedia.org/wiki/A... 

1 www.miniclip.com/ga... 

2 www.yahoo.com/ 

2 search.yahoo.com/sear... 

2 sports.yahoo.com/mlb/ 

2 en.wikipedia.org/wiki/Baseball 

2 espn.go.com/mlb/ 

TABLE VI.  URLS AND VIEWING TIME BASED ON THE PROPOSED METHOD 

user_id URL viewing time [s] 

1 www.bing.com/search?q... 98 

1 de.wikipedia.org/wiki/A... 88 

1 www.miniclip.com/ga... - 

2 www.yahoo.com/ 9 

2 search.yahoo.com/sear... 27 

2 sports.yahoo.com/mlb/ 94 

2 en.wikipedia.org/wiki/Ba... 41 

2 espn.go.com/mlb/ - 

3 www.nfl.com/ - 
 

The webpages (www.nfl.com/) accessed by user #1 in Table 

V show that the proposed application recognized that a new 

user, user #3, accessed the webpage. This was because the 

“Referer:” property of its HTTP 1.1 header was missing and 

because the host name of this webpage was different from the 

previously accessed webpage. The proposed application 

recognized that a new user accessed the webpage based on this 

evidence. 

This misrecognition caused a different problem. The 

viewing time of a webpage (www.bing.com/search?q...) was 

extended to 98 s because the webpage access (www.nfl.com/) 

was lost and the original separate viewing times were merged 

into a single access. Despite these failures to detect the viewing 

time or to identify users, the failure rate was sufficiently low to 

appreciate the overall web access trend. For example, the 

viewing rate of a TV program was based only on a limited 

sample. Thus, if the TV is on, it is not known whether someone 

is actually watching the TV. However, this is regarded as a 

reliable method for measuring the correct viewing rate of a TV 

program and it has the power to affect the market. From this 

viewpoint, the measured webpage viewing rates can be used to 

provide services. 
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As described above, the application needs to ignore 

accesses caused by the downloading of pictures, advertisements, 

etc., which follow webpage accesses. Technically, these 

unnecessary accesses can be detected by analyzing the HTML 

access. NEGI can capture entire HTML pages and analyze all 

of the links in the HTML pages. If the subsequent unnecessary 

accesses are issued by links, the application can ignore these 

access based on recognizing the viewing time. However, this 

process is too intensive to implement on an Internet router. As a 

simplified method, we can exploit the fact that subsequent 

accesses issued in a short period are usually unnecessary 

downloads.  

Alternatively, if the files downloaded after the target HTML 

access do not have an HTML header, they can be regarded as 

unnecessary files such as pictures, movies, etc. These 

improvements will be considered in our future work. 

5.2 Effectiveness of recommendation 

Table VII shows the result of the A/B test. The results for 

proposed recommendation application that considered the 

viewing time are shown as method A. The recommendation 

application that did not consider the viewing time is shown as 

method B. Method A received more votes than method B, so 

users preferred method A to method B. The result shows that 

the proposed recommendation application delivered more 

effective and important webpages than the conventional 

recommendation application that did not consider viewing time. 

5.3 Merits of the proposed recommendation service 

The results of the analysis were based on actual user access 

rather than the link structures of webpages. It is clear that they 

express user preferences. A conventional crawler-based 

recommendation application might recommend a webpage that 

is rarely visited. 

Additional functions of this application include 

recommending locations to users where a server or a client 

exists. To determine these locations, we can use the Whois 

database and Google Maps. Thus, our application can provide 

access to where and when, as well as recommending webpages. 

The user can know whether a query keyword is a hot topic and 

for whom or where the relevant area is familiar. All of services 

provided by the recommendation application are based on an 

on-the-fly analysis in real-time using SoR. This is a major merit 

because the results can change dynamically depending on 

transactions that occur on the Internet. 

TABLE VII.  ACCESSED URLS  

Recommendation application Votes 

A (viewing time considered) 6 

B (viewing time not considered) 4 

6 Conclusions 

 In this paper, we proposed a novel recommendation 

application based on a viewing rate of webpages captured by an 

Internet router. This application recommends the URLs of 

webpages and the locations where information related to a 

query keyword is available. The SoR capture process occurs 

passively on a router and it does not cause any congestion on 

the Internet because it does not generate any additional packets, 

unlike conventional crawling methods. The recommendation 

score is calculated based on the similarity index between the 

query keyword and the contents of webpages. It is also based 

on the viewing frequencies of webpages and viewing times of 

webpages. In particular, the viewing time difference between 

hosts can be obtained using information captured by the 

network router. Using the HTTP header, the proposed method 

can identify users who are located inside an NAT and those 

with the same global IP. The effectiveness of the viewing time 

was verified using an A/B test, which demonstrated that the 

proposed method was superior to a conventional method. The 

proposed application allows Internet users to reach relevant 

information more quickly. 
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Abstract— Lately, a revolutionary method to synthesize max-
imally permissive with fewest monitors has emerged. It re-
lies on reachability analysis to find minimal sets of legal
and forbidden markings. A number of linear constraints
are constructed [by solving an integer linear programming
problem (ILPP)] to forbid all forbidden markings in the set,
while guaranteeing all legal markings reachable. Due to the
state explosion problem, it cannot handle very large systems.
We propose earlier a method without reachability analysis
and minimal siphon extraction; hence it is scalable to large
systems. This paper illustrates such by applying the method
to very large k-th order systems.

Keywords: Petri net, flexible manufacturing system (FMS), dead-
lock prevention.

1. Introduction
Petri nets have been popular [1], [4], [13], [15], [16],

[22] in modelling parallel programs, flexible manufacturing
systems (FMS), etc. The fierce competition toward resources
(such as data locks, machines, robots, machines, etc) leads
to deadlocks, thwarting the usage of multiple processors and
concurrent programming paradigm. The main cause of dead-
locks are that some siphons become insufficiently unmarked.
A siphon [2] is a set of places that tokens leak out are no less
than tokens get trapped. It can become insufficiently marked
so that output transitions of places in the siphon can never be
fired and the net is not live. Therefore, supervisory control
methods enforce the liveness by identifying all the minimal
siphons and preventing them from becoming insufficiently
marked. If a siphon contains a trap, then tokens in it cannot
leak out completely. A strict minimal siphon (SMS) is a
minimum siphon that does not contain a trap.

Deadlock prevention prevents deadlocks from occurring
by adding control places (monitors) upon the original net
model to make all SMS always sufficiently marked. An
optimal liveness-enforcing supervisor should tackle the three
issues: behavioral permissiveness, computational complexity
and structural complexity. Traditional liveness enforcing su-
pervisors such as FBM [22] and elementary-siphon [1], [4],
[16], [17], [18], [20], [28] cannot guarantee maximal per-
missiveness by employing ordinary control arcs for structure
simplicity.

Recently, Chen et al. [9] develop a novel method that
prevents all the FBM from being reached and ensure that

all legal markings be reached. Computation burden is much
reduced the by considering only a minimal covering set of
legal markings and a minimal covered set of FBM via a
vector covering approach.

In summary, traditional optimal design [5], [25], [19]of
a liveness-enforcing supervisor strives for efficient compu-
tation, least cost, and maximally permissiveness, but not
concerning with minimal structure complexity of employing
fewest monitors.

Later on, Chen et al. [8] pioneer a linear programming
method (ILP) to allow a plant to forbid as many FBM
as possible to achieve the minimal configuration or least
structure complexity among all former approaches. They [10]
further reduce the number of monitors by solving an ILPP
at each iteration, when a place invariant (PI) for a control
place is constructed to forbid FBMs as many as possible
and to allow the reachability of all markings in the minimal
covering set of legal markings. Cordone et al. [26] speeds up
the method in [8] by the strategy of branch-and-bound. They
also propose an algorithm to design monitors considering the
various control objectives with significant improvements over
known benchmark problems. Nazeem et al. [24] revise some
linear constraints in the iteration-based heuristic by replacing
the notorious big M with n and adding a small positive
parameter ε.

We propose in [27] to optimize the number of monitors
(good states as well) if one adds monitors in the normal
sequence of basic, compound, control, and other types of
siphons. It is shown that among all 2-dependent siphons
(depending on two basic siphons), only one (called critical)
siphon needs to be controlled by adding a monitor. This
greatly simplifies the synthesis as well as minimizes the
number of monitors required while making the controlled
net near maximally permissive.

Most importantly, we [7] discover that a single called
unmarked pattern (UP) of distribution of tokens in unmarked
siphons unify all different types of critical siphons. However,
the resulting control is not maximally permissive since there
are forbidden states that do fit into the above UP. These
states necessarily evolve into UP by firing some transitions.
They also need to be controlled by adding monitors to avoid
the loss of legal states. We propose a method to merge
several monitors into a single one while not losing states.
It solves a linear set of equations, resulting in some formula
of some parameters of the monitors of the controlled net.
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The total time complexity is linear to the size of the net
compared with the exponential one of the current most
advanced approaches. It achieves the same best results in
the literature while avoiding the time-consuming reachability
analysis and complete siphon computation which does not
scale well with the size of the nets.

This paper illustrates the above claim by applying the
proposed method to a k-th order system (a special case
of Gadara net employed by Nazeem et al. [23] in their
approach), where MIP (mixed integer programming) [3] is
employed and hence cannot handle very large Gadara net.

The rest of this paper is organized as follows. Section 2
presents the preliminaries. The theory of critical siphon and
control policy are reviewed in Sections 3 an 4, respectively.
Section 5 concludes the paper.

2. Preliminaries
Here only the definitions used in this paper are presented.

The reader may refer to [1], [21] for more Petri net details.
A P-vector (place vector) is a column vector Y : P → Z

indexed by P where Z is the set of integers. The incidence
matrix of N is a matrix [N ]: P ×T → Z indexed by P and
T such that [N ] = [N ]+ - [N ]− where [N ]+(p, t) = F (t, p)
and [N ]−(p, t) = F (p, t). We denote column vectors where
every entry equals 0 by 0. Y T and [N ]T are the transposed
versions of a vector Y and a matrix [N ], respectively. Y
is a P-invariant (place invariant) if and only if Y 6= 0 and
Y T • [N ] = 0T hold where ‘•’ means a vector or matrix
multiplication. ||Y ||= {p ∈ P |Y(p) 6= 0} is the support of Y .
A minimal P-invariant does not contain another P-invariant
as a proper subset.

Definition 1: [11] A System of Simple Sequential Process
with Resources (S3PR) is a Petri net N = (PA∪P 0∪PR, T ,
F ) defined as the union of a set of nets Ni = (PAi ∪ {p0i } ∪
PRi

, Ti, Fi) sharing common places, where the following
statements are true:

1) p0i is called the process idle place of Ni. Elements in
PAi and PRi are called activity and resource places,
respectively. A resource place is called a resource for
short in case of no confusion.

2) PRi
6= ∅; PAi

6= ∅; p0i 6∈ PAi
; (PAi

∪ {p0i })∩PRi
= ∅;

∀p ∈ PAi
, ∀t ∈ •p, ∀t′ ∈ p•, ∃rp ∈ PRi

, •t ∩ PRi
=

t′•∩PRi
= {rp}; ∀r ∈ PRi

, ••r∩PAi
= r••∩PAi

6= ∅;
∀r ∈ PRi ,

•r ∩ r• = ∅; and ••(p0i ) ∩ PRi = ∅.
3) N ′i is a strongly connected state machine, where N ′i =

(PAi
∪{p0i }, Ti, Fi) is the resulting net after the places

in PRi
and related arcs are removed from Ni.

4) Every circuit of N ′i contains place p0i .
5) Any two Ni’s are composable when they share a set of

common places. Every shared place must be a resource.
6) H(r) = ••r∩PA denotes the set of holders of r (oper-

ation places that use r). Any resource r is associated
with a minimal P-invariant whose support is denoted
by ρr = {r} ∪ H(r).

Definition 2: A k-th order system is a subclass of S3PR
with k resource places r1, r2, . . . , rkshared between two
processes N1 and N2.
M0(r1) =M0(r2)=. . . M0(rk) = 1.
N1 (resp. N2) uses r1, r2, . . . , rk (resp. rk, rk−1, . . . , r1)

in that order.
Each of N1 and N2 is an elementary circuit. M0(p

0
1) =

M0(p
0
2)=kq, where p01 and p02 are the idle places in processes

N1 and N2, respectively.
Holder places of rj in N1 and N2 are denoted as pj and

p’jrespectively.
The net in Fig. 1a is an example of the controlled 3-rd order
system. After removing all dashed objects (controlled arcs
and places) from the net, it is a 3-rd order system. In the
sequel, all the nets referred to are S3PR. For a net system
(N , M0), a non-empty subset S (resp. τ ) of places is called
a siphon (resp. trap) if •S ⊆ S• (resp. τ• ⊆ •τ), i.e., every
transition having an output (resp. input) place in S has an
input (resp. output) place in S (resp. τ ). In [1], we show
that an SMS in an S3PR can be synthesized from a strongly
connected circuit; such a circuit is called a core circuit.
S is called an empty siphon at M0 If M0(S) =∑
p∈S M0(p) = 0. A minimal siphon does not contain a

siphon as a proper subset. It is called an SMS (Strict Minimal
Siphon), denoted by S, if it does not contain a trap. Wang et
al. develops a fast method [28] to compute SMS.

If a siphon S ⊂ ||Y ||, then [S] = ||Y ||\S is called the
complementary siphon of S and S ∪ [S] =

⋃
r∈S ρr is the

support of a P-invariant.
Tokens in a siphon S of an ordinary Petri net can either

leak out to the complementary set [S] of S or stay in S. Thus
the sum of tokens in S∪ [S] is a constant. S∪ [S] forms the
support of a minimal P-invariant (PI).

Definition 3: An elementary resource circuit is called a
basic circuit, denoted by cb. The siphon constructed from cb
is called a basic siphon. A n-compound circuit c is a circuit
consisting of multiply interconnected elementary circuits cb1 ,
cb2 , . . . , cbn extending between two processes and cbi∩cbj 6=
∅ iff j = i+1, i = 1, 2, . . . , n−1. c = cb1◦cb2◦· · ·◦cbn−1

◦cbn
if cbi ∩ cbj = {ri}, ri ∈ PR; i.e., cbi and cbi+1

intersects at a
resource place ri. The SMS S synthesized from compound
circuit c using the Handle-Construction Procedure in [1] is
S = S1 ◦ S2 ◦ · · · ◦ Sn−1 ◦ Sn, where Si is the basic siphon
synthesized from cbi . Each siphon S∗ such that [S∗]∩[B] 6= ∅
is called an n-dependent one, where B = S1 or Sn and
S∗R = R(S0) (the set of resource places in S0). The set of
n-dependent siphons is denoted as £(S0). The monitor for
S∗ (resp. Si) is called an n-monitor (resp. 1-monitor).

3. Critical Siphons
We [27] propose to optimize the number of monitors (good

states as well) if one adds monitors in the normal sequence
of basic, compound, control, and other types of siphons. It is
shown that among all 2-dependent siphons (depending on two
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(a) The controlled model of a 3-rd order system (when a = b = c = 1).
S1 = {p3, p6, p9, p10}, S2 = {p4, p7, p10, p11},
S3={p4, p6, p9, p10, p11},
and S4 = {p12, p13, p3, p7}.

(b) optimally controlled system
S4 = {VS1

, p3, VS2
, p6}

VS1 (resp. C2 = VS2 ) monitor for S1 (resp. S2). VS1 and
VS4

merged into C1.

Fig. 1: Petri net model of a manufacturing system.

component siphons), only one (called critical) siphon needs
to be controlled by adding a monitor. This avoids redundant
monitors and the unnecessary associated computational bur-
den. Neither reachability graph nor minimal siphon needs to
be computed achieving polynomial complexity—essential for
large systems. As a result, there is no need to enumerate all
siphons and the time complexity involved is polynomial.

We extend the result to n-dependent siphons with n > 2.
It shows that in the set B of n-dependent siphons, there is
only one emptiable (called critical) siphon (analyzed to be
the one with the minimal number of tokens in the unmarked
set of operations places) needs to be controlled while the rest
of siphons are also controlled accordingly.

Definition 4: Let S0 = S1 ◦ S2 ◦ . . . Sn−1 ◦ Sn be a
compound siphon. The token distribution (called unmarked)
pattern M is as follows: (1) For each singular place ri,
M(ri) = 1, M(H(ri)∩ [S0]) = 0; and (2) For other r in S0,
M(r) = 0, M(H(r) ∩ [S0] ∩• (V •)) =M0(r), where H(r)
is the set of holder places of r (places that use r) and V is a
monitor or control place. The unmarked n-dependent siphon
S with the above unmarked pattern (UP) is called a critical
siphon.

Theorem 1: [7] 1) Once the critical siphon S for M in
Def. 4 is controlled, so are the rest of siphons S′ with
M([S′]) 6=M([S]) in £(S0), and

2) when S is unmarked, M([S]) =M0(R(S0))−θ, where
θ is the number of singular places and R(S0) the set of
resource places in S0.

In Fig. 1a, there are 3 SMS: S1= {p9, p10, p3, p6}, S2 =
{p10, p11, p4, p7}, R(S1)={p9, p10}, R(S2)= {p10, p11},
S0 = S3 ={p9, p10, p6, p11, p4}. R(S3)= {p9, p10, p11}⇒
R(S3) = R(S1) ∪ R(S2). S1 and S2 (resp. S0) are basic
(resp. compound) siphons; both are optimally controlled since
M(VS1) = M(p12) = a + b − 1 and M(VS2) = M(p13) =
b+ c− 1. M(S0) = a+ b+ c. S3 is optimally-controlled (no
need for control elements) iff b=M(S1∩S2) = M(p10) = 1
explained as follows.

If b > 1, S3 can become unmarked when the tokens at each
resource place are trapped in [S3]; i.e., M(p9) =M(p10) =
M(p11)=0, M(p3)>0 (S1 is controlled) and M(p7) >0 (S2

is controlled), M(p2) = M0(p9), and M(p7) = M0(p10).
We need to add control elements for S3 to be optimally-
controlled. Note that in this case, all resource places are un-
marked and Mmax([S])=M0(R(S)) – θ with θ=0 consistent
with Theorem 1.2 . A monitor V is added so that [V ]=[S] and
M(V ) =M(R(S)) –1=a+ b+ c−1. This token distribution
pattern in [S] is consistent with Theorem 1. The 2-control or
2-mixture siphon does not have such unmarked patterns and
hence is not a critical one.

If b = 1, then M(VS1) = M(p12) = a and M(VS2) =
M(p13) = c and the control siphon S4 ={p12, p13, p3, p7}
([S4]={p2, p8}) generated by circuit [p12t7p13t2p12] in Fig.
1a can be emptied when all tokens in M(VS1) and M(VS2)
sink to p2 and p8, respectively. Thus, to avoid empty S4,
we need to add control elements for S4. If S3 becomes
unmarked [i.e., M(p9) = M(p10) = M(p11)=0, M(p3)=1
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or M(p7)=1], then S1 or S2 is unmarked against the fact that
both are controlled.

Thus, S3 can never become unmarked if b = M(p10)=1.
Also, M(S1) = M(S2)=1 and both S1 and S2 remain
controlled since M(p10) = M(p10)=1. All the rest of
resource places are unmarked to have all their tokens trapped
in [S3] and Mmax([S3])=M(R(S3))-1 = M(R(S)) – θ =
a+ c -1 with θ=1 consistent with Theorem 1.2. This token
distribution pattern in [S] is consistent with Theorem 1.2 and
Def. 4. The 2-compound or 2-mixture siphon does not have
such an unmarked pattern and hence is not a critical one.

On the other hand, if b > 1, one need not add control
elements for S3 to be controlled, since to empty S3, a and
(b-1)>0 tokens of M0(VS1) = a+ b− 1 must go to p2 and
p7 respectively. Hence, M(p7) = b − 1 > 0 and M(S3) ≥
M(p7) > 0 and S3 can never be emptied.

4. Control Policy
This section reviews the control policy in [9]. Similar to

[9], only the tokens in operation places are considered to
obtain a PI to prevent an FBM (First met Bad Marking) from
being reached since all places in [S] are operation ones. By
controlling the maximal amount of tokens in these operation
places, S can never become empty of tokens. Following that
in [9], NA is defined as NA = {i|pi ∈ PA}, where PA is the
set of operation places. Thus, the relations between different
markings are simplified to study the number of tokens in
these operation places.

To forbid an FBM M ′, the plant is enforced to satisfy the
following P-invariant constraint:

(G(M) =
∑
i∈NA

li · µi) ≤ β, µi =M(pi) (1)

where
β =

∑
i∈NA

li ·M ′(pi)− 1 (2)

Constraint (1) is called the forbidding condition.
For maximally permissive control purpose, all legal mark-

ings should be kept after a control place is added. To ensure
that every live marking M ′ cannot be prevented from being
reached, coefficients li (i ∈ NA) should satisfy∑

i∈NA

li ·M ′(pi) ≤ β, ∀M ′ ∈ML, (3)

where ML is the set of all legal markings. Constraint (3)
determines the feasible values for coefficients li (i ∈ NA).
Thus, for an FBM M , if coefficients li (i ∈ NA) satisfy
Constraint (3), a PI designed for Constraint (1) can guarantee
the reachability of all the legal markings and forbid M .
Therefore, a control place computed for the PI can ensure
all the legal markings be reached. In this case, the control
place is said to be optimal.

By setting
∑

i∈NA
li · µi = β, all M ′ such that

∑
i∈NA

li ·
µi > β are forbidden too. This allows us to solve equations
rather than inequalities.

Alternatively, one can assign a monitor to each critical
siphon and merge monitors as many as possible. Chen et
al. pioneer a technique to reduce the computation burden by
considering only a minimal covering set of legal markings
and a minimal covered set of FBM via a vector covering
approach. Similarly, one can select only one critical FBM
M =M?

F (S) among those associated with a critical siphon S
such that once M is forbidden, so are all the FBM related to
S. One can also choose one critical live marking M?

L(Sa, Sb

such that once M?
L(Sa, Sb) is not forbidden, so are all the

legal markings related to Sa and Sb.
Definition 5: Let V1, V2, . . ., and Vf be the monitors

added to forbid FBM11, FBM12, . . .
, FBM1i1 , FBM21, FBM22, . . . , FBM2i2 , . . ., and
FBMf1, FBMf2, . . . , FBMfif , respectively but no
live states are forbidden. V1, V2, . . ., and Vf are said to
merge into a single monitor V if the corresponding PI
constraint forbids each of FBM11, FBM12, . . . , FBM1i1 ,
FBM21, FBM22, . . . , FBM2i2 , . . ., and
FBMf1, FBMf2, . . . , FBMfif , but none of any
live state.

Theorem 2: Let Va and Vb be two monitors added to con-
trol Sa and Sb, respectively and M?

F (Si) (resp. M?
L(Sa, Sb)),

the critical FBM (resp. legal) defined above. Let L (li =
0,∀pi /∈ [Sa] ∪ [Sb]) be the solution to the following
equations.

L ·M?
F (Si) = β + 1 = k, i = a, b, and (4)

L ·M?
L(Sa, Sb) = β = k − 1. (5)

Then the PI

L ·M ≤ β,∀M ∈ R(N,M0), (6)

does not forbid any live state and controls both Sa and Sb;
that is, Va and Vb can be merged into a single monitor.

This theorem allows to find the PI constraint by solving a
set of linear first order equations.
Example 1: In Fig. 1a, S1 = {p3, p6, p9, p10} ([S1] =
{p2, p7}), S2 = {p4, p7, p10, p11} ([S2] = {p3, p8}), and
Control siphon S3 = {V1(p12), p3, V2(p13), p7} ([S3] =
{p2, p6}) is synthesized from Control circuit [t2p12t7p13]
where all places are monitor ones. Control siphon S3 is a
critical one (since S1 ∩S2={p10} and M0(p10) =1 based on
the theory in [27]) in the sense that once S3 is controlled,
S4 and the rest of siphons containing at least one of V1 and
V2 is also controlled.

Considering merging V1 and V3 (monitors for S1 and S3,
respectively) where [S1] ∩ [S3] = {p2} 6= ∅. [S] = [S1] ∪
[S3] = {p2, p7, p8}. Hence, the constraint to control both S1

and S3 is: l2 · µ2 + l7 · µ7 + l8 · µ8 < β + 1=k, li = 0,
∀pi /∈ [S]. S1 (resp. S3) is unmarked at M1 = p2 + p7
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(resp. M3 = p2 + p8), and M∗ = p7 + p8=Md - p2 is a
live marking since M∗(S1) =M∗(S3) =M∗(S) = 1 where
Md=p7+p8+p2 (=M ′ in Eq. (2)) is an FBM to be forbidden,
Md(S) = 0. We have

l2 + l7 = k, (to forbid M1)
l2 + l8 = k, (to forbid M3), and
l7 + l8 = k − 1 (to not forbid M∗)

Solving the above two equations, we have l2 = 2, l7 =
l8 = 1, k = 3, and the constraint that controls the two
siphons is

2µ2 + µ7 + µ8 ≤ 2 (7)

By Theorem 2 in [6], VS1
and VS2

cannot be merged (since
[S1]∩ [S2] = ∅). Thus, a separate monitor must be added for
S2. The resulting controlled model is shown in Fig. 1b and
maximally permissive.

5. Supervisor Control
First, it is easy to see that a k-th order system is a special

case of α-S3PR (defined below) and the initial markings of
resource places is one (Fig. 2a).

Definition 6: [6] An α−S3PR is an S3PR where if any
two basic circuits cb1 and cb2 intersect, they must intersect
at a single resource place r.
The net in Fig. 1a is α−S3PR (also a k-th order system, k=3)
defined above.

Theorem 3: [6] The number of monitors for an α−S3PR
obtained using the methods in [10] is lower bounded by the
number of basic siphons .
Hence, a minimal configuration of a k-th order system has k
monitors, where k is the total number of basic siphons.

All control siphons are emptiable. There are 4 (k =
4) basic siphons S1, S2, S3, S4 (Fig. 2a) with monitors
VS1

, VS2
, VS3

, and VS4
. There is a control circuit (Fig. 2b)

containing every two adjacent monitor places; e.g., VS2
and

VS3 . The corresponding 2-control siphons are critical ones.
Monitors for these 2-control siphons are shown in Fig. 2c.

Again, there is a control circuit (Fig. 2c) containing every
two adjacent monitor places; e.g., V22 [M0(V22)=1] and
V23[M0(V23)=2]. The resulting 3-control siphon is emp-
tiable and critical since the unmarked pattern is M(p8) =
M(p13) = 0 and M(p9) = M(p10) = 1. Monitor V32
is added with M0(V32)=2 and [V32]={p2, p′6} as shown in
Fig. 2d. Similar conclusion applies to other level control or
monitor places shown in Figs. 2d. and 2e, respectively.

In general, there are n basic siphons S1, S2, . . . , Sn (Fig.
2a), n-1 2-control siphons V11 o V12, V12 o V13, . . . , V1(n−1)
o V1(n) (Fig. 2b), n-2 3-control siphons V21 o V22, V22 o V23
, . . . , V2(n−2) oV2(n−1) (Fig. 2c), . . . 1 n-compound siphon
V(n−1)1 o V(n−1)2 (Fig. 2d), where Vij is the jth monitor in
Level i. The total number of emptiable siphons or monitors
is also n+(n−1)+(n−2)+ . . .+1 = n(n+1)/2. Based on
Theorem 3, the minimal configuration employs n monitors.

These monitors can be grouped into the following n sets
and each set can be merged into one monitor.

1) V1, V11, V12, V13, . . ., V1(n−1), V1(n) (n monitors),
2) V2, V21, V22, V23, . . ., V2(n−1), V2(n) (n-1 monitors),
3) V3, V31, V32, V33, . . ., V3(n−1), V3(n) (n-2 monitors),
4) . . .,
5) V(n−1)(n−1), V(n−1)(n) (2 monitors)
6) Vn, (1 monitor)

We now consider merging the first set based on Theorem 2.
The rest can be done similarly. First, the plant is enforced to
satisfy the following P-invariant constraint:

(G(M) =
∑

i∈NA1

li·µi+
∑

i∈NA2

l′i·µ′i) ≤ β, µi =M(pi), µ
′
i =M(p′i)

(8)
where NAj

= {i|pi ∈ PAj
}, j = 1, 2. We are to solve li, l′i,

and β.

L · FBM1 = l1MF (p1) + l′2MF (p
′
2) = β,

......
L · FBM2 = l1MF (p1) + l′3MF (p

′
3) = β,

L · FBMn = l1MF (p1) + l′n+1MF (p
′
n+1) = β, and

L ·ML = l′2ML(p
′
2) + l′3ML(p

′
3) + . . .+ l′n+1ML(p

′
n+1)

= β − 1,

where pi ∈ N1 and p′i ∈ N2 belong to the
holder set of a resource place r ∈ PR. Setting
MF (p1) =MF (p

′
2) =MF (p

′
3) = . . . =MF (p

′
n+1) = 1 and

l1 = a, l′2 = b2, l′3 = b3, . . ., l′n+1 = bn+1, we have

a+ b2 = β,

a+ b3 = β,

......

a+ bn+1 = β, and

b2 + b3 + . . .+ bn+1 = β − 1.

Solving the above equations, we have
b2 = b3 = . . . = bn+1 = 1, and a = β − 1 = n

.
The resulting constraint is

nµ1 + µ′2 + µ′3 + . . .+ µ′n + µ′n+1 ≤ n+ 1. (9)

When n = 2, we have
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Fig. 2: Petri net model of an FMS.

a+ b2 = β,

a+ b3 = β, and

b2 + b3 = β − 1.

Solving the above equations, we have
a = 2 and β = 3 and the linear constraint is
2µ1 + µ′2 + µ′3 ≤ 3.

When n = 3, we have
b2 + b3 + b4 = β − 1; b4 is added to the left side

compared with the case of n = 3. Hence, β is increased
by one (to 4 from 3), so is a based on the equation a+b2 = β.

Similarly, for the second set, we have

(n− 1)µ2 + µ′3 + µ′4 + . . .+ µ′n−1 + µ′n ≤ n.

Clearly, the time complexity involved is O(n), where
where n is the total number of basic siphons. This is much
faster than the exponential amount of time to solve the ILP
problem for the current most advanced approaches.

6. Conclusions
We have illustrated a simple method to synthesize super-

visors for very large k-th order system. The vector cov-
ering method by Chen et al. [8] and the more advanced
version of it cannot handle such large systems since they
cannot overcome the state explosion problem involved in the
reachability analysis. Our method first identify all critical
siphons (inferring from patterns M of unmarked siphons and
the derived markings necessarily evolving into M ) and the
associated monitors. Second, we merge as many monitors
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as possible without losing any legal states. For k-th order
systems, this amount to solving a set of linear equation. The
time complexity is linear to the basic circuits (or elementary
circuits containing only resource places), much faster than
the exponential time for solving integer linear programming
problems.

However, k-th order systems is just a special case of S3PR.
The extension requires further research as to the condition
of merging two monitors for non-α systems. The critical
siphons can again be inferred from patterns M of unmarked
siphons, although it may be slightly more complicated. The
task remains interesting and challenging.

One would expect the scheduling for k-th order system
should be also much simpler than that for S3PR since this
paper has developed a closed form solution for the controller.
In prior work, Petri net supervisors were synthesized without
considering the temporal dimension. Hu et al. [12], [14]
pioneer to address this difficult issue to synthesize an optimal
deadlock-free timed supervisor. Future work should adapt
Hu’s work to k-th order system for its scheduling.
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Abstract - In recent years, large amounts of redundant data 
are often delivered in a short time. For example, a video 
streaming sender sends data to multiple receivers 
concurrently. We proposed network nodes in order to reduce 
such redundant traffic in TCP/IP network with packet cache. 
An upstream node compresses data into a small identifier and 
a downstream node reconstructs. In this paper, we present 
format of a packet and cache, techniques and strategies to 
search and replace elements in the cache. We implemented the 
method to computer network for experiment and carried out 
measurements. We obtained enough hit rates and high 
reduction rates that agree with ideal case. 

Keywords: traffic reduction; network node; packet cache; 
TCP 

 

1 Introduction 
  In recent years, large amounts of data are transmitted in 
computer networks. They are often redundant, that is, the 
same contents are transferred multiply. For example, a host 
machine serves video streaming to multiple receivers. If we 
can reduce redundant traffic, we can utilize limited bandwidth 
of computer network effectively.  

 When redundant data are generated concurrently, the 
most powerful techniques to eliminate redundancy of traffic 
is IP multicast, with which routers at branch points duplicate 
datagrams. However, some difficulties discourage IP 
multicast from prevailing. One is requirement to equipment. 
All equipment for communications including routers and 
hosts on the routes must be applicable to IP multicast to 
utilize it. The other is lack of reliability. IP multicast is based 
on connection less communications. Application level 
multicast is not constrained by such limitations. The end hosts 
constructs multicast tree in the overlay network and duplicate 
packets so that sophisticated routers are unnecessary. 
Disadvantages of application level multicast are poorer 
efficiency of utilization of bandwidth and overhead of 
constructing the multicast tree especially when one of the 
hosts leaves.  

 On the other hand, caching has been implemented to 
eliminate redundant traffic of data requested repeatedly. If a 
proxy server at a relaying point caches data, the server can 
inhibits traffic between a receiver and it. Another type of 
caching is compression and reconstruction by two or more 

nodes. An upstream node encodes received redundant data 
and a downstream node decodes it. The upstream node refers 
the cache to exam whether it should encode, and the 
downstream node use to reproduce. Though not only routers 
but also hosts can cache and forward, caching enables to 
reduce redundant traffic transparently without hosts on the 
endpoint. Furthermore, the latter method is more flexible than 
using proxy server at the point of location of the node. This 
advantage extends mechanism to introduce as proposed in [1]. 
Moreover, it is possible to combine other function for 
networking, for example, utilization of lightweight protocol 
near the low-end host [2]. 

 Caching with secondary storage has been offered since 
early stage of data delivering with computer network. 
However, I/O time of the secondary storage is not enough 
short to be responsible for real time applications. We have 
studied the network nodes for compression and reconstruction 
with network cache using the primary storage in order to 
reduce redundant traffic generated concurrently. We obtained 
enough reduction rates experimentally for traffic of only 
redundant data [3] [4]. Furthermore, modified procedures for 
searching data in the cache [5] [6], and replacement of cache 
elements [7]. In this paper, we present procedures and 
improved experimental results. 

2 Method for Traffic Reduction 

2.1 Basic Method for Traffic Reduction 

 We designed our method to reduce traffic for TCP. We 
implemented our method for the network with Ethernet, IP, 
and TCP for data link layer, internet layer, transport layer 
protocol, respectively. It is easy to replace Ethernet with the 
other data link layer protocol. However, our method has a few 
dependencies on IP and TCP.  

 Fig. 1 shows conceptual diagram of our method. The 
sender generates redundant traffic because of multiple 
requests by the receivers. The node U and D reduce traffic 
cooperatively. They have the same data in their 
communications caches shown by Fig. 2 using main memory. 
When the node U does not find the same data as received 
ones in its cache, it writes the data and modifies the packet to 
request the node D to hold the data. If the node U finds the 
same data as in the packet in its cache, it sends record 
identifier of it and request to reconstruct data to the node D. 
Size of the identifier is much smaller than that of original data 
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so that traffic is reduced. To notify the request, the node U 
alters IP header as shown in Table I. We proposed three types 
of requests. The node U modifies TCP data field of the 
received frame as shown in Fig. 3. Note that a frame with 
code FC in the protocol field in its IP header has the same 
data field as that server sends. 

 

 

 
Figure 1.  Redandunt Traffic and Reduction. 

 

IDf 
property List 

managementdata length stream flag 

0      
1      
2      

 
IDf: Identifier of elements in the communications cache. 
data: Payload of TCP. 
length: valid length of the data field of element. 
stream: IP addresses and port numbers of source and 

destination, and sequence number of element 
flag: Valid flag of element. 
List management: Identifiers of forward and backword 

elements of data hash list, FIFO list, non-redundant  list, 
and boundary hash list, and header of boundary  list. 

 
Figure 2.  Format of the Communications Cache. 

 The communications cache holds substantial data for 
coding and encoding. Size of the field is enough large to store 
the whole data transmitted per frame. Maximum length of 
payload of the Ether is 1500 bytes, minimum length of IP and 
TCP headers are 20 bytes respectively, so that we ensured 
1460 bytes for each data field. Data in the stream fields are 
used to distinguish redundant data as explained later. The list 
management field is used to construct linked lists. Table II 
gives the linked list constructed in our system. Details are 
shown later. Required size for an element is 1496 bytes. 

 

TABLE I.  ALTERED IP HEADER 

IP header Altered IP header 
Total length Cache element number 

Protocol 

instruction for nodes at down stream 

 

code Request 
FC record 
FD reconstruct 

FE reconstruct and partially 
record 

 

 

Figure 3.  Packet Format used beween the node U and D. 

 

TABLE II.  ORGANAIZED LISTS 

List Name node List header ordering 
Data Hash IDf Hash Table Search 

FIFO IDf Hit Table Replace 
Non-Redundant IDf Hit Table Replace 

Boundary Hash IDp Boundary Hash 
Table 

Search with 
Boundary 

Boundary IDp Communications 
Cache Replace 

 

Sender 

node U 

cache 
ID=0 data 0 
ID=1 data 1 
ID=2 data 2 

redundant data 

data and request 
for record 

ID and request for 
reconstruction 

Receivers 

cache 
ID=0 data 0 
ID=1 data 1 
ID=2 data 2 

node D 

4 bytes 

number of
blocks

block 
2 

block 
1

 

 

block
type=1

data
(variable length) 

 

block
type=0

element 
identifier 

offset length
4 bytes 20 bytes 4 bytes 4 bytes 

Ether 
header

altered IP 
header

TCP 
header 

data 

Protocol field: FD or FE 
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Figure 4.  Fragment and Offset of the TCP streams. 

 

 Sizes of payload of TCP are not necessarily the same 
among different TCP streams. Fig. 4 is an illustrative example 
of two redundant streams and different position of division. 
Under the scenario in this figure, the nodes record data when 
they receive the first and second frames of the stream A, and 
the third frame of the stream B. The node U changes their 
protocol fields of IP headers into code FC. Sizes of them are 
the same as received ones. When the node U receives the first 
and second frames of the stream B, it finds the same data in 
the data field of a cache element I and K. It compresses the 
frame as shown in the figure. The node U changes the 

protocol field into code FD. The node U makes a block for the 
first frame but two blocks for the second frame. When the 
node U receives the third frame of the stream B, it can 
compress partially since only leading d bytes of the data of it 
exists in the cache. The node adds a new element of the cache. 
The node U writes residual data region of the frame in the 
data field of the element. Converted frame by the node U has 
code FE in its protocol field. 

 

IDp IDf offset flag List Management

0     
1     
2     

 
IDp: Identifier of elements in the boundary cache. 
IDf: Identifier of a communications cache element which 
the element in this cache targets. 
offset: offset of boundary in element  
flag: Valid flag of element. 
List management: header of boundary hash list. 
 

Figure 5.  Format of the Boundary Cache. 

 

key head IDf tail IDf 

0   
1   
2   

Figure 6.  Hash Table for searchin Data. 

2.2 Effective Replace of Element 

 In both points of views from cost for resource and 
searching time, it is important to hold only effective data in 
the communications cache. However, it is difficult to predict 
whether if a particular data received will hit or not in future. 
Then we abandon to avoid to record non-redundant data but 
intend to replace it preferentially. We arrange connection 
table of Fig. 7 and lists for replacement given in the Fig. 8 to 
get characteristic and classify redundant data. 

 Roughly speaking, there are two types of storage for 
caching as mentioned before. The secondary storage has 
much larger storage capacity instead of much longer I/O time. 
Characteristics of the primary and secondary storages lead to 
different applications and strategies of caching. Large 
capacity of the secondary storage enables to leverage various 
attributions. Frequency of access, data size and so on, are also 
index for replacing cache elements [8], and even static cache 
brings reasonable results [9]. On the other hand, criterions of 
temporal property are adoptive. FIFO and LRU strategies are 
used in [10] and [11], respectively.  

Scenario: The nodes receive  
(1) the first frame of the stream A, 
(2) the second frame of the stream A, 
(3) the first frame of the stream B, 
(4) the second frame of the stream B, 
(5) the third frame of the stream B, and 
(6) the third frame of the stream A. 
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stream 
Hit Flags 

Valid Flag
Most Recently Recently 

    
    
    

Figure 7.  Connection Table 

 
List name IDf of head IDf of tail 

FIFO   

No-Hit   

Figure 8.  Header of Lists for Replacement 

 

 Our method for effective replacement of the 
communications cache elements is similar to LRU (Least 
Recently Used) algorithm. An element holding non-redundant 
data never hits so that it becomes to be least recently used 
element faster than that holding redundant data. We compared 
LRU to FIFO in the previous study [7]. We implemented 
LRU with linked list in which a matched element located at 
the head position of it. We obtained similar results to those 
without no-hit list, in other words, FIFO. A particular stream 
rarely reuses a part of a stream that LRU and FIFO give 
nearly the same results. This result agrees with reported in 
[10].  

 Hence, we adopt strategy that is more aggressive. 
Elements holding redundant data moves more slowly than 
replacement with LRU. No-hit list can put off the elements 
before they match receives data referring connection 
information rapidly. When the node receives a packet whose 
stream is not recorded in the connection table yet, the node 
adds the property of the stream in the table. This registration 
is for stream but not data so that it is not concerned with hit in 
the communications cache. If whole or a part of the received 
data found in the communications cache, that is to say hit, 
most recently hit flag of both stream of the received data and 
record in the communications cache are set. At a time, 
elements that belong to the stream are removed from no-hit 
list. All elements of the communications cache compose the 
FIFO list in Fig. 8. The elements queue in order of arrival at 
the cache. On the other hand, elements that are probably non-
redundant data remain in the no-hit list. When the node add 
new element to the communications cache that is full of valid 
data, it selects the oldest element of the non-hit list. If the list 
has no member, the node replaces the oldest element of the 
FIFO list. 

 At the beginning of the period of M seconds, the most 
recently hit flags are moved to fields of recently hit flag and 
reset. If both of most recently and recently hit frags of a 
particular stream is reset, cache elements that belong to the 
stream are inserted non-hit list again. Refresh and monitoring 

with the period M helps replacing of elements of closed 
connection. We used M = 30 in experiments. 

3 Performance Evaluations 

3.1 Ideal Case 

 Here, we define a reduction rate  with amount received 
redundant data 	and that of sent after conversion by the 
node  as 

.											 1  

Ideal case of traffic reduction is following:  

 All Redundant data are transported with the shortest 
headers length of H. That is, IP and TCP headers have 
no option.  

 All Redundant data are divided at the same offset of 
the TCP streams. Then all compressed data have 
minimum length S. 

 Length of the all of redundant data is upper limit L.  

 Elements in the communications cache are not 
replaced until it becomes unnecessary.   

Under these conditions, length of all received packets of 
redundant data equals to . If number of redundant 
stream is	 , 1/  of all packets have code FC in protocol field 
of altered IP header. Their length is also  bytes. 

1 /  of the packets have code FD in 	 -byte header 
and -byte data. Then ideal value of  is given as 

	 	
∙ 1 ∙

∙
	

1
1

∙
1
.												 2  

 for large value of 	  is about 0.94 for 54 , 
	 36, and 1460. In our experiment shown later, we 
examined 5. Then 	  was about 0.75. 

 Fig. 9 exhibits the reduction rate  for number of 
redundant streams . Note that Element identifier of the 
encoded packet presented in Fig. 3 contains unnecessary 16 
bytes for compatibility. However, effect for  is very small.  

3.2 Implementation and Measurement 

 We built a computer network for evaluation of the 
proposed method with machines given in Table III. Basic 
topology of the network is the same as Fig. 1 but two sender 
machines and a receiver machine. One of the senders (sender 
A) sends redundant data of pseudo-random numbers and the 
other (sender B) does non-redundant data. The sender A and 
B generates pseudo-random numbers with different seed each 
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other. Ratio of the redundant data and non-redundant data 
was changed varying transfer rate of the sender B. The sender 
A transmits data as much and fast as it can. Total transfer rate 
of the two senders uses whole bandwidth. The receiver 
machine substitutes six machines with six processes on it. 
One of them establishes connection with a process on the 
sender B and receives non-redundant data, and the other five 
receives redundant data from the sender A. The node U 
acquires experimental data. It counts packets from the sender 
A as redundant data and those from the sender B as non-
redundant ones. Measurements were carried out during 3000 
seconds with which experimental results were stable.  

 

 
 

Figure 9.  Ideal Traffic Reduction Rate 

 

TABLE III.  HARDWARE AND SOFTWARE SPECIFICATION OF 
THE EXPERIMENTAL SYSTEM 

 
Sender A, Nodes, 

Receiver 
Sender B 

 

CPU Opteron1210 
(1.8GHz) 

Intel Celeron CPU 
(2.66GHz) AMD 

OS Debian 4.0 Linux 
2.6.18-6-486 

Ubuntu 11.04 
(Linux 2.6.38-11- 

generic) 
Memory 

Size 1024 MB 512 MB 

Network 100BASE-TX 
 
3.3 Experimental Results 

 Fig. 10 shows dependency on the communications cache 
size. Reduction rate for redundant data is defined by (1). For 
our experimental condition, 500 elements, that is, about 750 
M bytes are required for the cache to read benefits of cache 
avoiding replacement of redundant data with the other 
redundant data. At the same time, large size cache can prevent 
replacement of redundant data with even non-redundant data 

to some extent. Utilization of no-hit list can realize high 
reduction rate with small cache size if the node U receives 
redundant data together with non-redundant data. It is 
important not only for cost but also for performance. Because 
searching large size cache containing unnecessary data cause 
overheads usually. Furthermore, such overheads enlarge 
transmission delay, which may lead to packet lost in the node 
and congestion may occur. Then congestion control of TCP 
inhibits packet transfer rate and throughput of the route 
becomes lower than that without function of traffic reduction. 
In fact, such congestion was observed with previous version 
of the node program that employed linear search algorithm 
for searching the communications cache. Elimination of 
overhead is significant to achieve efficient traffic reduction 
with not expensive machine. 

 Effects of presence of non- redundant data are given in 
Fig. 11 and Fig. 12. Measurements for these figures were 
performed with the 1000-element communications cache. Hit 
rate and occupancy are given as followings, respectively. 

	 	 	 	 	
	 	 	

, 3 	

	
	 	 		 	

	 	 	
.				 4  

Even redundant data must forwarded at least one time so that 
maximum value of hit rate is 1/N=0.8. 

 

 

Figure 10.  Experimental Traffic Reduction Rate 
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Figure 11.  Recuction Rate for the Redumdant Data with the 
Communications Cache of 1000-element. 

 

  

Figure 12.  Redundant Data Occupation and Hit Rate of the 
Communications Cache of 1000-element. 

 

 If an element in the communications cache replaced 
using no-hit list, reduction rate for redundant data is high for 
increasing rate of non-redundant data. High occupancy of 
redundant data in the cache shown in Fig. 12 brings in this 
accomplishment. Configured cache size is enough large for 
rate of non-redundant data lower than about 0.2 as shown in 
Fig. 11. Then occupancy of redundant data is about 0.5 
without no-hit list. This result means that about 500 elements 
holds valid data, and consistent with Fig. 10 which suggest 
the size is enough for purely redundant data transmission. 

Roughly speaking, 1 for N (N=5) packets of redundant data 
cause replacement in the cache. At the same time, N for N 
packets of non-redundant data replace old elements because 
they never hit. Therefore, occupancy of redundant data is low 
for its rate in received data. If rate of non-redundant data is 
about 0.3, in spite of not so low comparing to maximum value 
of 0.8, reduction rate for redundant data decreases noticeably. 
This means that hit rate is not suitable for criterion of 
performance evaluation of the present system. Hit rate here 
gives same value whether if whole data of the received packet 
matches an element or partially matches. However, only the 
former case yields the ideal compression. 

4 Conclusions and Future Works 
 In this paper, we proposed network nodes to reduce 
traffic of redundant TCP stream with packet cache. We 
implemented our method for the network with Ethernet, IP, 
and TCP for data link layer, internet layer, transport layer 
protocol, respectively. The nodes record received packets if 
their data have not been held in the caches. Otherwise, an 
upstream node compresses them and sends small identifiers, 
and a downstream node reconstructs it. Traces of boundary of 
the redundant streams are used for effective search of the 
cache. Elements that belong to connections transmitting 
redundant data are deselected from candidates of replacement. 
Cache elements construct multiply linked list for effective 
search of redundant data in their cache and replacement. We 
built a computer network system for experiment and 
evaluated the proposed method. Almost ideal reduction rates 
are obtained. 

 We consider that the proposed method is the most 
efficient for such applications that generate highly temporally 
redundant traffic and require real time communications, for 
example, videoconference system or live broadcast. We are 
currently working to implement for more applicative topology 
for mentioned applications, and evaluate using real traffic. At 
the same time, optimizations of encoding/decoding procedure 
and memory usage are necessary to improve throughput and 
achieve high applicability with low cost. 
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Abstract - Text and e-mail are widely open to (mis)inter-

pretation by the recipient. It is widely accepted that humor, 

sarcasm, double entendres do not work well or are interpreted 

correctly without the smile, tone, or expression given by the 

sender. This paper looks at the “mood” or level of happiness 

of the recipient in the correct interpretation of a text or email 

message. 

Keywords: Emotion, happiness, interpretation, mood, text e-

mail.  

 

1 Introduction 

 The United States Department of Commerce predicted 

in 2001 that almost half of the U.S. population used e-mail to 

the extent that e-mail messages now outnumber the number of 

letters sent through the U.S. Postal Service [21]. For 2010, 

Internet World Stats, shows that 77.3% of the U.S. population 

used the Internet [14]. Gatz and Hirt suggest that email is 

used daily, and in some cases, even hourly [7]. The Radicati 

Group, in 2010, estimated the total number of emails sent per 

day to be approximately 294 billion [22]. 

 The Pew Internet & American Life Project states that 

approximately 83% of the U.S. population own cell phones 

and, of this group, 73% send and receive text messages. That 

means that daily, at a minimum, almost 240 million emails 

are sent in the US. If only one text message is sent by each 

cell phone user, approximately 145,351,532 texts are sent 

daily. Combined, that means that, at a minimum, 385,245,132 

electronic messages are sent daily. 

1.1 Message Interpretation 

 With that number of messages being sent, there is a 

chance that messages may be misinterpreted. Because 

messages arrive without the benefit of seeing or hearing the 

sender, the recipient may not receive the message in the tone 

in which it was meant. Nonverbal cues, in a conversation, 

provide clues to the meaning of the message [10]. Humor, 

sarcasm, or simple requests for information, when done in 

person, are frequently presented with a smile, a nudge, or 

some other form of body language or vocal cue [18].  

 The sender of a message “hears” the tone of a message 

in their head as they type it. The recipient, however, does not 

hear that tone. Sarcasm, for example, is defined as a sharply 

ironical taunt or cutting remark [4]. That definition, in itself, 

strongly suggests verbal cues are associated with sarcasm. 

Sarcasm, therefore, does not fare well in e-mail [2]. Without 

hearing the “tone” of the message, recipients may choose to 

ignore or delete the message [17]. E-mail, as a form of 

writing, is not usually reviewed or edited and particularly not 

for possible tone interpretation. 

1.2 Message Tone 

 E-mail has tone, even though the message is not heard 

by the recipient. All text has tone. The writer of a 

book/poem/article carefully chooses their words and presents 

them in a way meant to convey a meaning to the message 

[14]. Tone is the attitude or feeling the writer wishes to 

deliver [13] or convey toward the message’s topic [17]. 

 The problem for most writers is that they expect the 

recipient of their message to understand exactly what the 

writer meant to convey, tone included [10]. Readers, 

however, take the message literally, with no understanding of 

what the writer means to say, especially if acronyms are 

included and the reader does not understand the meaning 

[17]. In a study conducted using Cornell University students, 

Kruger et al. found that only half the time was the tone of a 

message correctly identified by the recipient; however, 80% 

of the time, the sender believed the recipient would get the 

tone correct [11]. 

 A Canadian company, The Strategic Counsel, conducted 

an opinion poll for Microsoft Canada that supports the above 

study. In their 2007 polling of Canadians, they found: 

• 66% worried about the possibility of their emails 

being misinterpreted or misunderstood; 

• 37% experienced work problems due to email 

misinterpretation;  

• 30% retrieved an email because they were afraid it 

would be misinterpreted [1]. 

 In a study at the University of Vermont Extension, 

Deziel collected responses from the extension employees on 

the successful interpretation of e-mail messages. A majority 

of respondents had experienced a misinterpretation of at least 

one of their messages [3]. His results for the number of e-

mails that have been misinterpreted are shown in Figure 1. 
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Figure 1. Percent of survey participants who have had an e-mail 
message misinterpreted [3]. 

2 Mood 

 How people evaluate events that occur in their lives 

depends on two things: cognition and affect (or mood). Mood 

influences the “instant evaluation” of an event [6]. For most 

people, terms such as “happy” and “unhappy” are words that 

are used to describe their mood. 

2.1 Measuring Mood 

 Psychologists identify three types of happiness: 

emotional, moral, and judgmental [9]. Of these three, it is 

emotional happiness that most people identify; however, 

emotional happiness is considered subjective [9]. Despite the 

subjective nature of emotional happiness, there are ways to 

measure its levels and these methods can be scientific [19]. 

The most frequently used method of happiness measurement 

is by asking individuals, through surveys, if they are happy 

and how happy they feel. Other methods of measurement 

include physiological indicators, observed behaviors, and 

nonverbal behaviors. As a subjective concept, each individual 

tends to be the best judge of their level of happiness [6]. 

Figure 2 shows objective vs. subjective happiness and how 

the two are measured. 

 

Figure 2. Concepts of happiness and how they are measured [6]. 

 When surveying for happiness, psychologists have 

identified five main factors that determine an individual’s 

level of happiness: personality, socio-demographic, 

economic, situational, and institutional [6]. An issue with 

identifying happiness, however, is that respondents often give 

answers focusing on joy or satisfaction. Joy is a term used to 

define an emotion. Satisfaction is a term used to define a 

perception [19]. 

2.2 Measuring Happiness 

 One survey, the Subjective Happiness Scale (SHS), was 

created by Sonja Lyubomirsky and Heidi Lepper [12]. Their 

survey, through several different studies meant to validate it, 

was reduced to four simple questions. Answers to the four 

questions, using a 7-point Likert scale, are averaged. 

Happiness scores range from 1.0 to 7.0; the higher the score, 

the higher the level of reported happiness [12]. The questions 

are: 

• In general, I consider myself ( with 1 corresponding 

to “not a very happy person” and 7 corresponding to 

“a very happy person”). 

• Compared to most of my peers, I consider myself 

(with 1 corresponding to “less happy” and 7 

corresponding to “more happy). 

• Some people are generally very happy. They enjoy 

life regardless of what is going on, getting the most 

out of everything. To what extent does this 

characterization describe you? (with 1 corresponding 

to “not at all” and 7 corresponding to “a great deal”). 

• Some people are generally not very happy. Although 

they are not depressed, they never seem as happy as 

they might be. To what extend does this 

characterization describe you? (with 1 corresponding 

to “not at all” and 7 corresponding to “a great deal”) 

[12]. 

3 Mood and Message Interpretation 

 There is an abundance of anecdotal evidence regarding 

the “mood” of the sender and the “tone” of the message. 

Frequently, one will hear that the “sender” must have been in 

a bad mood to send that message. Rarely is it heard that the 

recipient is the one with the bad mood. This, in part, may 

explain the Facebook page developed (2011) and titled “Bad-

mood-DONT-text-Shutup-No-one-was-going-to-text-you-

anyway.” The page is no longer available. 

 To assist with mood and tone, many social network sites 

provide users with an opportunity to signal their mood with a 

status. Facebook recently announced that they were going to 

test a “status update composer” that would let you use an 

emoticon and add a mood to accompany your post [15]. E-

mails and texts have for many years used emoticons to soften 

or strengthen the message’s interpretation [20]. The problem 

with emoticons is that the user may not understand its 

meaning, thus further frustrating the reader [17]. Another 

issue with the use of emoticons is that it suggests an 

unprofessional writer. This is especially an issue when the 

message comes with a business email [8]. 
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 This study attempts to connect, not the writer’s mood, 

but the recipient’s mood with how an e-mail is interpreted. 

4 Influence of Mood on Message 

Interpretation: The Study 

 To determine if there is a connection between the 

recipients’ current mood and their interpretation of a text 

message, a study was conducted using the SHS and several 

text scenarios. The SHS was selected for use in this study 

because of its simplicity.  

4.1 Research Hypotheses 

 The purpose of this study was to determine whether 

there was a correlation to the mood (or happiness level) of an 

e-mail reader to the perceived tone of an e-mail. To this end, 

the following null research hypothesis was created: 

There will be no difference between the happiness 

levels of an e-mail recipient and how they view the tone 

of the email message. 

4.2 Scenario Development 

 To reflect messages that individuals might receive, six 

general topics were selected. Each of the topics was then 

written with three perspectives in mind: neutral, friendly or 

“warm fuzzy,” and unfriendly or “cold prickly.” The topics 

were: 

• Cat having kittens 

• Upcoming football game 

• Going out for dinner 

• Upcoming exam for a course 

• Acceptance of a poem for publication 

• Day trip to the beach 

 These topics were developed using a small formative 

committee of three individuals. The neutral scenario was 

created first, and then was modified to give more extreme 

“warm” positive or “cold” negative responses. 

 The 18 developed scenarios were then submitted to a 

group of seven individuals who were asked to evaluate the 

scenarios on whether they felt “warm,” “cold” or “neutral” 

towards the message sender. In addition, this group was asked 

how they would modify each question to get a response closer 

to “neutral.” The scenarios were then modified to move the 

overall feeling of each of them closer to neutral. 

4.3 Survey Submission 

 These final scenarios were combined with the SHS 

questions and submitted to students attending the University 

of North Carolina Wilmington. Students in these courses were 

asked to voluntarily participate in the survey. Standard IRB 

protocols were used with regard to the survey submission. 

 At the writing of this ongoing research, 42 students 

responded. The survey remains open and additional data 

continues to be collected. 

4.4 Happiness Results 

 Responses to the four SHS questions were based on a 

seven point Likert scale. Happiness levels are determined by 

averaging the four scores. Survey results were divided into 

three groups: happier than average, average, unhappier than 

average. Lyubomirsky and Lepper’s results show the average 

score for college students to be slightly below 5.0 [5]. Current 

results from this study of college students show an average of 

4.69; the mean, however, is 4.77. For the respondents, 

happiness scores ranged from 3.00 to 6.25. Plotted, the scores 

have a modified bell curve. Figure 3 shows the modified bell 

curve. 

 

Fig. 1. Levels of respondent happiness. 

 The bell curve results were used to determine which 

respondents would be considered happier than average, 

average in happiness, and unhappier than average. The 

columns on the right (slash markings) (n=11) are sorted into 

“happier than average,” the middle section (n=22) are those 

individuals sorted into “average happiness,” and the columns 

to the right (checkered) (n=11) are those individuals sorted 

into “unhappier than average.” 

4.4.1 General Happiness Demographic Results 

 Of the 35 responses, 25 (59.5%) are female and 17 

(40.5%) are male. Males, on average, identified that they 

were happy individuals. With ‘7’ as the happiest, men 

averaged a score of 4.88 (‘4’ is neutral). Females averaged a 

score of 4.51. 

0

2

4

6

8

10

12
3

3
.2

5

3
.5

3
.7

5 4

4
.2

5

4
.5

4
.7

5 5

5
.2

5

5
.5

5
.7

5 6

6
.2

5

N
u

m
b

er
 o

f 
R

es
p

o
n

se
s 

(n
=

4
4

) 

SHS Scale with Responses 

Happier 
than 

average 

Average 

Unhappier 
than 
average 

Int'l Conf. Internet Computing and Big Data |  ICOMP'13  | 117



 When reviewing question one, identifying the level of 

happiness felt at the given moment, males are slightly more 

happy (5.588) than females (5.52). The overall average to this 

question, across genders, was 5.548. 

 When compared to their peers (question two), however, 

females identified themselves as slightly more happy (5.08) 

than males did (4.94). The overall average to this question, 

across genders, was 5.024. 

 The third question, whether the respondents enjoyed life 

“regardless of what is going on,” females were slightly lower 

than males with a score of 5.080 compared to the male 

average score of 5.118. The overall average to this question, 

across genders, was 5.095. 

 With the fourth question, referencing that some people 

just are not happy people, females had a stronger negative 

response to this characterization of them with an average 

score of 3.120 (‘1’ corresponds to “not at all”) than males did. 

Males rated themselves, on average, with a score of 3.882. 

The overall average to this question, across genders, was 

3.429. 

4.4.2 Specific Results 

 The levels of happiness (warm, neutral, cold) and the 

respondents’ ratings for each scenario were done using 

correlation. Pearson’s product moment correlation coefficient 

was done to see if there was a linear association between the 

respondent’s level of happiness and how each scenario was 

ranked. 

 Participants were presented with the 18 written 

scenarios. Each of the six basic formats included a “warm 

fuzzy” email scenario, a neutral email scenario and a “cold 

prickly” email scenario. Participants ranked these email 

interactions on a 5 point scale ranging from 1 "cold" to 5 

"warm". Scores from all 18 scenarios were averaged to give a 

final score. These general rankings will be termed “civility 

scores.” 

 Happiness scores ranged from 3.000 to 6.250 with a 

mean of 4.774 and standard deviation of .662. Civility scores 

averaged from a range of 1.929 to 4.762 with a mean of 3.025 

and a standard deviation of .239. 

 A Pearson's correlation coefficient was calculated for 

happiness by civility, resulting in a significant positive 

correlation of .476 (p <. 001). These results suggest that 

happier respondents are more likely to perceive email 

responses as civil, than are less happy respondents. r2 

suggests that 23% of the variation in civility judgment is due 

to the level of happiness felt by the recipient.  

 In reviewing the data, there is some evidence to suggest 

that this effect is consistent across the “cold prickly,” neutral 

and “warm fuzzy” response scenarios. Similar bivariate 

correlations appear when comparing each of the three 

separate scenario groups with the level of happiness. The 

results, from “cold prickly” to neutral to “warm fuzzy” are r 

=.347, r = .364, and r =.350 respectively. There was not 

difference, however, between how males and females 

responded to the scenarios. Their overall results mirrored the 

results of that of the combined genders. 

5 Conclusion and Future Work 

 It appears that it is the mood, or level of happiness, of 

the recipient appears to significantly determine how an 

electronic message is interpreted. There is a connection 

between the recipients’ current mood and their interpretation 

of a text message. 

 The survey and subsequent evaluation continues to 

attract more participants. With this initial result, other 

variables or influences could also be evaluated, such as other 

ages (non-college students) or settings (businesses,  
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Abstract - College students are a highly connected 

population, and also one with a potential for problem alcohol 

use. Young adults of college age frequently have cell phones 

and other mobile electronic devices and spend significant time 

maintaining their social networks of friends via Facebook, 

Instagram, Twitter and other instantaneous means of 

communication such as text messaging. Alcohol use is not 

uncommon among this same group, and the newfound 

freedoms experienced in a college environment can lead some 

young adults to develop problems with alcohol use that go 

beyond occasional social drinking. This paper reports on the 

design of an interactive text messaging platform that enables 

therapeutic alcohol use intervention treatment to go beyond 

the counselor’s office and directly into the mobile devices 

students typically carry and use. The design of this interactive 

system is detailed, technology decisions are discussed, and a 

summary of the results of a pilot study using the system is 

presented. Future plans for extension of the platform onto 

smart phone technology and with a higher degree of 

interactivity are explored. 

Keywords: Interactive text messaging, parsing, SMS, alcohol 

use treatment, server-based text message processing. 

 

1 Introduction 

Interactive technology such as text messaging and other 

features of smart phones and older feature phones provides an 

appealing way for young adults to maintain interpersonal 

connections with a circle of friends. Because mobile device 

technology, and the quick communication it facilitates, is so 

prevalent, opportunities abound for making use of this 

technology in innovative ways. One intriguing possibility is as 

a support tool for interactive, text messaging based 

interventions as a therapeutic technique for reducing 

substance abuse in of various forms by young adults. 

Although generally too complex and proprietary to develop as 

part of a single research study, there are a number of 

platforms that implement a cloud application architecture and 

can facilitate development of an interactive, text-based 

protocol, including Twilio [22] and Tropo [21] (Figure 1). 

Tropo

Application code
Web API

PHP, Python, 
JavaScript, Ruby, 

etc.

Subject sends text 
message to app

Subject interacts 
with app running 
on Tropo cloud

 

Figure 1. Tropo Cloud Application Architecture [21]. 

Young adults are a high risk group for many health 

problems including substance use, suicide, and drinking. For 

example, full time college students (ages 18 to 22) were more 

likely than their peers not enrolled full time to use alcohol in 

the past month, binge drink, and drink heavily [15]. Heavy 

alcohol consumption and the resulting negative consequences 

are significant risk factors for college students in the United 

States [8,10], with one in four college students having met 

alcohol abuse or dependency diagnostic criteria in the past 

year [16]. In 2011, over 60 percent of full-time college 

students consumed alcohol on a regular basis, nearly 40 

percent were binge drinkers, and 13 percent were heavy 

drinkers. Among those not enrolled full time in college, these 

rates were 52, 35, and 10 percent, respectively [5,20]. Thus, 

not only are young adults drinking, but the way in which they 

drink put them at high risk for alcohol-related problems. 

Motivational interviewing (MI) techniques which make 

use of brief and supportive interactions have shown promise 

for reducing alcohol-related problems [1,15,18], smoking 

[2,9], marijuana use [4], and substance use and drinking [11]. 

These MI approaches tend to focus on the goal of reducing 

use, rather than leading to complete abstinence. Thus, MI 

often serves as a stimulus to contemplation about current and 

future use, which is an important and necessary precursor to 

eventual abstinence, or in some cases, more responsible use 

[13,14;19]. 

In a previous study, the efficacy of a preventive 

intervention using MI for substance use and associated risk 

behaviors among adolescent patients was measured. A 20 

minute, evidence-based session with a social network 
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component was performed in a study of 28 teen subjects who 

were recruited, provided consent/assent, screened, and 

randomly assigned to a treatment or control (no treatment) 

group. After one month, a follow-up survey showed that teens 

in the treatment group reported getting into less trouble 

related to substance abuse and were more prepared to begin 

substance abuse counseling than teens in the control group 

[14]. The success of this earlier study led to the development 

of a protocol for a text messaging based MI approach. 

In this paper, we present the motivating factors and 

technological foundations of an automated, interactive, text 

messaging system that implements an MI-based therapeutic 

treatment protocol. The system is designed to be easily 

retargeted to other domains, and in this instance is used for 

alcohol use intervention. The design is described using a 

system architecture design and accompanying detailed 

explanation of software design, technology decisions, 

messaging protocol, and message content. The results of a 

pilot study using the system are summarized, and future plans 

for extension of the platform onto smart phone technology 

and with a higher degree of interactivity are explored. 

2 Suitability of Text Messaging 

Traditionally, motivational interviewing is performed by 

a trained clinical psychologist as part of a treatment and 

intervention program [7]. It has long been used as a technique 

for the treatment of problem drinkers, though it has shown 

benefits in many other forms of motivation-dependent 

counseling [1,2,4,9,11,15,18]. As a technique, motivational 

interviewing is a client-centered counseling style that helps 

clients to make positive changes in their behavior by 

uncovering varying degrees of readiness and other internal 

motivation within a client in order to facilitate the desired 

change [1]. 

At the outset of this research, it was unknown if a 

motivational interviewing protocol using automated text 

messaging would be successful as an intervention technique 

within an overall treatment protocol, although recent research 

has indicated strong potential [3]. Guiding our application of 

text messaging as an MI approach was the Transtheoretical 

Model of Behavior Change (TTM), which organizes behavior 

change through a series of stages [17]. 

In accordance with what the literature suggests, and due 

to the ready availability of a college student population, we 

envisioned that our study would target heavy drinkers in the 

young adult population at Virginia Commonwealth 

University. Specifically, we hoped to be able to identify what 

stage of change each subject was in via interactive questions 

such as “Do U think it will be hard for U to reduce or stop 

drinking?” 

During the study and based on subject responses, each 

subject was classified as being in one of the accepted TTM 

stages that are precursors to active change: precontemplative, 

contemplative, or preparation. The interactive nature of the 

text messages allowed for the integration of consciousness 

raising (educated each of the participants on how much they 

drank in comparison with other young adults), self-

reevaluation, environmental reevaluation, and self-liberation 

(participants were asked if they were willing to make 

adjustments to their drinking habits, were asked to commit to 

an adjustment, and then sent encouragement that they could 

fulfill their commitments). Although the text messages were 

sent via a computer program, they were designed to make the 

participant feel as if they had a helping relationship. 

According to early work in this area, consciousness 

raising and environmental reevaluation are effective change 

processes for individuals in the precontemplative stage [17]. 

Self-reevaluation is an effective change process for those in 

the contemplative stage, and self-liberation is a helpful change 

process during the preparation stage. Although, a helping 

relationship is a change process that is not effective in moving 

participants to the consecutive stage of health behavior 

change unless they are in the action stage, this aspect of the 

text-messaging was a component of integrating MI with social 

network counseling. 

Thus, based on an analysis of previous research, the 

prevalence and availability of text messaging capable cell 

phones among college students, and the highly interactive 

nature of text messaging as a communication medium, it 

became clear that there was merit in conducting a study using 

a text based approach to motivational interviewing. Equally 

important to this research was the need to evaluate the 

feasibility and efficacy of this text based approach as part of 

the overall intervention goals of the study. 

3 Interactive Platform Design 

The framework that was designed, implemented and 

deployed for this interactive, text-based approach relies on 

popular Linux, Apache, MySQL and PHP (LAMP) computer 

server technology [12] and the Tropo cloud-based platform 

for text-enabled applications [21], with design direction taken 

from several well-studied software engineering design 

patterns [6]. Figure 2 illustrates the architecture of this 

system, including cell phones, cloud-based texting platform, 

server and database components, and support for 

management, subject enrollment and system status 

monitoring. At a fundamental level, the solution to this design 

is creation of a parsing technique that is driven by a database 

and responds to incoming text messaging events. 

3.1 Server Technology 

The web server that hosted the texting application 

software was configured using the popular LAMP 

configuration [12]. This configuration is designed for efficient 

and cost-effective web servers, enabling a wide variety of 

power web-based applications. 
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Figure 2. Design of interactive text messaging platform. 

 

The text-based software that drives our study was 

implemented in the PHP programming language, which is 

widely used for web-based application development. PHP 

was selected for its broad adoption, availability of example 

programs, and support within Tropo, the cloud-based, text 

messaging platform that was selected for this project. The 

server was configured to use a high level of security to 

insure that data integrity was maintained. 

3.2 Software System Design 

The overall design of the text messaging software 

system was engineered using three well-known design 

patterns [6] to describe the structural, behavioral and 

concurrency aspects of the system. The Front Controller 

structural design pattern was used to centralize control of 

this combined web-based and server-based application. The 

State behavior design pattern was used to guide 

development of the state-machine algorithm that tracked 

progress of each subject within the study, including which 

of the many possible messages was the next appropriate 

message to be sent to each subject. To support the 

significant concurrently used in the application, the Event-

based Asynchronous concurrency pattern was implemented 

in order to marshal incoming requests and manage the 

corresponding system state changes. 

3.3 SMS System Design 

The Short Message Service (SMS), or text messaging 

service, component of the system was implemented using a 

commercial cloud-based Application Programmer Interface 

(API) called Tropo. Tropo provides web-application 

developers an API for designing software that supports 

voice and SMS communication in a variety of popular 

programming languages [21]. The Tropo system enables 

unlimited, free use of the text-messaging platform for web-

applications during the development and testing phase and 

a cost-effective pricing structure during the production 

phase of a project. Tropo was selected over its main 

competitor, Twilio [22], because of its more favorable 

pricing structure and comparable feature set. 

Application design began with an event and data 

parsing algorithm definition phase, during which 

appropriate design patterns were identified and 

implemented and test programs were developed to 

experiment with the features of the Tropo platform. 

Because the initial proof-of-concept was designed to be 

easily modified, a text-based approach for storing data and 

tracking subject progress was used to enable more 

convenient data collection management and data-format 

changes. Due to numerous modifications made to the data 

collection strategy and data management needs, the choice 

to use a text-based approach was fortuitous as database 

table modifications can be cumbersome when data 

management is complex.  

The production version of the text-based software 

system used this less complex text-based data system, 

consisting of individual comma-separated-value files for 

each subject to support this ease of support during ongoing 

development. In future uses of this platform, the MySQL 

database platform will be incorporated to provide more 

flexible and robust programmer support for data 

management. 

Subjects were entered into the study on a rolling basis, 

resulting in subjects being in various states of the study 

simultaneously. To enter a new subject into the study, the 

subject’s unique subject ID and cell phone number were 

inserted into the database. Note that subject IDs were used 
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to identify subjects on the web server in order to maintain 

and protect the privacy of each subject. No identifying 

information was stored on the web server, and it was only 

after data was gathered and securely downloaded by 

researchers that data could be linked with subject identities 

for further analysis. 

Text message sequences were sent over four days, with 

the initial message of each day sent to each subject initiated 

using a daily, time-triggered “cron” job. Table 1 describes 

the breakdown of text messages for each day, and how the 

messages were designed to support a particular approach 

and motivational interviewing focus. For each day, Table 1 

also explains the intent of each model component of the 

text messages for each day. 

The initial text message sent to each subject was done 

so during an individualized time permission window during 

which the subject indicated it was okay to receive a text 

message. Subsequent message interactions were handled 

asynchronously based on individualized interactions with 

each subject. When a subject replied to a given message, 

the text-messaging platform prepared a customized, 

outgoing message based on that subject’s current progress, 

or state, within the study. Figure 3 shows the sequence of 

text messages sent each day, including placeholders where 

a subject’s first name (SUBJECT_NAME), typical of 

number of days per month the subject drinks alcohol 

(NUMBER_OF_DAYS), percentile raking of alcohol use 

as compared with peers (ALCOHOL_USE_PERCENT), 

risk level of the subject’s peer network (RISK_LEVEL), 

and finally email (EMAIL_CONTACT) and telephone 

(PHONE_CONTACT) contact information. 

Once the day’s defined messages for a given subject 

were exhausted, any subsequent messages from that subject 

were responded to with a generic message reminding the 

subject that additional messages of support were available. 

All of these interactions were gathered in per-subject 

logging files and an overall study logging file to enable 

both individual and summary post mortem analysis of 

interactions and to provide data redundancy. 

At any time, a subject could request a “booster” 

message by simply texting back the word “boost.” These 

booster messages (Figure 4) were designed to be simple 

messages of encouragement and support, written in the 

form of interactions used in motivational interviewing. 

Upon completion of the four day sequence, subjects 

were sent reminder text messages at days 23, 29 and 30 

after they entered the study. These reminders provided 

information to subjects about the online follow-up survey 

they were asked to complete in order to conclude their 

involvement in the study and to receive a small stipend. 

Subjects were encouraged to complete the online follow-up 

survey one month after entering the study, and were sent a 

single, daily text message reminder each day after that 

point until they completed the survey. 

For study administrators, text-based system support 

was implemented. By texting single word commands such 

as “help,” “start,” “stop,” or “status,” the text messaging 

system respectively would provide a summary of available 

commands, start the system to enable sending of messages, 

stop the system to disable sending of messages, and report 

on the current status of the system including a summary of 

progress of the enrolled subjects. This simple 

administrative interface was also available from the Linux 

command-line and provided administrators with a 

straightforward way to control the system and verify its 

status. Two web-based interfaces were developed to enable 

researchers to verify each subject’s cell phone during the 

initial interview phase of the study, and to indicate when a 

given subject had officially completed the study, thereby 

stopping any reminder messages that were being sent. 

Table 1. Description of text message design and model components based on focus of Motivational Interviewing stages. 

Day Texts Approach & MI Focus Model Components 

1 6 texts 

 

boost texts 

Rapport building 

 

MI acceptance & engagement 

Asked about general well-being 

Asked about difficulty to stop/reduce drinking 

Asked what they like and dislike about drinking 

2 4 texts 

 

boost texts 

Presenting feedback 

 

MI acceptance 

Drinking is reviewed & compared to national norms 

Asked to reflect and consider future in light of current drinking 

3 5 texts 

 

boost texts 

Presenting information & feedback 

 

MI acceptance 

Information about social networks is presented 

Personal social network quality is reviewed 

Asked to reflect on their social network  

4 4 texts 

 

boost texts 

Summary of session 

 

MI encouragement 

Texts are summarized 

Asked if they would consider making small changes in their social 

network 

Asked to consider with whom in their network they would like to increase 

or decrease time with & where 

Reminded about follow-up telephone interview 
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Day 1 

Message 1: “Hi SUBJECT_NAME. This is the VCU Psych 

Study. What up? How U feeling today? Txt back: good, ok, 

bad." 

Message 2: "B-4 we start, do U think it will be hard for U to 

reduce or stop drinkin? Txt back: no way, maybe, or def." 

Message 3: "Let's talk about sum of your responses from the 

survey. U reported drinkin NUMBER_OF_DAYS days in 

past 30 days. Can U tell me what U like about drinkin?" 

Message 4: "OK, thanks I appreciate it. Can U also tell me 

what U dislike about drinkin?" 

Message 5: "Sometimes there are pluses & minuses to drinkin. 

What are U doing now?" 

Message 6: "Thanks for your responses. I appreciate it. I hope 

U can think over what we discussed. Bye. Need some extra 

support? Txt: boost" 

 

Day 2 

Message 1: "Hey SUBJECT_NAME. How are U feeling? Txt 

back: good, ok, bad." 

Message 2: "Let's talk more about ur drinkin. Did U know that 

ALCOHOL_USE_PERCENT of other 18-23 year olds drink 

less than you? How's that for you? Txt: surprised, unsure, 

upset." 

Message 3: "Can U tell me how U see your life in light of your 

current drinkin?" 

Message 4: "Ok, thanks for Ur response, I really appreciate it. 

Need some extra support? Txt: boost" 

 

Day 3 

Message 1: "Hey SUBJECT_NAME. How r u doing? Txt 

back: good, ok, bad. Then, let's talk about your friends." 

Message 2: "Your network is RISK_LEVEL risk to affect your 

drinkin. How do U feel about Ur network? Txt back: ok, need 

to change, need lots of change." 

Message 3: "How would U rate Ur craving right now? Txt 

back: Intense, pretty strong, under control." 

Message 4: "Remember, very small adjustments in ur network 

can have big effects w/ ur drinkin. What are U doing now?" 

Message 5: "K, thx. I hope U can think over what we 

discussed. Hang in there, bye. Need some extra support? Txt: 

boost" 

 

Day 4 

Message 1: "Hey SUBJECT_NAME. Howz life? Txt back: 

good, ok, bad." 

Message 2: "Based on what we have been texting about, would 

U consider making any small adjustments to Ur drinking at 

this time?" 

Message 3: "An option is to spend slightly more time with non-

drinkers and less with drinkers, and spending more time at 

non-drinking locations. What do U think?" 

Message 4: "What do you think U would like to do about your 

drinkin?" 

Message 5: "Thx for Ur texts. Hope U can think over what we 

discussed. Questions? EMAIL_CONTACT 

PHONE_CONTACT. Complete follow-up survey in 1 mnth 

& get $20" 

 

Figure 3. Text messages 

 

Booster messages 

Boost 1: "Ask for support from a non-drinking friend, find out 

what they are doing tonight." 

Boost 2: "Mix up Ur routine so U won't be tempted to drink, 

do different things." 

Boost 3: "Try to spend less time at places that remind U of 

drinking. U can do this!" 

Boost 4: "Hang in there, U are doing great! Go work out, see a 

movie, have a meal." 

Boost 5: "Go to a coffee shop, go to a bookstore, study, 

improve Ur GPA!" 

Boost 6: "Hang in there, there are lots of students who are 

interesting, fun, cool, and sober, like U!" 

 

Figure 4. Booster messages 

4 Results 

Our primary feasibility finding centered on the 

development and application of our computer program that 

organized, scheduled, maintained, and delivered our text-

messaging intervention. We found that the automated and 

individualized text messaging protocol was successful in 

delivering text messages to the correct individual (97%), in 

the correct sequence (100%), with appropriate 

responsiveness to each participant’s replies (98%). The 

sequencing of text messages was accurate in the day 

sequence as well as within day interactive texts based upon 

participant response. 

To determine the efficacy of the text-based approach 

to delivering motivational interviewing support, we 

analyzed the response data collected during interactive 

sessions as well as pre- and post-study survey assessments. 

In comparing the results for the intervention and control 

groups, we found two promising trends. The intervention 

group had increased intentions to reduce alcohol use in 

three months following the text protocol, while the control 

group had decreased intentions to reduce alcohol use the 

same period. Due to the pilot nature of the study and a 

relative small population, statistical significance was 

marginal (p<0.10). However, texting responses and other 

interactions with both groups of subjects provided 

qualitative support for these results. Similar results were 

seen in actual steps taken to reduce alcohol use, with the 

intervention group showing a slight increase while the 

control group showed a decrease. 

The results from this small feasibility trial are 

promising on multiple fronts. First, the strong negative 

correlation between readiness to change and perceived 

difficulty stopping drinking provides support that our 

measures fit our unique intervention. This could also be 

evidence that we are accurately tapping into the readiness 

for change construct with this initial text item. Although we 

did not see significant changes in social stress outcome 

scores between groups, the strong positive correlation 

between anxiety and need to change their social network 

due to drinking issues provides support for further 
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exploring the social-psychological consequences of college 

student problem drinking. These findings mirror other 

social network research that has demonstrated strong 

relationships between mental health outcomes such as 

anxiety and depression and social network quality among 

adolescents [13]. Socially based interventions that can 

address peers, mental health, and drinking behavior may be 

warranted.   

5 Conclusions 

The development of an automated computer program 

that can accurately remind, send, respond, track, and 

maintain a text-messaging intervention is a promising 

finding. Having the ability to reach populations of interest 

at an extremely low cost has implications for a public 

health approach towards substance use prevention and 

treatment. Effect sizes would not have to be large to justify 

the further testing on this type on intervention on problem 

alcohol use for a high-risk population such as college 

students. The cost-benefit ratio is fairly clear, even from 

this small trial. This entire program can now be tested for 

accuracy in a larger scale trial as well as to continue to 

evaluation implementation improvements. 

In all, this trial piloted an innovative study that utilized 

automated text-messaging computer programming and 

evidence-based text intervention and produced promising 

enough results to warrant further study. The future of 

mobile behavioral health interventions has just begun with 

an exponential increase of text-based interventions over the 

last 7 years.  It is clear that for the young adult population, 

mobile phones will continue to be a very close part of their 

lives, and thus integrating interventions into this platform 

makes good scientific sense. 

In the future, the system will migrate the data 

collection component to a true database system rather than 

the current text-file-based approach. Other uses of this 

system will be explored, including use in similar health 

behavior intervention studies as well as more general 

information and customer support systems that can use 

artificial intelligence techniques to respond to user 

interactions. 
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ABSTRACT 
Sentimental analysis on web-mined data has an increasing 

impact on most of the studies. Sentimental influence of any 

content on the web is one of the most curios questions by the 

content creators and publishers. Also the impact of the web-

mined data is completely another issue than the sentiments. 

For example categorizing a blog post into positive or negative 

sentiment is a parameter and measuring the like and dislike 

numbers of the blog post is completely another issue. In this 

study, the impact and sentimental of the comments collected 

from five different web sites in Turkish with more than 

300,000 comments in total. The web sites are from newspa-

pers; movie reviews, e-marketing web site and a literature 

web site. All the comments are mixed into a single file. The 

comments have a like or dislike number, which are used as 

ground proof of the impact of the comment. The ground proof 

of the sentiment of the blog is the smileys in the post text. 

Also the sentiments are spread to the rest of the blogs without 

smileys by using the bag of words. The correlation is imple-

mented by using the support vector machine classifier and 

success rates are 50.7% similarity between the sentiment and 

the impact of the comment. 

Keywords 
Data Mining, Sentimental Analysis, Big Data, Text Mining 
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1. INTRODUCTION 
The data set on this study is collected from internet for one of 

the high-circulating newspapers, a movie review web page 

with highest comments, an e-marketing web site with highest 

comments and a literature web site holding poems and novels 

all in Turkish. The properties of the dataset will be explained 

in the experiments section. Some of the comments hold the 

smileys and depending on the emotion of the sentiment, the 

post is categorized as positive or negative. For example a pos-

itive smiley is “:-)” and a negative smiley is “:-(“. Only a few 

of the posts holding smileys are considered as neutral since 

they have both positive and negative smileys. The sentiment 

of positive or negative posts are spread to the rest of the posts 

in the data set, which will be explained in the background and 

experiments sections.  

On the other hand, the numbers of likes or dislikes are con-

sidered as the ground proof of the impact of the comments. 

After feature extraction from both sentiment and impact, the 

correlation between impact and sentiment is investigated by 

using the support vector machine (SVM), k nearest neighbor-

hoods (KNN), decision tree (C4.5) and majority vote learning 

(MaVL) on top of them as classifiers. This paper also holds 

the implementation details and the methodology of evaluation 

of smileys, which are held in the evaluation section.   

2. PROBLEM STATEMENT 

This study is the first time to address the correlation of senti-

ments built on the smileys and the impact built on the like / 

dislike count of comments for Turkish data sources. 

 

Figure 1.  Overview of Study 

One of the difficulties in this study is dealing with natural 

language data source, which requires a feature extraction. The 

other difficulty is dealing with large number of comments, 

Int'l Conf. Internet Computing and Big Data |  ICOMP'13  | 127



which can be accepted as big data problem. The dataset holds 

131,248 distinct words and when the feature vector of each 

economy news item is collected, the total size of the feature 

vector is over 32.5 GByte, which is beyond the computation 

capacity of a single computer with these classification algo-

rithms. For a simple SVM implementation the required RAM 

is slightly more than 1TB. 

3. RELATED WORK 

Current studies on sentimental analysis on web-mined data 
has a great impact for the both content authors and publishers. 
For example the impact of a politician’s speech can now be 
monitored real-time by the help of current studies[1]. For 
example, the researchs on Arabic Spring and the effect of 
social media on the Tunisian case [1] or French Presidental 
Election and social media research [2] or Iran Green 
Movement from the twitter data [3] or research on UK 2010 
election and effect of social media [4] are only a few 
researches on the topic. 
In most of the researches, the data is collected from the social 
media like Twitter [1-4] or Facebook [5] or e-learning 
environments mixed with social networks[6]. All of these 
studies have a text mining part. Zhai[7] shows that the studies 
based on TF-IDF has a higher success than suffix tress or n-
gram based approaches for Chinese case with the SVM 
classifier.  
Some of the reserachers prefers using the metrics built on the 
social network itself. For example in Twitter, it is possible to 
get the number of followers and following and such 
information may be useful to calculate the political views of 
people depending on who they follow as in UK Election 
research [4] where the feature extraction is built on the 
followers/following. Or on some other researches, text 
mining approaches like bag of words, interjection of emotics, 
part of speech tagging methods are implemented together [6]. 

4. BACKGROUND  

This section holds the theoretical background of the methods 

implemented in this study. The section starts with the   bag-

of-words approach and continues with the classification algo-

rithms implemented in the study, which are KNN, SVM and 

C4.5 classifiers. Also an ensemble classifier, which is MaVL, 

has been implemented on top of these classifiers. The details 

of all the algorithms are explained in the given order. Finally 

the evaluation and error calculation methods will be ex-

plained in detail. 

 4.1. Bag of Words 
Bag of words is one of the approaches in the text mining and 

information retrivial fields. The approach gets focus on the 

word level and collects the words as the features in the text. 

For example any word appearing in a text is marked as 1 

while the words do not appear on the text are marked as 0. At 

the end, all the texts can be converted into a binary vector.  

Let P be the corupus of posts and W be the set of words in the 

corpus. 

Feature vector k, which is the feature extracted for the post 

number k,  feature (Pk) will hold 1 for any wi  ∈ W if and 

only if wi  ∈ Pi and will hold 0 for any wi   

∈ W ∧ wi  ∉ Pi. 
Also it can be assumed that the sentimental of a post is 
built over the words in the post, which means, some of the 
words can be considered as postive and some can be 
considered as negative.  [Satyn paper] 

 4.2. K- Nearest Neighborhood (KNN) 
The k, c-neighborhood (or k, c(x) in short) of an U-outlier x 

is the set of k class c instances that are nearest to x (k-nearest 

class c neighbors of x). U-outlier is any instance which can 

not be considered within the boundaries of any classes. 

 

                             Figure 2. Visualization of K-NN 

The K-NN [14] is explained in Figure 2. Here k is a user 

defined parameter. For example, k , c1(x) of an U-outliers x is 

the k-nearest class c1 neighbors of x. 

 Let �̅�Cout,q(x) be the mean distance of a U-outlier x to its k-

nearest U-outlier neighbors. Also, let �̅�C,q(x) be the mean 

distance from x to its k,c(x), and let �̅�Cmin,q(x) be the minimum 

among all �̅�C,q(x) , c ∈ {Set of existing classes}. In order 

words, k , cmin is the nearest existing class neighborhood of x. 

Then k-NSC of x is given in equation (1). 

 

 

(1) 

 

 4.3. Support Vector Machine (SVM) 
The reason of applying SVM method as in Figure 3 over the 

dataset is determining the boundaries between classes [18]. 
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Figure 3.  SVM boundary and margins 

 

SVM aims to classify the samples into groups and define a 

boundary between the groups. SVM also tries to find out the 

maximum margin possibility between the groups [18].    

  (2) 

 

The margin between the classes is symbolized by ω symbol 

in equation (2) and SVM seeks to maximize the value of ω. 

The above formula can be rewritten as below for the linearly 

separable classes [19]. 

  (3) 

In the equation (3), all the possible cases of i and j are 

considered. Also SVM can use a radial basis function and one 

of the options is the Gaussian kernel function, quoted in 

equation (4) [19].  

   

  (4) 

Finally, the class is determined by the result achieved from K 

function. 

 4.4. C4.5 Tree 
C4.5 method [17] is a decision tree based classification 

algorithm. The tree is built by using the information gain of 

each feature in the feature vector.  

The algorithm starts with a training data set S where  S= { s1, 

s2 , … sn } where each sample si has a p dimensional feature 

vector, FV. 

For each sample si, FV = { x1i, x2i, … xpi } and the information 

gain of each values would be IG = { ig(x1i), ig(x2i), … ig(xpi) 

}. 

The algorithm creates a decision tree where each node defines 

a decision to either side.  

 
Figure 4. C4.5 Tree Demonstration 

 

The highest information gain value is selected for the top 

most decision node and the second is get the decision criteria 

on the next level. Let ig(xik) > ig (xim) for the  

Figure 4. The tree is constructed by following the similar 

approach for the next levels. Finally at the leaves, the samples 

are placed after the training. 

In the time of testing, the features extracted from test samples 

are questioned via the decision nodes in the tree from root to 

leaves. The final leaf is accepted as the class of the test 

sample. 

C4.5 has an advantage on other decision trees, since it uses 

the information gain and normalization and also it uses the 

prunning for the time performance. 

 4.5. Ensemble Classification 
The majority vote learning (MaVL or Marvel) [16] has been 

implemented on this study, which can be considered as a 

based ensemble method to combine three different 

classification methods. MaVL can be considered as a meta 

classifier which works over the classifiers like KNN, C4.5 or 

SVM in our case.  

Let Si ∈ S where S is the set of classifiers and let Ci ∈ C 

where C is the set of classes,  

𝐶(𝑥) =  𝑎𝑟𝑔𝑚𝑎𝑥𝑖 ∑ 𝑤𝑗𝐼(𝑆𝑗(𝑥) = 𝑖)

𝐵

𝑗=1

                         (5) 

Where wj is the weight of each indicator function I() which 

is added into the equation for normalization and the weights 

of each classifier is equal in our model.  

Marvel, gets the summation for each of the classifier’s vote 

and the sample is classified into the class with the highest 

vote.   

 4.6. Error Rate Calculation 
The error rate of the system is calculated through root mean 

square error (RMSE). The calculation of RMSE is given in 

equation (6) [20]. 

 

 

(6) 

For this study, above values are the results achieved from 

the implementation of the algorithm. The RMSE result of 0 is 
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considered ideal and lower values close to 0 are relatively 

better. 

By the results fetched from the output layer and the 

calculation of RMSE, the algorithm back propagates to the 

weight values of the synapses.  

Also the results are interpreted by using a second error 

calculation method RRSE (Root Relative Squared Error) and 

the calculation is given in equation (7) [15]. 

 

 

(7) 

Where Pij is the value predicted for the sample case j, Tj is the 

target value for sample case j and  T̅ is calculated by equation 

(8) [17]. 

 

 

(8) 

 

The RRSE value ranges from 0 to , with 0 corresponding 

to ideal. 

The third error calculation method is RAE (Relative Absolute 

Error) and the calculation is given in equation (9) [15]. 

 

 

(9) 

 

 P(ij) is the value predicted by the individual program i for 

sample case j (out of n sample cases), Tj is the target value for 

sample case j, and is given by the equation (10) [15]: 

 

 
 

(10) 

 

For a perfect fit, the numerator is equal to 0 and Ei=0 So, the 

Ei index ranges from 0 to infinity, with 0 corresponding to the 

ideal. 

Also the success rate of prediction and expectation can be 

measured as the f-measure method. The f-measure method is 

built on the Table 1. 

 

Table 1. f-measure method 

 Predictions 

Expectations  Positive Negative 

True True 
Positive 

True 
Negative 

False False 
Positive 

False 
Negative 

 
The calculation of f-measure can be given as in equation (11) 
depending on the Table 1. 

  (11) 

 

 5. EXPERIMENTS 
In this study the dataset is in natural language and some 
preprocessing for the feature extraction from the data source 
is required. The first approach is applying the bag of words 
for the all terms in the data source. Later classifier algorithms 
are executed, unfortunately the hardware in the study 
environment was not qualifying the requirements for the 
feature extraction of all the terms in data source which is 
139,434. 

 5.1. Dataset 
We have implemented our approach and Table 2 

demonstrates the features of the datasets.   

       Table 2. Properties of the Dataset 

 News 

# of posts 303,108 

Average word length ~6.7 

The above dataset is collected from the web site of a high-

circulating newspaper in Turkey. The data is collected 

directly from a database so the noisy parts on the web page 

like ads, comments, links to other news, etc. are avoided. 

Another problem is the noise of HTML tags in the database 

entries for formatting the text of news. The data has 

preprocessed and all the HTML tags are removed from the 

news and also all punctuations and stop words are removed 

in the preprocessing phase.  

 5.2. Feature Extraction 
Feature extraction requires determining the sentimental anal-

ysis on the posts. The bag of words approach has been imple-

mented to spread the sentimental effect collected from smi-

leys to the rest of the data preset. The problem is handled in 

the word level and it is assumed that each word has a senti-

mental effect of positive, negative or neutral. For example 

word “good” has a positive sentiment while word “bad” has 

a negative sentiment.  

Obviously handling the problem in word level has advantages 

and disadvantages, for example loosing the phrase, sentence 

and pragmatics level is one of the drawbacks of the approach. 

On the other hand the performance is higher than the ap-

proaches with natural language processing techniques. In a 

research, with high amount of data, the performance is kept 

as a primary issue and the implementation is selected in the 

word level. The algorithm implemented, takes the words from 

positive or negative sentiments and each word has a tagging 

from the training set with the smileys. Those labeled words 

are carried to the rest of the blogs and each blog is categorized 

within this manner.  

Algorithm: Spreading Sentiments from Smileys 

1. Let S+, S- and S0 be sentiment classes, 

2. For each Pi ∈ Posts 
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3.       Let wi∈ set of Words ∧ wi∈ Pi 

4.       if(Pi ∈ S+)  increase score (wi)  

5.       if(Pi ∈ S-)  decrease score (wi)  

6.       if(Pi ∈ S0)  no change (wi)  

7. V (Pi ,Sum scores of all wi∈ set of Words ∧ wi∈ Pi) 

 

During the execution of algorithm, the execution requires 

more memory than the available hardware, where we run the 

algorithms on a intel i7 cpu and 8GByte of RAM. The 

required memory is calculated in equation (26). 

Memory Requirement =139,434 words x 303108 posts x 6.7      

                                       average word length x 2 bytes for                       

                                    each character =~283GByte     (26) 

As a solution we have limited the number of words with the 

highest occurences. The number of occurences on our 

implementation is 30 and a word is taken into consideration 

after this number of occurences. The words appearing above 

this threshold value are 2878 and the memory required is 

reduced to 700MByte which is easier to handle in the RAM.  

The feature vector extraction is about 56 minutes on average 

for the economy news.  

 5.3. Evaluation 
The results of executions can be summarized in Table 3. 

Table 3. Error and Success Rates of Classification Methods 

 f-
measure 
Average 

RMSE RAE Correctly  
Classified 

Classification 
Before 
Spread 
(12,412 
posts) 

0.491 0.4174 0.9892 52.52% 

Classification 
After Spread 
(303,108) 

0.501 0.4404 0.9930 50.70% 

 

The correctly classification rate in Table 3 is the percentage 

of correlation between two feature vectors.  The success has 

been measured in two different times. The first row, which is 

the classification before spread, measures only 12421 posts 

which holds the smileys in the corpus. So, at that level the bag 

of words approach has not been executed yet. 

The second row of Table 3 holds the success rate after 

spreading the sentiments to the rest of the posts without 

sentiments. There is a slight loss of success since the 

spreading algorithm is not perfect.  

 

 6. CONCLUSION 
This study claims the lossly correlation between sentiments 

and the impact of the posts on the web. This claim has been 

proven by using text mining and classification methods. Also 

the data is collected from the web using the web crawlers and 

it is first time researched the correlation on a Turkish corpus.  

Furthermore the research may have an importance on 

understanding and forecasting the impact of any post before 

it has been published in the future.  

The results shows that at least there are 50% correlation 

between two feature vectors. 
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Abstract— Different from traditional emotion analysis
which focuses on the identification of emotions from the text,
this research aims to predict the reader’s emotion for given
text. Regarding reader emotion as the response to the text,
emotion prediction may be transferred to a classification
problem which classifies the text into the categories causing
different emotions. In this study, we propose an emotion
prediction approach based on Partitioned Latent Dirichlet
Allocation (PLDA) model. Through providing the supervised
information to the training process of LDA model, PLDA
model associates the words from one certain type of emotion
to one certain partition of topics. The outputs of PLDA
model are used as the features of a multi-label classifier
for predicating the reader’s emotion. Evaluations on a large
community emotion corpus show that PLDA model achieves
much better performance compared to bag of words model
and LDA model.

Keywords: Reader’s Emotion Prediction, LDA model

1. Introduction
Recently, with the development of Web 2.0 and social

network, the social community emotion analysis becomes
more and more attractive. Many websites allow users voting
their reactions to the news articles, which makes the study
of reader’s emotion predication feasible. Up to now, most
researches in emotion analysis area focus on the under-
standing of writer’s emotion in the text while few works on
reader’s emotion. These two types of emotion are not always
the same, even in contrary, in some cases. Consequently,
the emotion analysis techniques from writer’s perspective
cannot be applied to reader’s emotion prediction directly.
The existing works in this area are few and most of which are
based on the single-label classification method [1][2][3][4],
which classifies the document to only one category within
several basic emotion categories. However, the single-label
classification approach is conflict to the fact that community
readers’ reaction always contains more than one dominant
emotion types, which is observed from reader emotion voting
results among many news website. Obviously, regarding
the reader emotion prediction problem as a multi-label

classification task is more reasonable.
Many previous works on emotion analysis and predication
are majorly based on supervised machine learning approach.
Most of them represents a document as a Bag of Words
(BOW) and uses words vector as the classification features.
The studies mainly focus on choosing appropriate word
vectors to represent the content of the document. Document
frequency (DF) and chi-square statics (CHI)[5] and so on
were adopted as the selecting metrics. However, these purely
statistic-based methods usually generate a large dimension
word vectors with much noises. Meanwhile, these vectors
always cannot reflect the content of the text effectively as
each terms is considered as independent. With the develop-
ment of topic model such as Latent Dirichlet Allocation [6],
some research use the topics instead of words to represent
a document for predicating the reader’s emotion. A better
performance is achieved. However, there are still some
disadvantages in the researches based on the LDA model.
Since LDA employs an unsupervised learning method while
the supervised information, i.e. readers’ voting information
are not used.
In this paper, we propose to apply Partitioned Latent Dirich-
let Allocation (PLDA) model to topic modeling, which
makes all of the words from one certain type of emotion
only associated to one certain partition of topics through
introducing the supervised information into the training pro-
cess of LDA model. Then, we employ the output of PLDA
as features to do the multi-label classification for predicting
the reader’s emotion. Evaluations on a large user-generated
community emotion corpus show that the proposed method
achieves a better performance compared to BOW model,
LDA model and weighted LDA model.
The rest of this paper is organized as follows. Section 2
reviews the related work. Section 3 presents the emotion
prediction approach based on PLDA and multi-label classi-
fication. Evaluations are given in Section 4. Finally, Section
5 concludes.

2. Related Works
This section reviews some of the related work on reader’s

emotion prediction. As our major approach is based on the

Int'l Conf. Internet Computing and Big Data |  ICOMP'13  | 133



topic model, some of the important works related to this is
also introduced. Finally, some method concerns with the
multi-label classification is reviewed.

2.1 Reader’s Emotion Prediction
With the rapid increase of user labeled emotions on the

news website, the study tries to analyze and predicate the
reader’s emotion of the news article becoming available.
With the help of corpus from Yahoo! Kimo News, Lin et
al.[7] used five different strategies to select features for
predicting readers emotions. The employed features include
bigram, Chinese words, news meta data and so on. Later,
they employed PLM (Pairwise Loss Minimization) and EDR
(Emotional Distribution Regression) algorithms to rank the
reader emotions. Ye et al.[5] took document frequency(DF),
chi-square statistic(CHI) and some other criteria such as
POS tags as features and applies Multi-Label K-nearest
Neighbor(MLKNN)[8] and RAkEL [9] algorithm to make
the emotion prediction, respectively. The results show that
RAkEL com-bined with the intersection of chi-square statis-
tics and document frequency achieve better results.

2.2 Topic Modeling
There are many approaches for modeling docu-ments

topic. Among them the Latent Dirichlet Allocation(LDA)
model has been applied to many areas such as information
retrieval and text category for its flexibilities and complete-
ness. As the traditional LDA model employs unsupervised
machine-learning method, many studies try to adding the
supervised information into the training process of LDA
model, or some other improvement. Ramage et al.[10] pro-
posed a Labeled LDA which could be consider as extension
of both LDA and Multinomial Naive Bayes. They associate
each user tag with topics generate from the model, and use
this model to label individual words as well as providing
interpretable snippets for document summarization. Zhu et
al.[11] proposed a maximum entropy discrimination LDA
topic model(MedLDA) which utilizes the max-margin prin-
ciple in the training process as a supervised topic models.
Wilson et al.[12] 2010 proves that of each term in the LDA
model should be weighted and give a scheme for this.

2.3 Incorporate Topic Model to Emotion Pre-
diction

Recently, many studies of emotion prediction are based on
the topic of text. Normally, they got a better performance.
Lin et al.[13] proposed an unsupervised joint sentiment/topic
model (JST) based on LDA which may deal with both
sentiment and topic at the same time. Bao et al. [14][15]
proposed a joint emotion-topic model to predict reader’s
emotion. The main idea of their model is to add another
emotion layer into traditional LDA model which appends
emotion generation step for the generation process of the

model. However, all these models output only one emotion
prediction. Xu et al.[16] gave every term different weights
of topics to expand the LDA model. They used the Multi-
Label k-Nearest Neighbour (MLkNN) to do the emotion
predication. The achieved performance is higher than BOW
model and LDA model.

3. Reader Emotion Prediction Based on
PLDA
3.1 Partitioned Latent Dirichlet Allocation
Model

LDA model is proposed by Blei et al.[6] It may
be considered as a three-level hierarchical Bayesian
model.After Griffiths et al.[17] brought a Dirichlet prior
distribution on parameter, LDA changes into a complete
generative model. For generating a word of a document,
LDA firstly choose a topic from the polynomial distribution
of the document and then choose a word from the
polynomial distribution of the topic. The generating process
is shown in fig1.
A document is treated as a mixture of topics instead a bag

|d| ! " # $

% &
'('

|D|

Fig. 1: Framework of Latent Dirichlet Allocation topic
model

of words, while a topic is treated as a mixture of words.
It is reasonable to treat a document in this way because
reader’s emotions are usually connected with certain types
of topics or events.
The two important parameters which shows the topics
distribution of each document and words distribution of
each topic could be estimated by many algorithms. Since
the Gibbs sampling is shown simple and computationally
efficient in the previous studies, it is adopted in this study.
The detailed procedures of Gibbs sampling for our method
is presented in Xu et al. [16].
During the parameter estimation process, terms from
document are assigned to any topic without considering the
category information of documents. The two parameters
θ and β are then updated. The analysis on the topic
distribution of a document shows that each topic takes a
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certain proportion. However, a better topic model should
have a large disparity between topics, and document should
shows obvious disparity on every topics. More specifically,
in the emotion prediction task, documents belong to one
certain type of emotion should have a larger proportion
on the topics which could be connected with that type of
emotion. For this purpose, in our study, an improved model
is proposed which takes the labeled emotion category of
each document into account. In this way, the traditional
unsupervised LDA model is transferred to a supervised
one. The generate process of this model is shown in Fig
2. Where cj means the jth type of emotion, |K| is the
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Fig. 2: Framework of Latent Dirichlet Allocation topic
model

total count of topics, M is the total number of emotions
categories. The only step different from the traditional LDA
model is that when generating a word of one document, a
certain category of emotions should be chosen first, then
the topic chosen could only be from this emotion category.
It can be observed that the topics Z are partitioned by the
category of emotions.
When deal with the input training documents with reader’s
emotion label, during each iteration of the parameter
estimating process, each word of document is assigned
to the topics which is connected to the certain type of
emotion of this document. For example, suppose there
are 80 topics and 8 emotion category in total. Thus,
each emotion category is associated with 10 topics. The
"touched" emotion is connected with topic 0-9, "sympathy"
emotion is connected with topic 10-19, and so on. During
the training process, all the words from "touched" document
are distributed in topic 0-9 and the "sympathy" ones are
distributed in topic 10-19, the probability for any other
topics are 0. Thus, the documents with the same emotion

label are distributed in the same topics while the documents
with different emotion label can’t affect each other. This
makes the model just like constructed by 8 independent
small partitions.
In the prediction period, after input the document without
emotion label, the model will output the topic distribution
of document and word distribution of topic, the first one of
which could be used to make the multi-label classification
on reader’s emotion.

3.2 Multi-label Classification
As the distribution of one document on every topic has

already been calculated by the model and the connection
between topics and emotion types is known, the probability
of the document belongs to one specific type of emotion
could be calculated, as shown in equation 1:

P (di ∈ cj) =

(j+1)∗(|K|/M)−1∑
k=(j−1)∗(|K|/M)

θik (1)

where di is the input document, cj means the jth type
of emotion, |K| is the total count of topics, M is the
total type count of emotions, θik means the probability of
document i belonging to topic k. For each group of |K|/M
topics which could be associated with one single emotion,
the corresponding probabilities may be computed. Thus,
M values which shows the probabilities of the document
belongs to each type of emotions are obtained. Then, the
M values are normalized. The one or several of them if
bigger than 0.3, an empirical threshold, the emotion labels
which they belong to will be set as the document’s emotion
predication labels.

4. Experiments and Discussions
4.1 Dataset and Evaluation Metrics

A community-based reader votes corpus is used to eval-
uate the proposed method. The news articles and corre-
sponding reader’s emotion votes are collected form sina.com.
We adopted eight types of emotion in total with the labels
Touched, Empathy, Boredom, Anger, Amusement, Sadness,
Surprise and Warmness. The votes of articles which are
lower than empirical threshold are filtered out. Finally, 8,802
articles with 1,454,912 emotional votes are obtained in total.
There are about 165 votes for each article on the average.
The detailed statistics for each emotion category is shown
in table 1.
We determined the majority emotion categories based on the
statistics of original votes, in which there are 5,745 articles
with one emotion labels, 2,770 ones with two emotion labels
and 287 ones with three labels. This means that there are
totally about 35 percent of articles with more than one label,
which shows that the multi-label classification is important.
Table 2 shows the number of aricles for each combination
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of emotion types. More information about this dataset are
presented in[5].

Table 1: Number of news articles with different number of
labels

Emotions News Articles Votes
Touched 1352 154357
Empathy 414 105089
Boredom 481 116065

Anger 2919 555609
Amusement 2000 245919

Sadness 835 142253
Surprise 715 91662

Warmness 86 43958

Table 2: Number of news articles with different number of
labels

Labels Labels combination News Articles
Anger 2375

1 Touched 1189
Amusement 1032

Surprise 440
Anger Amusement 560

2 Empathy Sadness 394
Boredom Amusement 374

Anger Sadness 271
Boredom Anger Amusement 65

3 Empathy Anger Sadness 47
Touched Empathy Sadness 26

Boredom Amusement Surprise 65

In this study, the commonly used metrics for single-label
classification are replaced by those for multi-label classifi-
cation due to the inherent differences of the classification
problem.
• Hamming Loss (HL): it measures the inconsistency

between the predicted sets of labels and the actual over
the examples.

• Hamming Loss (HL): it measures the inconsistency
between the predicted sets of labels and the actual over
the examples.

• One-error (OE): it evaluates how many times the top-
ranked label is not in the set of relevant labels of the
instance, and it could evolve into general classification
error rate in the single-label classification.

• Coverage (COV): it measures in the ranked list, from
the category of the top-ranked to start, how many
labels are needed to cover all the relevant labels of the
example.

• Ranking Loss (RL): it shows the probability that the
irrelevant labels are ranked higher than the relevant.

• Average Precision (AVP): it reflects the average pre-
cision of the predicted labels.

We take 75 percent of articles with their votes as training
and the others as test set in the experiments.

4.2 Baseline Systems
In the experiment, we adopted two groups of baselines.

The multi-label classification algorithms, namely MLkNN
and BR are combined with BOW model and regular LDA
model, as one group of baselines. Another one is the
MLkNN combined with regular LDA model and Weighted
LDA(WLDA) which is presented in [16].

4.3 Experiment Results and Discussions
Firstly, the performance of emotion prediction based

on multi-label classification algorithms and BOW model
are evaluated. The classification features set differs in the
dimensions of words chosen by DF or CHI criteria. The
results are shown in table 3.

It is observed that the incorporation of BR algorithm and

Table 3: Performances of Emotion predication by multi-label
classification and BOW model with different feature set

Features Methods HL OE COV RL AVP
10,000DF BOW+MLkNN 0.1591 0.4950 2.0169 0.2105 0.6606

BOW+BR 0.1415 0.4121 2.3383 0.2444 0.6726
10,000CHI BOW+MLkNN 0.1575 0.4818 2.0292 0.2124 0.6691

BOW+BR 0.1330 0.3820 2.2576 0.2313 0.6913
15,000DF BOW+MLkNN 0.1613 0.5032 2.0602 0.2171 0.6562

BOW+BR 0.1358 0.4008 2.3100 0.2406 0.6785
15,000CHI BOW+MLkNN 0.1604 0.4914 2.1234 0.2234 0.6576

BOW+BR 0.1332 0.3785 2.2379 0.2296 0.6933
20,000DF BOW+MLkNN 0.1619 0.5042 2.0827 0.2204 0.6534

BOW+BR 0.1343 0.3970 2.3105 0.2405 0.6803
20,000CHI BOW+MLkNN 0.1604 0.5018 2.1317 0.2242 0.6522

BOW+BR 0.1327 0.3808 2.2207 0.2270 0.6940
25000DF BOW+MLkNN 0.1653 0.5320 2.1609 0.2311 0.6351

BOW+BR 0.1323 0.3893 2.3084 0.2405 0.6840
25000CHI BOW+MLkNN 0.1674 0.5023 2.1179 0.2237 0.6519

BOW+BR 0.1290 0.3675 2.2027 0.2247 0.7009

Table 4: Performances of Emotion predication by LDA and
WLDA with different feature set

Topic Methods HL OE COV RL AVP
20 LDA+MLkNN 0.1395 0.3956 1.5807 0.1539 0.7354

WLDA+MLkNN 0.1349 0.3690 1.5220 0.1451 0.7529
30 LDA+MLkNN 0.1395 0.3912 1.5728 0.1525 0.7368

WLDA+MLkNN 0.1323 0.3565 1.5098 0.1436 0.7576
40 LDA+MLkNN 0.1381 0.3970 1.5958 0.1555 0.7337

WLDA+MLkNN 0.1331 0.3592 1.5192 0.1449 0.7560
50 LDA+MLkNN 0.1387 0.3917 1.5944 0.1557 0.7360

WLDA+MLkNN 0.1355 0.3686 1.5328 0.1471 0.7515
60 LDA+MLkNN 0.1389 0.3887 1.5954 0.1549 0.7371

WLDA+MLkNN 0.1356 0.3696 1.5378 0.1472 0.7503
70 LDA+MLkNN 0.1383 0.3884 1.5825 0.1542 0.7368

WLDA+MLkNN 0.1343 0.3680 1.5575 0.1496 0.7493
80 LDA+MLkNN 0.1394 0.3912 1.5983 0.1551 0.7350

WLDA+MLkNN 0.1352 0.3721 1.5608 0.1507 0.7474

BOW model with the 25000 features selected by CHI-test
achieves better results. The average precision is 0.7009.
Meanwhile, it is shown that more features are helpful.
In the second experiment, LDA and WLDA model
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Table 5: Performance of PLDA model on multi-label pre-
dicting.

Topic HL OE COV RL AVP
40 0.1214 0.2079 1.6398 0.1899 0.8431
48 0.1127 0.1867 1.6346 0.1863 0.8531
56 0.1106 0.1768 1.5955 0.1849 0.8626
64 0.1132 0.1683 1.6082 0.1825 0.8651
72 0.1094 0.1561 1.5738 0.1791 0.8755
80 0.1066 0.1485 1.5879 0.1777 0.8779
88 0.1036 0.1513 1.5540 0.1750 0.8797
96 0.1043 0.1513 1.5809 0.1774 0.8779

104 0.1057 0.1476 1.5747 0.1735 0.8806
112 0.1005 0.1513 1.5969 0.1733 0.8774
120 0.0997 0.1320 1.5912 0.1688 0.8909
128 0.1022 0.1348 1.6365 0.1713 0.8866
136 0.0997 0.1344 1.6153 0.1698 0.8876
144 0.1005 0.1268 1.6568 0.1658 0.8916
152 0.1002 0.1419 1.6677 0.1673 0.8852
200 0.1004 0.1438 1.7431 0.1639 0.8848
240 0.0987 0.1315 1.8831 0.1582 0.8897

are incorporated with MLkNN classification algorithm,
respectively. The Document-topic distributions with different
number of topics generated from the model are used as
feature vectors. The achieved performances are shown in
table 4.
In this experiment, MLkNN with topic models achieve
better performance compared with BOW model. WLDA
combined with MLkNN under the situation of 30 topics
achieved the best performance. These results shows the
advantage of topic model over BOW model. This also
shows that WLDA model performs better than regular LDA
model in readers emotion predication.
In the third experiment, the PLDA model with multi-label
classification is adopted. Table 5 gives the performances.
The experiment begin with 40 topics, and add 8 topics each
time. When topic number is less than 100, the performance
keeps on increasing with the topic number. As the topic
number is more than 100, the performance stabilized at
about AVP 88 percent. It is observed that the performance
with PLDA is much better than the base line systems on
any metrics.

5. Conclusion
In this paper, we propose a new topic model for reader’s

emotion prediction problem by incorporating the supervised
information into the regular LDA model and change it into
a supervised machine-learning model. The evaluations on
the dataset of a large-scale community reader emotion votes
show that PLDA achieves a rather encouraged result.
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Abstract - In today’s e-society, the role of the social media is 
increasingly gaining momentum. It is known to play a vital 
role in collaboration, community building, participation, and 
sharing of information. As digital applications, several social 
media exist and vary in their purposes. In particular, the 
educational section is one giant beneficiary of this 
development involving impact creation on students and 
instructors. However, despite the widespread use of social 
media by students and instructors, very little empirical 
evidence exist  regarding its impact on student’s 
collaboration and engagement. In this study, a case study 
was performed in University of Venda where students 
offering the module Foundation Information Technology 
(FIT) were used as participant. Facebook social network was 
the platform for various academic activities and 
questionnaires were designed and used in collecting data 
from the students. The goal of our study is to investigate the 
impact of the social media on students, specifically, the level 
of collaboration between them while using facebook during 
in and out of classroom. The results obtained showed that 
facebook uses has a significantly increased impact on 
student’s collaboration and engagement than face to face 
contact. Our analysis indicated that students, tutors, and 
instructor were highly engaged in the learning process in 
ways that transcended traditional classroom activities. This 
study provides experimental evidence that social media can 
be used as an educational tool to help students to collaborate 
and engage. 

Keywords: Social media, Facebook, student, collaboration, 
engagement, FIT 

1 Introduction 
In today’s e-society, the role of the social media is 
increasingly gaining momentum. Social media can be defined 
as a group of Internet-based applications built on the 
ideological and technology of Web 2.0 which allow the 
creation and exchange of user generated content [1]. It is 
known to play essential role in collaboration, community 
building, participation, and sharing. One vital aspect of social 
media is that it uses mobile and web-based technologies to 
create highly interactive platforms through which individuals 
and communities share, discuss, and modify user-generated 

content [2]. This technology exist in different forms such as 
internet forums, web-logs, social-blogs, micro blogging, 
wikis, podcasts, rating, social bookmarking and social 
networks [3]. Examples of existing social networks which are 
popular and gained widespread use are Facebook, Skype, 
MySpace. Social media has found huge application in many 
areas in which the educational sector is one of the 
beneficiaries. 
 
The Foundation Information Technology (FIT) or simply 
FIT1540 is a module offered at Science Foundation Unit of 
University of Venda, South Africa (SA). The foundation 
programmes was designed for students whose do not meet the 
requirements for direct entry into an undergraduate degree 
programme. In other words, it is a pre-degree program that 
runs for a year, designed to provide students with potential 
who have not met the normal admission criteria with 
knowledge and skills to succeed in science or science related 
degrees and bridge the gap between their highest education 
qualification and the academic qualifications accepted.  The 
FIT module is aimed at developing interest and familiarity 
with modern computer technologies as well as encouraging 
their productive use. The module has no prerequisites and 
was designed specifically for students with little or no prior 
computing background to provide them with computer skills, 
understanding and gaining confidence to use the hardware 
and software critical for their education or professional 
development. However, the main challenge faced by the 
programme is high demand for admission access which in 
turn, give rise to exponential growth of student’s number in 
many courses and subjects offered and FIT is not an 
exception. This however poses a serious teaching challenge 
involving large number of students in a small class. 
Consequently, we found it difficult getting students to 
collaborate and engage inside or outside the classroom since 
the University has no e-learning platform. In addition, this 
situation goes a long way affecting the performances of the 
students.  
 
In other get rid of this impending challenge, we introduced 
an online blog using facebook as a platform for various 
academic discussions, posting of all information about the 
course including tutorial, test-memos, feedback and 
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communiqués about the course between the students, tutors 
and their instructor. To access the impact of the platform on 
the students in terms of collaboration and engagement to see 
if it has positive or nagative effects on the students as against 
face to face contact, a sample was drawn and questionnaire 
was designed and used in collecting data from the students. 
The results obtained showed that the use of facebook in the 
module has significantly increased impact on student’s 
collaboration and engagement than face to face contact. Our 
analysis indicated that students, tutors, and instructor were 
highly engaged in the learning process in ways that 
transcended traditional classroom activities. The 
experimental evidence shows that that social media can be 
used as an educational tool to help students to collaborate and 
engage. Therefore, the objective of this study is to investigate 
the impact of the social media on students, specifically, the 
level of collaboration between them while using facebook in 
the module during in and out of classroom. 
 
The paper is organized as follows; section 1 is the 
introduction, section 2 provides information on students 
engagement and collaborations, section 3 gives the 
challenges faced by the FIT1540 class, section 4 explain the 
solution approach, while sections 5 and 6 gives the research 
goal and methodology respectively. Section 7 presents the 
research results and discussions while section is the paper 
conclusion. 
 
2 Student Engagement and Collaborations 
Student engagement is of the buzzword identified in the 
educational sector in 1996 and is considered a major topic in 
higher education [11]. The phrase is frequently used to 
denote the readiness, need, desire and compulsion of students 
to actively participate in everyday school activities involving 
things like attending classes, adherence to instructor’s 
directives in the class, and submitted required course works 
or assignments [10,11].  It is aimed at achieving success in 
the learning process as well as promoting high-level thinking 
for lasting comprehension. The term at large is used to 
describe significant student participation throughout their 
learning environments as well as in extra- curricular 
activities in the campus life that binds a school, college or 
university which are beneficial to their curricular studies.  
 
Student engagement is usefully a term considered to be 
ambiguous since it includes both psychological and 
behavioral component. In one way, it be can view as the way 
students behaves and in other way, it can viewed as a 
psychological investment in learning in order to understand 
their studies material and incorporate them in to their lives. 
Many researches have been carried out on student 
engagement in the literature and analysis showed it is critical 
to the quality of the system. For instance, one study suggested 
that student engagement could be used as teaching quality 
indicator of an institution. Other have defined it in terms of 

effort, motivation, time-on-task with a suggestion that there 
is a casual relationship between the engaged times and 
academic achievement [7]. For student engagement to be 
established and sustained, it requires that instructors or 
teachers actively seek to create the conditions that foster this 
reaction.  
 
Accordingly, for the past decades till date, collaboration has 
played a critical role in the success of teams, organizations, to 
mention but a few. In the education circles, educators have 
recognized the value of collaborative learning. They widely 
recognize that students do not learn well when they are 
isolated and collaboration has to be fostered. Indeed, students 
must overcome isolation in order to collaborate in their 
learning such as peer review workshops, collaborative 
research assignments, group presentations, collaborative 
papers, discussion groups, and so on for active learning to 
exist. With this act, students are opportune to become more 
deeply engaged with learning, and with one another [4]. In 
general, collaboration between students leads to a better 
understanding of the learning activities which is evidenced in 
many existing empirical studies. Collaboration can be 
achieved in many ways. Social network services (SNS) such 
as Facebook, Skype, Twitter, MySpace, etc. are among such 
ways. These platforms can be used to host events, debates, 
reviews, aggregate resources, support courses and reading 
circles as well as providing space for discussing ideas for 
learning.  
 
Our intuition is that when students are allowed to actively 
engage and collaborate, it will make whole lots of difference 
in achieving their academic successes. Based on the 
challenges faced by our science foundation programme which 
drastically affects the level of student engagement and 
collaborations, our goal here is to evaluate the use of 
Facebook that tries to bridge the gap created. We aim to 
evaluate the daily activities inside and outside the classroom 
to see the level of engagement and collaboration between 
student’s communities, tutors and their lecturers in the 
teaching and learning process in FIT 1540 module. 
 
3 Challenges Faced by FIT Class 
In our foundation programme, the main drive in the use of 
Facebook blog is the large-enrolment atmosphere that 
resulted to having large classes in small rooms. One 
immediate consequence of this large class is that students 
often become disengaged or cut-off from the class. In 
addition, interaction between students and the lecturer is 
difficult to achieve. This impending challenge emanates from 
the fact that in large classes, though some students may show 
good peer group adjustment and social interaction ability 
with the lecturer, but they may display communication 
anxiety when asked to answer questions, presentation, or 
engage in an activity that can be evaluated. Individual 
response to lecturer impromptu questions is limited and 
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sometimes the students feel intimidated. Another important 
issue is the collaboration between students when carried out 
their course work. As we know, collaboration plays a vital 
role of helping students to understand learning as a process, 
learn from one another and increase their sense of mastery of 
what is often a complex and difficult task. Like we know, the 
best way to learn something is to teach it. Also with the large 
class, the issues of passing information from time to time for 
some changes such as assignment submission date, time table 
change, cancellation of lecture or test dates, corrections of 
marks, etc. to all students at the same time poses also poses a 
big challenge. Due to the above mentioned challenges, we 
decided to use Facebook to deal with these challenges 
through a device the student used the most in class or outside 
the classroom which is the mobile cell phones. 
 
4 Our Solution Approach 
SNSs such as Facebook, Twitter, and MySpace are the typical 
application of Web 2.0 technology which has gained huge 
popularity and widespread use among multiple age groups in 
same or different educational institutions, places, and 
countries over the past few years. In the educational 
perspective, students and employees differ in their level of 
education, access to resources and age group. However, what 
is common among the two is actually their level of 
connection and use with the social networks integrated in 
their phones. In the same vein, teachers and students are not 
left out. Social networks offer them the opportunities to 
cultivate the student teacher relationship, which can 
ultimately create a positive learning experience for both 
parties [3]. For changes to happen, it will take time for both 
students and the teacher to develop new skills.  
 
Therefore, our approach is to use the facebook blog as a 
means of engaging and collaborating between students and 
instructors in order to develop new skills and rid the existing 
challenges. Mobile phones are used to access the Facebook by 
students in order to enable them directly collaborate, engaged 
by exchange questions with their lecturer and getting 
feedback posting on the wall. Furthermore, it will enable 
them to browses our blog for additional information, and 
instructions for test and practical. 
 
5 Research Goal 
Evaluation plays a significant role in accessing or measuring 
the effectiveness of processes and products. It has found huge 
application in all existing disciplines such software 
engineering, social sciences, engineering, etc. The basis of 
evaluation is to support effective decision making process. 
We have introduced the use of facebook in our science 
foundation FIT 1540 module. and has been used by the 
students and the instructor for quite some times but we do not 
know if is creating the expected impacts on the student lives. 
In order to make decisions on either to improve it use or 

discontinue it use, evaluation has to be performed. Therefore, 
our goal in this study is the measure the level of engagement 
and collaborations between students, tutors, and instructor in 
and out of the classroom while using facebook. 
 
6 Research Methodology 
In this section, we shall present the methodology used in 
performing our study. 
 
6.1 Participants 
The target participants of this include all the students 
offering the FIT 1540 module of the foundation programme 
at the school of mathematical and natural sciences, 
University of Venda. The statistics of the participants are 
70% female and 30% male. With these percentages, majority 
of the students were known to come from different places 
around the Limpopo province while 65% of them are in full 
foundation programme and 35% enrichment programme. See 
Table 1. 
 
Table1: Distribution of Participants (Male and female) 
 
 
 
 
 
6.2 Data collection 
As stated above, we designed an evaluation questionnaire 
which we used in collecting data from the students. The setup 
of questionnaire was based on a diversified method of finding 
out the time spend on Facebook inside and outside the 
classroom, the level of collaboration between students in 
using Facebook in the FIT 1540/1640 modules during the 
2012 academic year. In more details, the questions consisted 
of information about the participants place of residence (i.e. 
in campus or out of campus), their access to the internet, the 
type of devices used (Computer or cellphone), their attitudes 
towards the use of their device to access internet, and finally 
the use of Facebook in their day-to-day lives and its impact in 
the module FIT 1540/1640. Some of these questions were to 
find the needed information and others to elicit suggestion 
and comments from the students. 
 
The data were collected and analysed by the instructor 
responsible. A sample of 150 students from both foundation 
and enrichment offering FIT1540/1640 modules was drawn 
up from student’s population and used for the study. The 
genders of students who participate were 90 females and 60 
males as shown in the table1 above. 
 

Gender G1 G2 G3 G4 G5 
Tota
l 

Male 16 16 3 10 15 60 
Female 12 22 20 20 16 90 
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7 Research Results and Discussions 
In this section, we present the results obtained from the study 
which is based on the data collected as discussed above. 
Results were analyzed and presented in various sections 
below such as information about participants, program in 
which they are registered (full foundation or enrichment), the 
age’s group of participants, type of mobile phones that they 
are using (normal phone, smart phone or PDA), whether they 
have a Facebook account and lastly between mobile phone 
and Computer which device they mostly prefers to use. From 
answers collected, the students appeared to be very confident 
especially for most questions regarding the usage of Facebook 
in their day-to-day life, either inside or outside the classroom. 
 
7.1.1 Participant age group 
Today’s young people are called “Digital Native” generation 
since they can get use to these new technologies Web 2.0, 
mobile phone technologies, social networks etc in a short 
time. In this question, we were interested in knowing the age 
group of these students. As shown from the chart diagram in 
Fig. 1, majority of the participants were between 15-19 years 
old of age. 
 

 
Figure 1: Age group 
 
7.1.2 Do you have a mobile phone? 
Two scales were included in the questionnaire which requires 
knowing the type or model of devices they owned. For 
instance, we asked about a mobile phone and which type of 
mobile phone (e.g. smart phone or normal phone). The chart 
below demonstrates the result obtained. It shows that 99% of 
the classroom had a mobile phone and 71% of those devices 
are smart phone with the capabilities of accessing the 
internet, send instant message, receive radio or TV 
programmes, and other applications. This signifies that most 
of students had a small computer in their pockets, purses and 
backpacks not only as their primary means of communication 
but also as a mean of studying and learning. 
 

 
 
Figure 2: mobile phone owners 
 
7.1.3 Do you have a facebook account? 
With our study platform, it was imperative to find out the 
average number of participants that had Facebook account 
and applications on their mobile phone. As represented in 
Fig. 3, the data shows that 90% of the participants have 
Facebook account and 20% do not have and don’t use 
Facebook for personal reasons. 

 
Figure 3: People having Facebook account  
 
7.1.4 How often do you use your mobile phone for FIT 

1540/1640 Facebook blog? 
This question was directed at finding out how often students 
use their mobiles to access Facebook for class-related matters. 
The diagram below illustrates the results obtained from the 
participants. 
 

 
 
Figure 4: Facebook access on mobile 
 
As shown in Fig. 4, about 73% of the students who offered 
FIT 1540/1640 used their mobile phone every day to see the 
update in our blog as opposed to 17% who used it a few times 
a day and the rest is 7% a few times a week or hardly ever 
represent by 3%. 
 

YES 
NO 
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7.1.5 Have you ever inbox or post to colleagues or 
lecturer of FIT 1540/1640 facebook blog using 
your mobile phone? 

By seeing the percentage of the students who accessed our 
Facebook blog in Fig. 4, you will notice is 73%, this was 
important to find out the contribution of the student while 
accessing the blog. This forms the basis of the question which 
is to know the number of students who were just visiting and 
those who were not participating at all. Below is the result. 
 

 
 
Figure 5: Chatting with others or Lecturer 
 
By comparing Fig. 4 and Fig. 5, the result shows that not all 
the students were participating in discussion even though 
they were accessing the Facebook. The result shows that 57% 
manage to chat to other students and the lecturer, 27% 
sometime use to do that and 17% never done that. 
 
7.2 Other findings 
Participants were asked to indicate whether they stay in or off 
campus to see the impact of this study in assisting students 
with information about the module and feedback for their 
tests, practical and assignments. Since you know student who 
stay inside the campus may have more advantages in term of 
getting information on time and the ability to see the lecturer 
during the class and after the class than those who stay 
outside the campus. The finding here show that 62% of the 
foundation students were staying outside campus and only 
38% were staying inside the campus, it is clear that student 
did benefit in term of assistance from the course. This will be 
confirmed in the next section which is about the attitude of 
the students toward using Facebook in the module. 
 
7.3 Students’ attitudes 
As said previously for other changes to occur, it will take 
time for both students and the teacher to develop new skills. 
By using this technology the students were asked to specify 
their scale of agreements or disagreements to measure their 
attitudes and perceptive vis-à-vis the use of  Facebook 
integration using mobile phone in learning for this module 
and in general. 
  
The result is presented in Table 2 in the appendix and it 
displays the attitude of the participants toward the use of their 
mobile in learning. This result is basically what students have 
experienced by using this technology during FIT module. 

With the result, 70% agreed that the mobile phone help them 
to get the needed information in our Facebook blog, 7% 
disagreed. Accordingly, 80% of participant agreed that the 
use of mobile help them to interact and get feedback from the 
lecturer as against 10% who disagreed with them. One 
interesting fact is that 85% of the participants used their 
mobile phone to access the class Facebook blog which was 
helpful and 2% disagreed in that fact. It is also shown that 
82% of participants found it easier to communicate with the 
lecturer and other students as against 13% who disagreed.  
 
Furthermore, a large number of about 83% of the participants 
believed that the technology helped them to engage and be 
informed about the module in and outside the classroom and 
3% disagreed in that fact. Finally, 80% participants believe 
that the technology must be used in the entire foundation and 
enrichment programme while 4% disagreed. By comparing 
the data in Table 2 and Fig. 5, you will notice that 87% of the 
class participants were actually engaged. 
 
8 Conclusions 
The use of social network has dominated our life in the 21st 
century. Despite the widespread use of social media by 
students and its increased use by instructors, very little 
empirical evidence is available concerning the impact of 
social media use on student collaboration and engagement.  
In this paper we have demonstrated how Facebook can be 
used among student population offering a particular module 
can get engaged and collaborate effectively. We 
demonstrated this by using students of University of Venda at 
the foundation level. With the result  obtained, it shows that 
majority of the students had mobile phone to access the 
Facebook which helped them to engaged and collaborated 
with peers, tutors, and lecturer. We therefore conclude that, 
social media could be an effective tool for students to engage 
and collaborate as well as succeed in their academic 
activities. At this point, we recommend that further research 
have to be carried out to validate this claim. 
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Appendix 
 
Table 2: Student’s Attitudes 
 
 Strongly 

Agree 
Agree Disagree Strongly 

Disagree 
1. Was the information in our facebook blog 

helpful to you in this module by using your 
phone 

 
17% 
 

 
70% 

 
7% 

 
8% 

2. The use of mobile help you to interact and get 
feedback from the lecturer 

 
7% 

 
80% 

 
10% 

 
3% 

3. The FIT 1540/1640 Facebook blog was it 
helpful using your phone 

 
2% 

 
85% 

 
2% 

 
11% 

4. I find it easy to communicate with the lecturer 
and other students using your phone 

 
5% 

 
82% 

 
13% 

 
5% 

5. I was engage and inform  about module with 
my mobile in and outside the classroom 

 
4% 

 
83% 

 
3% 

 
14% 

6. It will be good to use this technology for other 
module 

 
7% 

 
80% 

 
4% 

 
13% 
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Abstract - Healthcare generates 30 percent of the world's 
data with a value of $300 billion in the next decade.  Despite 
this, many healthcare providers have not developed a strategy 
for handling this data, and realizing the full set of 
opportunities to reduce costs and improve quality of care 
delivery.  This Research Roadmap is set in major sections of 
structured and unstructured data and incorporates analytical 
decision making to improve the healthcare industry through 
Big Data.   

Keywords: Big Data, Healthcare, Structured Data, 
Unstructured Data 

 

1 Big Data in Healthcare 
         Healthcare generates 30 percent of the world’s data 
according to estimates, with 65 percent of survey respondents 
indicating their data storage will grow at a rate between 25-50 
percent per year, driven by imaging files, electronic health 
records, personal health records, and scanned documents.  
Big Data in healthcare reflects the volume, growth, and types 
of data, as well as the tremendous opportunities available to 
unlock the potential value.  In one report Big Data in 
healthcare was expected to be valued at $300 billion in the 
next decade, with annual growth between 1.2 – 2.4 Exabytes 
per year.  Despite this growth, full integration and 
coordination has yet to occur and few healthcare providers 
have developed a formal strategy for handling the increasing 
amounts of data [1,2,3].   

          Healthcare organizations are under both industry and 
government pressure to reduce costs and improve quality of 
care delivery.  With ever increasing amounts of data 
healthcare organizations are identifying the importance of 
business intelligence and analytics for decision making.  
Gartner recognized this as one of the fastest growing areas 
despite minimal economic growth, as organizations seek to 
compete and differentiate themselves through data based 
decisions [4,5].  The Big Data in Healthcare knowledge and 
research roadmap represents an opportunity to take 
advantage of the growing healthcare field and big data 
sources.  The research stream seeks to develop innovate 
research, theory-building, publications, and grant funding.   
 
         This research output can be utilized to provide the 
management methods to improve the healthcare industry 
through Big Data decision making aimed at reducing costs  

 
and improving quality through use of information systems 
and technology.  The research stream incorporates 
business intelligence, data analysis, and data mining to 
develop fact based decision making, through analysis and 
major research sections of structured and unstructured 
data. 
 
2 Structured Data 
          Structured healthcare data is typically available in real-
time, and includes established systems such as medical 
claims, pharmacy, lab, and financial data.  Data is stored in 
data warehouses, and typically range from terabytes to 
petabytes in size.  Decision making may take the form of 
reporting, alerts, performance management, and financials 
[6,7].  Future research streams include:  

• Hospital Readmission – identify the factors leading to 
hospital readmission, predictive modeling of readmission, 
and successful methods to reduce readmission rates. 

• Machine Learning Outcomes – development of machine 
learning algorithms to learn and predict outcomes 
automatically, significantly reducing costs and increasing 
quality. 

• Geographic Information Systems – identify the spatial 
and temporal trends through cluster analysis to predict 
healthcare utilization/costs.  This research is able to be 
applied to new to population management and database 
applications.     

• Pay for Performance – formulation of incentive programs 
that can be utilized for providers and healthcare entities 
as a cloud service. 

• Fraud Detection – neural network and pattern detection 
of patients, providers, and healthcare entities for fraud as 
well as training or errors improvement.  

 

3 Unstructured Data 
          Unstructured healthcare data is typically available in 
non real-time, and includes data sources such as electronic 
medical records, radiology images, and clinical notes.  Data is 
stored outside of the data warehouse in file systems, and 
commonly larger in size than structured systems ranging from 
terabytes to petabytes in size.  Decision making may take the 
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form of data mining, text mining, and other batch analysis 
methods [6,7].  Future research streams include:  
 
• Risk Management – through classification validate 

existing and identify potential future care management 
needs for patient conditions based on imaging, notes, and 
historical medical records.  

• Wellness – application architecture for a patient centric 
framework, to improve virtual health management and 
monitoring. 

• Social Media – development of social media tools and 
evaluation of current tools for improving member’s 
general health and condition specific areas.   

• Workflow – monitoring of clinical and non-clinical 
activities, for improving process intelligence through best 
practices, and efficiency of care. 

• Communities of Care – analysis of web logs and 
outcomes information for measuring self-management of 
conditions by the patient and community of patients.  
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Abstract—SPM+DMA architecture is commonly employed in many
core systems. Loop tiling is an effective way to partition data space for
SPM+DMA based data blocking transfers. We observe that DMA based
data transfer may induce heavy NoC congestion when the data block
is very large. Furthermore, the NoC delay under congestion presents
significant differential for the cores in different NoC locations. This
paper considers the unbalanced distance-to-data property in the NoC
and proposes a NoC-aware adaptive loop tiling (NALT) scheme to
improve DMA transfer performance. In the NALT scheme, cores are
grouped into different core families taking into account their distance-
to-data in the NoC. Then tiling sizes are determined for different core
families accordingly. On one hand, the NALT scheme can adaptively
hide DMA transfer cost into computation cost and reduce the overall
execution time. On the other hand, it can avoid bulk DMA data blocks
bursting at the same time and thus mitigate NoC congestion. We
evaluate the NALT scheme on the NIRGAM platform. The results
show that it achieves an average of 21% execution time improvement
compared to the uniform loop tiling method in DMA transfer.

Keywords-DMA, adaptive loop tiling, many-core system, cost model

I. INTRODUCTION

In many core systems, SPM+DMA architecture is often adopted
to parallel computation and data transfer to alleviate the memory
wall problem. In this SPM+DMA architecture, SPM specifically
denotes the local memory and DMA denotes the explicit data
transfer between local SPMs or between local SPM and low-level
shared memory. Computation and memory communication can be
effectively overlapped using double buffering or asynchronous data
movement mechanisms, with which, the core can work on data
residing in the local SPM while at the same time DMA is loading
the next batch of data to the SPM or writing the previous completed
data from SPM to other memory [1]. In the ideal situation, data
transfer time should be totally concealed in CPU computation
time except the first read (referred as prologue) and the last write
(referred as epilogue) cost.

Loop tiling is a loop transformation way to partition the iteration
space as well as data space into smaller blocks, thus fitting data
array elements into local memory size and enhancing data reuse
[2]. Loop tiling has been applied in the SPM+DMA architecture to
indicate DMA operation granularity and meanwhile improve data
reuse in SPMs [3].

We have two interesting observations in terms of Network on
Chip (NoC) in a many core system. First, the DMA based data
transfer may exhibit heavy NoC congestion when transferring bulk
data blocks. Second, cores with different memory access path
lengths have unbalanced NoC latencies.

Motivated by these observations, we take into account the critical
issue of the unbalanced NoC latency due to the different core
locations in the NoC. First, a fine-grained DMA transfer cost model
is derived considering the location of each core in a many core
system. Then a NoC-aware Adaptive Loop Tiling (NALT) scheme
is proposed to determine adaptive loop tiling size for the cores.

To the best of our knowledge, this is the first work that analyzes
the unbalanced latency property in the NoC under the SPM+DMA
architecture in many core systems. The major contributions of this
paper include:

• A fine-grained DMA transfer time cost model considering
NoC latency differential is formulated. It points out the DMA-
based data transfer exhibits unbalanced NoC latency among
the cores due to their different distance-to-data lengths.

• A NALT scheme is proposed to minimize the DMA transfer
cost. In the NALT solution, considering different NoC laten-
cies of different core families, loop tiling size is adaptively
determined to effectively hide memory access latency and
mitigate NoC congestion.

II. DMA COST MODELING AND PROBLEM FORMULATION

In the SPM+DMA architecture, each local SPM is not equipped
with explicit dedicated DMA channel to communicate with shared
memory or remote SPMs. Instead, DMA transfer should traverse
the NoC and then access the desitination. In the NoC, data transfer
links vary with different locations of cores, resulting in unbalanced
NoC latencies. To this end, we develop a fine-grained DMA cost
model considering core locations in the NoC.

A. DMA Cost Modeling

DMA-based data transfer between local SPM and shared memo-
ry consists of three stages: (i) DMA request setup; (ii) data traverse
in the NoC; and (iii) access the shared memory banks.

In the first stage, the setup cost for a single DMA operation is
a constant. It can be represented as: tsetup_latency = tbase.

In the second stage, assuming the wormhole switching mecha-
nism is adopted, the NoC traverse cost tNoC_latency can be divided
into three parts: tNoC_head, tNoC_data and tinfo. The first item
denotes the transfer time of the head flit of the DMA data block
with congestion. The second item denotes the transfer time of the
rest contiguous flits with no congestion. The last item denotes the
transfer time of delivering request/return information.

Definitions (Distance-to-Data (DD) and Average Distance-to-
Data (ADD)) The term DD means the path length measured by
hops between the shared memory bank where a data block is stored
and the core accessing the data in the NoC. The term ADD is the
expectation value of all DDs of the local SPM of a core to the
shared memory banks.

The average ADD of Corei,j can be calculated as ADDi,j =
1
n

∑
DD where the item n denotes the memory bank number

connected to the the NoC and DD denotes the link hops traversed
in the NoC when Corei,j has access request to a memory bank.

The head flit and request/return information may encounter NoC
congestion. Therefore, both of the items tNoC and tinfo can
be represented as (t_switch + tcongestion) · ADDi,j . The items
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t_switch, tcongestion and ADDi,j denote the average time cost
of a data block passing a switch node, the average time cost of
queuing on a switch and the average DD of Corei,j respectively.

The item tNoC_data can be represented as tNoC_data = Sizetile

BW

where the item Sizetile denotes the data block size of a single
DMA transfer and the item BW stands for the network bandwidth.

Thus, the NoC latency for Corei,j can be represented as:
ti,jNoC_latency = tNoC_head + tNoC_data + tinfo

= 2(t_switch+ tcongestion) ·ADDi,j +
Sizetile

BW

In the third stage, DRAM memory bank access cost can be
represented as tbank_latency = C ·Sizetile where C is a constant.

Putting all together, the DMA cost model for a loop can be
represented as:
T i,j
DMA = ni,j · (tbase + (2(tswitch + tNoC_congestion) ·ADDi,j

+ Sizetile

BWNoC
) + C · Sizetile)

The item ni,j denotes DMA operation number for the Corei,j .
Furthermore, this equation can be simplified as:
T i,j
DMA = ni,j · (α+ β ·ADDi,j + γ · Sizetile)
The items α, β, γ are all positive constants and can be measured

given a many core system. It can be seen that the DMA transfer
cost of a core correlates with not only the DMA data block size,
but also the ADD of the core.

B. Problem Formulation

The objective of the SPM+DMA architecture is to maximize the
overlap of computing and data transferring. The problem can be
formulated as:

Objective: tDMA < tcmp

Subject to: Sizelb ≤ Sizetile ≤ Sizeub where Sizelb and Sizeub
denote the lower bound and upper bound of a single DMA transfer
size respectively.

III. NOC-AWARE ADAPTIVE LOOP TILING SCHEME
To solve the above problem, one naive approach is to enumerate

and compare all tiling plans for each core and choose the best
solution. However, it results in a very huge searching space. This
paper proposes an adaptive loop tiling scheme to solve tiling
solution for the cores with very low searching complexity. The
NALT scheme consists of three steps in sequence.

Step 1 Determining the value of α, β and γ. These values can
be obtained by measurements on the target many core platform.

Step 2 Core family grouping. The cores are grouped into clusters
based on their ADDs. First, the ADD for each core is calculated.
Then a bottom-up hierarchical clustering analysis is employed to
group the cores into different Final Core Family (FCF) based on
a prespecified similarity. Each FCF has a new average distance-to-
data of ADDf which is the expectation value of all the ADDs of
the cores in this FCF.

Step 3 Selecting tiling size. It is assumed that tcmp = δ ·Sizetile
where tcmp denotes the computing time for the tile size assigned
to a FCF and δ is a constant. There exist three possible cases when
determining the adaptive tiling size for each FCF.

Case 1: For any tiling size, there always exists tDMA ≤ tcmp.
It implies that there is no intersection in the reasonable range for
the computing function tcmp = δ · Sizetile and the single DMA
transfer function tDMA = α+ β ·ADDf + γ · Sizetile as shown
in Fig. 1(a). So the objective tDMA ≤ tcmp is always true. In this
case, we should select the optimal tile size (Sizetile)op = Sizelb

data tile

time

tDMA

tcmp

0

time

tDMA

tcmp

0

time

tDMA

tcmp

0Sizelb Sizeub Sizelb Sizeub Sizelb Sizeub

(a) (b) (c)
Size0Size0 data tiledata tile

Figure 1. Three cases for tiling size selection

to obtain the minimal prologue and epilogue in DMA double
buffering transfer.

Case 2: For any tiling size, there always exists tDMA>tcmp.
This also implies there is no intersection in the reasonable range
for the computing function and the DMA transfer function as
shown in Fig. 1(b), so the objective always fails. In this case, we
should select (Sizetile)op = Sizeub to obtain the minimal DMA
operation number and guarantee the DMA setup time and NoC
delay is more amortized for large tile size.

Case 3: For different tiling size, there exists either tDMA ≤
tcmp or tDMA>tcmp. This implies there exists an intersection point
Size0 in the reasonable range for the computing function and the
DMA transfer function as shown in Fig. 1(c). Targeting on the
objective, it should satisfy: α + β · ADDf + γ · Sizetile < δ ·
Sizetile. Hence Sizetile should satisfy: Sizeub > Sizetile ≥
α+β·ADDf

δ−γ
.

So far the objective is satisfied, in order to obtain the minimal
prologue and epilogue, we should choose the minimal reasonable
value that (Sizetile)op = max(

α+β·ADDf

δ−γ
, Sizelb).

We evaluate the proposed NALT scheme on the NIRGAM
simulator configured in Bursty mode [4]. Core numbers are set
as 25, 36 and 64 to build 5 × 5, 6 × 6 and 8 × 8 mesh NoC
configurations respectively. The FCF number is assigned to 2. The
proposed NALT scheme is applied to determine the non-uniform
tiling sizes for different core families. The results show that the
overall execution latency has an average of 21% improvement with
the NALT approach over the uniform tiling approach.

IV. CONCLUSIONS
This paper proposes the NALT scheme to adaptively assign

variable loop tiling sizes to different cores during DMA transferring
in many core systems, so that the NoC congestion and delay is
mitigated, and thus the overall execution time is improved.
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ABSTRACT

Computer games on mobile platforms are increasingly pop-
ular and modern devices offer games developers unconven-
tional user interface technologies based on device orienta-
tion. We describe a maze game implemented both for An-
droid mobile phone and tablet devices that supports navi-
gation though a generated landscape using tilt motions ac-
cessed via the devices accelerometer sensors. We report on
implementation issues including device sensitivity, resolu-
tion and appropriate ways to utilise tilt motion in a prac-
tical game or simulation. We discuss future directions for
this technology and possible uses in simulations as well as
games.

KEY WORDS
computer games; mobile game; accelerometer; maze game;
tilt navigation.

1 Introduction
Human Computer Interaction(HCI) [6] for computer games
[27] and other highly interactive simulation or navigation
programs is an important field with the potential to make
use of new devices and interaction idioms for highly mobile
devices such as tablet computers or mobile phones [8].
Interfaces [23] for modern computer games [17] can make
use of the sensors such as tilt accelerometers that are
now commonly available in both tablet and mobile phones.
While touch screen interfaces are becoming widely used by
various programs for tablets, uptake of the accelerometer
sensor information has been slower. Touch sensitive devices
have had a slow route to adoption [28] but the commodity
pricing and now widespread availability of programmable
devices such as Android or IOS enabled tablets or phones
has led to an increasing market and demand for game Apps
for such platforms.
A great deal of work has been reported on conventional HCI
techniques [5, 24], but these new devices require new inter-

Figure 1: Screen-shot of the prototype Androrbs game.

action metaphors and idioms that go beyond conventional
graphical user interfaces [12]. There is considerable scope
for new HCI frameworks [1] that can make use of devel-
opment trends [10] in personal digital assistant(PDA) [25]
technologies such as touch screens and other sensors.
Computer games are an important market for Apps that use
these ideas [15], but there are also important applications
areas such as education [16, 22] or training systems as well
as more serious simulations [19, 20] and model demonstra-
tors [18] that can also use them [9].
In this paper we describe how accelerometer sensor infor-
mation can be used in a maze navigation game where the
user tilts the whole device - tablet or phone - to make
the player entity move around. Furthermore sensor fusion
techniques can combine new touch gestures or multi-finger
clicks [21] with the accelerometer orientation information to
provide new game-player modes of interaction.
We also discuss a number of software architectural issues
such as how to calibrate the tilting response to avoid the
game or simulation appearing sluggish, and generation and
manipulation of feasible maze maps that make use of the tilt
sensor information.
Figure 1 shows a screen-shot from the Androrbs game show-
ing three players within a generated map.
Tilt sensors [3, 13] are not new although they have only re-
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cently become widely available in commodity proceed de-
vices [2]. Work has been reported on use of tilt sensors
for navigation of geophysical map data, health applications
[14], floating raft navigation [26] and other serious applica-
tions [7] as well as games [11].
Our article is structured as follows: In Section 2 we de-
scribe how we used the accelerometer in various devices.
We present some results concerning sensor control and sen-
sitivity in Section 3 and discuss tablet orientation issues and
comparable games on similar platforms in Section 4. In Sec-
tion 5 we summarise our conclusions and offer some sug-
gested areas for further investigation.

2 Architecture & Implementation
An accelerometer is an electro-mechanical device that mea-
sures acceleration forces. These forces can either be static,
like the constant force of gravity, or they can be dynamic
- caused by moving or vibrating the accelerometer. An ac-
celerometer allows the device in which it is installed to have
some idea about its own orientation and movement in space.
Accelerometers measure the amount of static acceleration
due to gravity to find out the angle the device is tilting at
with respect to the earth. By sensing the amount of dynamic
acceleration, it is possible to analyse the way the device is
moving. The output of the accelerometer can help the device
know if it is being dropped, tilted, or shaken.
Accelerometers have heavy use in many industries today.
As well as being a staple addition to most tablets, the ac-
celerometer sees use in laptops. Using the accelerometer a
laptop is able to detect if it is falling and temporarily turns
off the hard drive, protecting the head from crashing onto
the platters. In a similar fashion, High-G accelerometers
are the industry standard way of detecting car crashes and
deploying airbags at just the right time. Because of the way
most accelerometers are implemented, they suffer from high
frequency noise.
In contrast to an accelerometer which measures accelera-
tion, a gyroscope measures the rate of rotation around an
axis and suffers from low frequency noise. Gyroscopes are
useful because its output can be used to minimise the effects
of noise from an accelerometer. Likewise, the output of an
accelerometer can be used to minimise the long-term drift-
ing effect that a gyroscope suffers from. This is known as
sensor fusion and results in a more accurate output, which
can greatly enhance the feeling of control by the user.
Accelerometer/Gyroscope sensor fusion is done automati-
cally by Android since API level 9 [4] in the virtual sensors
‘Linear Acceleration’ and ‘Gravity’, but their presence de-
pends on available hardware and device API level. Despite
these sensors resulting in a clearer, more useful signal, they
were not further examined due to a priority on compatibility
with older devices.

2.1 Obtaining Accelerometer Data
Androrbs uses the AndEngine framework, which provides
its own interface IAccelerationListener. However,
this is entirely unnecessary and simply builds on Android’s
already existing sensor listeners.
Obtaining accelerometer data in Android 1.5 or above
without a third party framework involves creating a
SensorManager, obtaining a Sensor from it, and sup-
plying that Sensor with a SensorEventListener in-
stance to report its data to.

senso rManager = ( SensorManager )
g e t S y s t e m S e r v i c e ( C o n t e x t . SENSOR SERVICE ) ;

Se ns o r a s e n s o r =
senso rManager . g e t D e f a u l t S e n s o r (

Se ns o r . TYPE ACCELEROMETER ) ;
senso rManager . r e g i s t e r L i s t e n e r (

t h i s ,
a s e n s o r ,
SensorManager . SENSOR DELAY GAME ) ;

@Override
p u b l i c vo id onSensorChanged ( S e n s o r E v e n t ev )
{

i f ( ev . s e n s o r . ge tType ( ) ==
Se ns o r . TYPE ACCELEROMETER)

{
Log . i ( ” A c c e l e r o m e t e r Example ” ,

” A c c e l e r o m e t e r d a t a : ” +
ev . v a l u e s [ 0 ] + ” ” +
ev . v a l u e s [ 1 ] + ” ” +
ev . v a l u e s [ 2 ] ) ;

}
}

Figure 2: Obtaining acceleration data in Android Version
1.5 or later.

2.2 Movement Algorithms

f i n a l Vec to r2 v e l o c i t y = V e c t o r 2 P o o l . o b t a i n (
p A c c e l e r a t i o n D a t a . getX ( ) ∗ 5 ,
p A c c e l e r a t i o n D a t a . getY ( ) ∗ 5 ) ;

p l aye rBody . s e t L i n e a r V e l o c i t y ( v e l o c i t y ) ;
V e c t o r 2 P o o l . r e c y c l e ( v e l o c i t y ) ;

Figure 3: Initial movement algorithm.

Figure 3 shows the first attempt to control the player entity,
by simply applying the forces obtained from the accelerom-
eter directly as velocity. This results in a mathematically
incorrect but extremely responsive control scheme. Because
acceleration is completely bypassed and a force is never ap-
plied, the entity responds as quickly as the device can be
tilted. This feels bizarre, but not entirely unpleasant. We
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felt this was not appropriate for our game, but interesting
enough to note.

Vec to r2 f = V e c t o r 2 P o o l . o b t a i n (
p A c c e l e r a t i o n D a t a . getX ( ) ∗ a c c e l ,
p A c c e l e r a t i o n D a t a . getY ( ) ∗ a c c e l ) ;

o rb . getBody ( ) . a p p l y F o r c e ( f ,
o rb . getBody ( ) . g e t W o r l d C e n t e r ( ) ) ;

V e c t o r 2 P o o l . r e c y c l e ( f ) ;

Figure 4: Secondary movement algorithm.

Figure 4 shows the second attempt at moving the player en-
tity via a function of accelerometer output. This time, actual
forces are applied to the player entity to move it. This is
the most mathematically accurate algorithm and the entity
responds as it would in reality if the equivalent forces were
applied. However, mathematical accuracy does not neces-
sarily guarantee a pleasant experience. The entity seemed
unresponsive, and felt out of place for a fast-paced game
such as Androrbs.

a c c e l = 5 . 0 f , c o u n t e r A c c e l = 4 . 0 f .
Vec to r2 f = V e c t o r 2 P o o l . o b t a i n (

p A c c e l e r a t i o n D a t a . getX ( ) ∗ a c c e l ,
p A c c e l e r a t i o n D a t a . getY ( ) ∗ a c c e l ) ;

Vec to r2 v = V e c t o r 2 P o o l . o b t a i n (
o rb . getBody ( ) . g e t L i n e a r V e l o c i t y ( ) ) ;

/ / I f we are t r y i n g t o a c c e l e r a t e i n an
/ / o p p o s i t e d i r e c t i o n t o movement , compensa te
i f ( f . x ∗ v . x < 0)

f . x −= v . x ∗ c o u n t e r A c c e l ;
i f ( f . y ∗ v . y < 0)

f . y −= v . y ∗ c o u n t e r A c c e l ;

o rb . getBody ( ) . a p p l y F o r c e ( f ,
o rb . getBody ( ) . g e t W o r l d C e n t e r ( ) ) ;

V e c t o r 2 P o o l . r e c y c l e ( v ) ;
V e c t o r 2 P o o l . r e c y c l e ( f ) ;

Figure 5: Movement algorithm 3

Figure 5 shows the third iteration of the movement algo-
rithm. To try to compensate for the unsatisfying motion of
the previous code iteration, if the player tries to accelerate in
the opposite direction to their current motion, they receive a
boost to their newly applied force by their current velocity
magnified by a ‘counter-acceleration’ constant.
Figure 6 shows an updated version of the movement algo-
rithm with much more accurate calculation of friction.

2.3 Interfacing with the game
We wanted the game to behave (“feel”) like a ball bear-
ing puzzle (Figure 7), in which you navigate ball bearings

f i n a l s t a t i c f l o a t f r i c t i o n = 0 . 3 ;
Vec to r2 f = V e c t o r 2 P o o l . o b t a i n (

p A c c e l e r a t i o n D a t a . getX ( ) ∗ a c c e l ,
p A c c e l e r a t i o n D a t a . getY ( ) ∗ a c c e l ) ;

Vec to r2 v = V e c t o r 2 P o o l . o b t a i n (
o rb . getBody ( ) . g e t L i n e a r V e l o c i t y ( ) ) ;

f += f r i c t i o n ∗−v ; / / Apply f r i c t i o n

orb . getBody ( ) . a p p l y F o r c e ( f ,
o rb . getBody ( ) . g e t W o r l d C e n t e r ( ) ) ;

V e c t o r 2 P o o l . r e c y c l e ( v ) ;
V e c t o r 2 P o o l . r e c y c l e ( f ) ;

Figure 6: Movement algorithm 4

Figure 7: A ball bearing puzzle game, must be tilted to
solve.
through a maze to a desired location by tilting the board.
The maze is randomly generated in our levels see 2.6 for
details. The tilting gesture is used in the game to move the
players ”orb”, allowing the user to navigate a maze and at-
tack opposition players.

2.4 How it is implemented
Android being the Operating System of choice requires the
use of the Java programming language for applications. The
open source game engine AndEngine was used to build our
game upon. This gave us easy access to the Box2D physics
engine and interfaced with the Android motion sensors. An-
dEngine scales the game to different resolutions automati-
cally so no extra work was required to make the game work
correctly on a tablet or mobile phone.

2.5 Accelerometer limits
Accelerometers give us an interesting method of input for a
tablet or phone device, but when using such methods of con-
trol, there are considerations one should take into account
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with regards to the resultant simulated motion of player en-
tities. Unlike using a directional pad or on-screen control
method, the input cannot change instantaneously from one
extreme to another.

Figure 8: Smoothing of player intent signal by accelerome-
ter over a period of two seconds.

Instead, input is always a gradual arc, as demonstrated in
Figure 8. The smoothing of the original signal of player in-
tent becomes more destructive as their input device is heav-
ier, and gains more momentum with motion. This effect is
magnified over long use periods, as the natural inclination
of the player is to use a more relaxed grip.
Care should be taken to account for this on a game design
level.

2.6 Maze generation
Because of the accelerometer limits discussed in the previ-
ous section, some environments could prove difficult to nav-
igate. Unless the challenge is specifically to navigate diffi-
cult terrain, it may be wiser to provide players with natural,
sweeping terrain, which mimics the input gathered from the
accelerometer and levels the playing field for those on larger
tablet devices.
There are a variety of signal processing techniques which
could be applied to existing landscapes to improve their ap-
propriateness for traversal with an accelerometer or similar
device. Here, a cellular automata approach will be discussed
for procedural generation of map data. One of the most fa-
mous rule tables for cellular automata is Conway’s Game
Of Life due to the highly dynamic patterns that can emerge.
There are other rule sets in existence which are less dynamic
and unpredictable which can be used to generate interesting
structures. One such rule is the 4-5 rule, valid for any 2
dimensional grid of wall and floor tiles. This rule is inter-
esting because after a few iterations on a grid filled with a
random selection of floor and wall in some proportion as a
function of cavern density, natural and organic flowing form
emerges. This rule is described thusly, using a self-inclusive
Moore neighbourhood:

• A tile becomes a wall if:

– It was previously a wall and 4 or more of its 9
neighbours were walls

– It was previously not a wall and 5 or more of its 9
neighbours were walls

• Otherwise, the tile becomes a floor.

This rule is capable of generating organic, cave-like struc-
tures of any size, as demonstrated in Figure 9.

Figure 9: A sample generated map using the 4-5 rule. Note
the flowing, natural curves.

2.7 Map Optimization
Sometimes the map generator would produce a map that was
not particularly fun to play. These include maps almost en-
tirely made of wall or floor, and maps with disconnected,
unreachable segments. To deal with these situations, some
checks are done before the map is selected for play. If any
of these checks fail, the map is discarded, and another one
is produced. This ensures entertaining maps every time.
First, disconnected areas must be dealt with. There is no
guarantee that all areas of the map will be accessible by the
player, and if care is not taken with start point selection,
players may find themselves trapped in a small area. The
approach taken here was to fill all but the largest connected
area of floor with wall, effectively removing any smaller
pockets that may have emerged. However, this reduces the
number of floor tiles present in the map. It is recommended
that after this elimination pass is complete, the number of
floor tiles is evaluated, and the map discarded and regener-
ated if the proportion of wall to floor falls below a certain
threshold.
While this approach does generate smooth curves, it does
so in a rather uncontrolled manner. It is, however, possible
to ‘seed’ the generated structure to adhere to a rough de-
sign. A technique considered was to generate a small maze
with another algorithm such as Prim’s algorithm or a simple
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Depth-first search. The generated tiles were then scaled up,
so that for each tile of output, an area of 7x7 random tiles
are created, with probabilities weighted towards the original
tile type. The 4-5 rule is then run on this field. Because
of the non-random input to 4-5, the resulting output is fit-
ted to the weighted maze probabilities, biasing the system
to following the previously generated structure.

Figure 10: The disconnected map problem.

Note that this approach becomes significantly more compli-
cated when the player entity is larger than one tile, as it is
difficult to guarantee that all areas of the generated land-
scape are accessible. When the player entity is large, choke
points could emerge - Segments of the landscape which are
too narrow for the player to pass through, yet mean that the
map is still actually connected. These are difficult and ex-
pensive to detect, so generating fine resolution landscapes
this way comes at a downside.

3 Experimental Results
There are various aspects of the tilt sensor behaviour that
arise from the user example as shown in Figure 11.
The first iteration of the movement algorithm (applying
the forces of the accelerometer directly as the velocity
of the player) proved very effective. The movement was
alarmingly responsive. Unfortunately the movement proved
too responsive; the player entity moving much too fast
for a user to accurately control in the close quarters of
the maze, most of the time leaving the user crashing into
walls. In order to counteract this the speed was modified
in order to make the player orb easier to control. Because
the player orb only used velocity for movement, no matter
how the speed was adjusted the motion did not seem natural.

The second iteration of the movement algorithm used
the acceleration given by the accelerometer to equate
force to apply to the orb. This lead the user to have

much better control over the player orb, however turning
became an issue without the snappy reactiveness of the
other algorithm. As speed was a factor in Androrbs, the al-
gorithm needed to be improved upon to optimise game-play.

The third iteration of the movement algorithm built upon
the second by utilising a ‘counter-acceleration’ constant.
This had the effect of amplifying movements made in
the opposite direction of which the user was originally
traveling. This brought back the reactiveness of the first
algorithm while allowing the speed of the player orb to not
get out of hand.

The fourth iteration of the movement algorithm is a finely
polished version of the third. It gave the user enough speed
to allow them to run around the maze easily without having
to hug a wall. It also gave the user the right amount of
control in order to hide in the maze and traverse some of the
more narrow passages that might develop.

Because of the high frequency noise the accelerometer is
exposed to, there is a decent amount of extra input the
user does not deliberately make. This became evident
in development as the player orb would casually roll to
a corner when placed on a flat table. Occasionally, it
would also shuffle slightly in one position when balanced
in the middle of the screen. In order to stop this from
happening the algorithms were changed in order to filter
out small inputs and eradicate noise. This proved to be
successful but made the player orb harder to control in
tight spaces, eliminating the small degrees of motion
needed to accurately roll through. This decision was later
revoked in order to keep the player orb as easy to control
as possible. It was also evident that as the main control
scheme was the tilting motion of the accelerometer, and
the game was designed to be fast paced, there would
not be many times a user would want to remain per-
fectly still, finding it much more beneficial to roll away as
fast as possible than staying still and hoping not to be found.

As mentioned previously, the accelerometer suffers from
high frequency noise. Steps were taken in order to minimize
this and improve the overall stability of the accelerometer,
but overall this hindered game-play by restricting the finer
movements. Inputs differ from devices depending on how
well the accelerometer is made. If the Android device
contains a gyroscope this can be remedied with the help of
sensor fusion. If the device contains both a gyroscope and
an accelerometer the input is smoothed out, removing the
majority of noise, allowing for a much more stable signal
and a much more pleasing experience. On development of
the application, phones with gyroscopes were not as com-
mon and most could not utilise sensor fusion, making the
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Figure 11: Tilting the top left corner of the tablet resulting in a movement towards the top left corner of the in-game screen.

tablet-controlled versions of the App a lot more enjoyable
with the controls feeling a lot more stable.

4 Discussion
The control scheme of the game needed the player to keep
the tablet mostly flat and held above the ground. This was
not very intuitive to new players and needed to be explained
before the game could be played properly. If the game was
to be developed further, a useful option would be to cali-
brate the game with a default orientation. This would al-
low a player to hold the device more comfortably in front of
them, rather than having to keep it flat and below the head,
which may prove to be uncomfortable for long periods of
time. This may also prove to be counter-productive as it
may be confusing for a user to comprehend the adjusted ori-
entation. It is easy to think about moving a surface with your
hands and having the ball roll down it, but if that surface was
in front of the player horizontally it would effectively make
the player have to grasp the concept of rolling up a wall.

4.1 Other games and platforms
A game similar in concept to ours is “MadBalls in Babo
Invasion” in which the player controls spherical characters
that resemble the “MadBalls” toys. The game is almost
identical to our own in that the players move through a maze
using an orb like character in order to find and defeat other
players who are trying to accomplish the same of you. This
game is a lot more graphically impressive than ours as it
has been commercially made with a much wider develop-
ment team. The game is developed for the PC which had
a lot more graphical power behind it when the game was
made. The game uses the ‘WASD’ control scheme on a key-
board. Comparatively, Androrbs seems to be more natural to
control than ‘MadBalls’ as it feels more physically accurate
using an accelerometer-based control scheme. That being
said, the ‘WASD’ control scheme does not suffer from the

high frequency noise problem that plagues the accelerome-
ter, leading to a much more accurate sense of control.
Because the App was written in Java it would be very sim-
ple to move it from one platform to another. The main chal-
lenge would be replacing the components we used from the
AndEngine to suit another platform. When developing the
App, one of the main goals was to make something that both
older and newer devices could play. Because so many mo-
bile platforms come equipped with an accelerometer as stan-
dard, the App can be played with a plethora of devices.

5 Conclusions
We made an App that uses the accelerometer on an Android
device, a standard in the majority of mobile platforms, as
its main control scheme in order to cater for the broadest
market possible. We took the limits of the input device into
account when designing traversable landscapes using a cel-
lular automata, and discussed methods of map optimization
such as initial seeding with non-random values and avoid-
ance of disconnected areas.
We found that using the accelerometer as a control scheme is
not only simple and easy to do, but also relatively accurate.
This accuracy is further improved with that of a gyroscope.
The developer can use sensor fusion in order to smooth out
the noise of the accelerometer. Accelerometer movement
can be considered superior to traditional methods of input in
terms of intuitiveness and ease of use, but may be tiring for
prolonged play.
We believe the accelerometer could be used to make multi-
platform games with little to no hassle, provided its limits
are respected and elements of the game which closely inter-
act with accelerometer data are designed appropriately.
Whenever a correctly configured sensor-fused virtual input
is available which makes use of the accelerometer as an in-
put, it will always provide a less noisy signal than the ac-
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celerometer alone. There is scope for further research on
exactly how this newfound accuracy could be leveraged. In
addition, the z-axis is largely ignored in our investigation,
and could be used to provide additional input.
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Abstract— With a myriad of new opportunities arising from
the Big Data paradigm, we propose a model to enhance
user experience. Our adaptive user-centric model capitalizes
on fluidity of online and offline realms and autonomous
environments that are sensitive to the changing data fluxes.
This model is based on a prototype of an ad hoc media
company which for a more than a decade has been using
social media to enhance user experience. We propose a
prototype that expands an existing vision of Big Data by
interlinking fluctuating social media streams and external
web information with the media company’s data. Theoreti-
cally we focused on the veracity and value as the Big Data
constructs being the most pertinent to argue for a user-
centric perspective.

Keywords: user-centric approach, enhance user experience, big
data

1. Introduction
The concept of Big Data has challenged the notion of

data and its relevance to myriad of new opportunities. With
the explosion of social media outlets in particular, Big Data
conceptualizes a new vision on media and entertainment,
which is primarily driven by the increasing amounts of
user-generated content (UGC) which is contrasted with the
professionally-produced content. Media and entertainment,
are in fact, some of the best candidates to Big Data, among
many others such as surveillance, embedded and medical
contexts, data processing, consumer images, and voice-based
content [1].

Social media, promoting a greater user-created content
visibility provides an emerging, yet underresearched area
of studies. Changing mass media landscape emphasizes the
hope for new opportunities of user-generated content, yet
presents us with uncertainties [2]:

Prior to digitalization it might be said that the
demand for interactive modes of communication
was frustrated by the rigid control architectures of
modern mass media. With the attachment of mo-
bile devices and networks to television receivers,
recording devices, and broadcasting networks there
has been a circumscribed and narrow but definite
and potentially significant opening for cultural
expression and exchange–the future of which is
uncertain. (p. 327)

Social media has been primarily interpreted as a source
of additional revenue, by providing a new lens to mean-
ingfully extract insights from proprietary data and solve
complex problems that so far were impossible to address
[3]. Even if value creation is one of the central components
of user-generated content [4], [5], as for now, solutions on
materialized value from social media, especially considering
multiplatform environments, are still underexplored.

As new opportunities for Big Data applications arise, this
study collocates Big Data in the mass media context. The
need of a meaningful UGC integration to media contexts is
evident not only because it provides the foundation for better
products and services, but also because media companies
struggle to integrate user content across multiple platforms
meaningfully. We gear Big Data towards an adaptive user-
centric model that facilitates cross-platform user interaction
and enhances user experience [6].

Specifically, we expanded an existing ad hoc media com-
pany’s model that is based on user participation through
social media in mass media context. To understand the
underpinnings of Big Data, which can generate value for
users, we analyzed social media-based back-channels as
well as considered multiplatform content distribution via an
integratory prototype. Based on the parameters of Big Data,
we proposed a model that enhances experiences of diverse
types of users.

We employed functional reasoning to Big Data. The
functional definition of data states that it serves as "a basis
for reasoning, discussion, or calculation" [7]. We considered
the first part of the definition–the reasoning–as new potential
ways to think about multiple streams of inhomogeneous data
integration. The second part of definition–the calculation–
served as a the foundation for analysis and decision-making
mechanisms. We proposed calculation as a sense-making
mechanism that extracts correlations between complex com-
ponents of data.

The paper is structured as follows. We start with explain-
ing the parameters of Big Data applied towards an adaptive
user-centric model by underlying the challenges inherent in
the definition of Big Data and the opportunities that arise
from a user-centric approach. Subsequently, we discuss the
relevance of Big Data for a multiplatform media context by
exemplifying it with a contextually-embedded Italian use-
case RTL 102.5 and by introducing an adaptive user-centric
model. In section four, we have proposed an architecture
that supports one possible vision for our user-centric model.
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Given that our model operates with data owned by a single
media company, we reflect on a future vision of Big Data that
expands user experience by navigating within user-generated
data across various streams of UGC through various media
companies. We conclude with final remarks and practical
implications.

2. Big Data Properties
In the past decade, we have been witnessing an unprece-

dented growth of digital data on the World Wide Web [1],
which is further increasing with the rapid growth of portable
devices and social media. The concept of Big Data has
emerged based on dilemmas of data abundance to provide
companies with the foundation for creating new levels of
business value.

With integrated storage, analytics, and applications, Big
Data helps companies to drive efficiency, quality, and per-
sonalized products and services, thus producing better user
satisfaction and experience. The concept of Big Data is
characterized by a set of properties that are very difficult to
handle by existing database management systems–volume,
variety, and velocity.

This section discusses Big Data based on five properties:
properties that pose challenges inherent in database manage-
ment systems–volume, variety, velocity, [8] and by concep-
tual properties–veracity, and value [9]. Volume concerns with
huge amounts of data. Variety refers to sets of uncorrelated
data sources and their unstructured nature [10]. Velocity
refers to gained advantage in a timely manner. Veracity
refers to trust associated with inhomogenous data. Big Data,
constrained by the volume, variety, and velocity, can be
gathered from unverified sources. User-generated content,
driven by crowdsourcing culture, compared to professional
content, is not subject to verifiability, neither has to adhere
to predefined structure-based parameters.

The definition of ’value’ comprises multiple constructs
such as "the monetary value of something", the market
value, or "something intrinsically valuable or desirable"
[11]. As the definition suggests, the value depends on the
context and involved parties. In social media contexts, we
propose user value through the construct of adaptability,
increased choices, and flexibility, resulting in higher degrees
of autonomy [12] and interactivity [13].

2.1 Value creation with Big Data
Even though volume remains an important challenge,

variety and velocity emerged as the most critical Big Data
challenges [8] as these characteristics influence how the
value is discovered. Big Data is unlike conventional business
intelligence, where the simple summing of a known value
reveals a result. With Big Data, the value is discovered
through a refining modeling process, a narrative, where the
data itself is the story.

In this section we explore two opposed facets of Big Data
value in media contexts. The first facet–henceforth known
as Business-oriented value–considers multiple data sources
within a given business model or a company that is geared to
generating profit. The second one focuses on a user gain and
explores requirements necessary to Big Data to maximize
user experience. In fact, we proposed the latter one as a
user-centric view to Big Data.

Big Data fames for its advantages and new arising oppor-
tunities positioned as a defining cornerstone of a business-
oriented value. The advantageous contexts from Big Data get
created through a fast and meaningful data analysis. Thus,
business-oriented value gets created by a meaningful data
interpretation and management.

Business-oriented value has been strategically comple-
mented with the user-centric approach focusing on users. For
example, media companies emphasized interactive techno-
logical affordances even if most of them provided very lim-
ited ways of user interaction. Concurrently, such user-centric
approach has been highly beneficial for the companies in
areas such as product and service innovation. User-centric
approach diminished product or service failure rates and
rewarded companies by promoting user-acceptance. Cus-
tomers, lead users especially, have been utilized as testers
of the system [14]. In media contexts, users were crucial of
media business models through demographic advertising as
well.

With the rise of social media technologies, "the respon-
sibility towards users" and business-oriented value gener-
ation has been further intensified given that social media
products provide increased choice-based impressions [15].
Furthermore, users became generators of value for compa-
nies that serve to strengthen the brand [16]. As a result,
media companies increasingly started to integrate interactive
applications. Interactive tools were conceptualized as leading
to greater levels of user exchange, resulting in enhanced
experience [17]. In media, interactivity also was proposed
as ways to shift user roles from passive ones to active roles.
In the radio contexts, listeners become active participants
and in televised programming viewers who merely watched
the program become active contributors in their favorite
programs in television as described in Figure 1:

Fig. 1: User interactivity within a company

User-oriented value is grounded in a theoretical frame-
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work of interactivity as ways to enhance user engagement.
Interactivity can be achieved through user-to-content, user-
to-context, and user-to-user engagement and content ex-
change in a networked environment [13]. By interacting with
the content and the others, users are enabled to be engaged
in a dialog rather than in a passive content consumption.
Degrees of interactivity vary contextually and as a theoretical
construct interactivity is viewed as a technological property
or/and as a psychological construct based on an individual
perception [18].

In recent years, the promise of increased interactivity
is reaching its peak. Through social media tools, such as
Facebook, mobile texting, or Twitter users are provided
with the back-channel based on which they can react to
the comments or prompts of the companies and interact
with the program and with the others. Despite that user-
generated content becomes prevalent through a myriad of
diversified content and services, interactive environments
have been criticized as illusionary for their limiting, pre-
established, rigid hierarchical structures and limited interac-
tion or just merely reaction [19]. Regardless the promise of
user-generated content and interactive applications, control
of the content is still in hands of the companies since they
control over 80% of the content, even if half is produced by
users who become co-producers of the content [20].

Enhanced user experience is eclipsed by limited ways to
interact for the users. Interactivity has been proposed to
foster a two-way communication, while most of the media
companies use a reactive communication model, which is
based on a prompt solicited by a media company and a
reactive response reserved to a user. Moreover, the decisional
power of the products is still held by media companies and
commercial logics dominate the orientation towards revenue
gathering.

2.2 RTL 102.5 Use-Case
We have foregrounded our Big Data user-centric model

on an existing forward-looking private media company RTL
102.5, which has been experimenting with various interactive
back-channels for more than a decade.

Established in 1975, RTL 102.5 is one of the top com-
mercial radio stations’ in Italy with an average of five
million listeners a day; also leading in social networking
site integration in their programming. They distinguish them-
selves through the radiovision, the concept of the radio that
is not only listened to but also visible, for example on
satellite television or the web [21]. The station broadcasts on
multiple platforms–the radio, TV, web–simultaneously and
the programming runs 7 days a week, 24 hours a day.

In relation to social and interpersonal media, mobile
texting (otherwise known as Short Message Service or SMS)
were integrated first, in early 2000. Based on a heavy
cellphone use, Italy has been described as a country that
is "in love with mobiles" [22], where the cellphone are

considered not only as a communication tools but also as
a fashion gadgets [23]. Worldwide, Italy has a cellphone
penetration rate of 92.65%, ranking as number four out of
43 countries [24]. Due to cellphone popularity, an agreement
between the Acotel group and RTL 102.5 resulted in a mul-
tiplatform user integration by activating the back-channels
of communication [25].

RTL 102.5’s Facebook fan base is ranked as number 11
among all Italian brands; it is number two among radio
stations [26]. Facebook messages were incorporated into the
station’s programming in 2009. Anyone wishing to post a
message or read the RTL 102.5 Facebook wall’s "youONair"
section must first confirm it by clicking the "like" button.
Audience base continuously grow along with increasing
amounts of generated data. As of April 1 2013, user activity
statistics comprised 986,056 likes compared to three times
smaller "like" base with 300,954 likes in 2010 December 12.
Users are encouraged to interact by posting their messages
to RTL 102.5 since user content can be displayed on TV
and stored temporarily on the web.

Figure 2 shows the message distribution within a given
program for a random day, April 26, 2011, and it includes
Facebook and SMS messages.

Fig. 2: Total number of SMS and Facebook messages by
program

The most active user participation occurred from 9-11pm
during the Suite 102.5 program, followed by 5-7pm The
Password program and finally lead by 11am-1pm Long Live
Italy. This graph also identifies user-driven variability, which
has been segmented by the program.

RTL 102.5 also has a Twitter channel, where it tweets
the question of the day to its audience members as well
as informs them about any important news. RTL 102.5
Twitter has 112,807 followers ranking as number 46 among
media companies [26]. RTL 102.5 broadcasts specialized
contents on Google+. Also, it is possible to download an
application that allow connecting to the radio station via
cellphones (smartphones). RTL 102.5 has also created a
YouTube channel on November 7th, 2006, which remains
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strongly active.
Existing social media back-channels implemented by

RTL.105 have several limitations. First, only a small per-
centage (30%) of user-generated content goes through due
to time and space constraints of some of the platforms (e.g.
TV). Filtering process requires the presence of a dedicated
operator, who has to read all the content originated from
multiple data sources, in real-time, and intuitively decide the
best fit to the actual time slot. This leads to large amount of
data being simply discarded; thus eliminating a possibility
of an added value if combined with other selection criteria–
topic, context, proper timing, or interlinked external Big Data
sources.

3. Adaptive User-Centric Model
We focused on advancing existing social media back-

channel capacities by using the concept of Big Data to fur-
ther enhance user experience through a flexible and adaptive
environment. Our adaptive user-centric model capitalizes on
fluidity of online and offline realms, flexible environments,
sensitive to the changing data fluxes. Flexibility provides
users with the possibility to acquire more choices. More
importantly, environment adapts to accommodate users’ be-
havior and changing roles. Flexible adaptive environment
is vital for our model because of pervasiveness of user-
generated content.

We conceptualize user value through the following pa-
rameters geared towards users: 1) the experience that foster
increased audience engagement by fluidity of user roles;
2) visibility; 3) a sense of a community; 4) provide more
autonomy; 5) opportunistic benefits. The value proposed
here is based on user experience rather than the interactivity,
embedded in a service or a product. The core value of the
user-centric model is based on enhanced user experience
in a flexible and context-sensitive environment that gathers
data sources from multiple platforms, resulting in an oppor-
tunistic context for the user. In this model user levels of
engagement is self-selected with fluid boundaries between
various activities.

Our user-centric model is based on Grounded theory [27],
in which established parameters emerge from the context.
We have extracted key recurrent constituents situated in
our use-case, instead of foregrounding research on pre-
established parameters. Such data-driven approach has been
proposed as a recommended ways to establish meaings from
Big Data contexts [28]. In addition to backchannel content
analysis, interviews with key actors at RTL 102.5 comprised
media producers, technicians, and innovation department of
RTL 102.5 were conducted [29].

3.1 Proposed Model
In addition to the ability of distributing UGC along a

temporal dimension, our model focuses on user role fluidity
that bridges online and offline environments through a visual

representation of user location and interests. UGC that is
collected by RTL 102.5 may serve as a rich data source
from which multiple types of information can be extracted.
For example, generic messages such as "Hello from Rome!"
may be discarded by the operator. However, they provide
important bits of information about the user location. For
example, the users who watch TV or listen to the radio
online, can be mapped based on their IP location. Any
bits of information would lead to a better understanding of
the user demographics or can interface with other keyword-
based data streams, which are part of Big Data repository.
Nevertheless, user location represents just a small percentage
of information that can be extracted from UGC content.

Social networks can also be used to gather information
about users’ interests either by parsing the user profile
section or by performing network analysis by using tri-
angulated data as proposed by Donath [30]. We suggest
maps as an interface for an enhanced user experience. Maps
are among the most efficient visualization techniques of
spatial knowledge [31], [32]. When information is presented
visually, efficient innate human capabilities can be used to
perceive and process complex data relations at nearly 9,000
kilobits per second [33], therefore it reduces search times,
improves recognition of patterns, increases inference mak-
ing, and monitoring scope. Moreover, the same advantageous
principles are also applied to large virtual worlds [34].

Maps are also advantageous due to user-distribution vi-
sualization given that each of media outlet has its own
market. In our specific case study RTL 102.5 represents
a national radio station and broadcasts its content exclu-
sively in Italian. Even if the content can be accessible
via digital terrestrial, its main audience is localized within
clearly defined geographical boundaries of Italy. From that
perspective, by considering an enhanced user experience, we
propose user visibility through the map of Italy as ways to
represent user activity in a specific geographical location; yet
location can be expanded once user base extends to a larger
global community. At the same time, geographical maps can
provide interelational data that connects user data with other
activities.

To account for veracity of the UGC, we propose to apply
the network analysis theory, which can assign trust indicators
to the different pieces of information [30]. Specifically,
network-based trust can be achieved by gathering informa-
tion through interlinked nodes, that are linked via weak ties
which refer to occasional interaction or information flows
between the nodes. Weak ties that represent infrequent and
often distant relations produce interest-free evaluations [30].
It is the data, gathered through the weak ties, that has been
considered as crucial referrals of trustworthy information.
Social network analysis has been proven to be a successful
analytical tool for real-time data analysis in the context of
Internet of Things [35].

User centric model emphasizes fluid user roles. Although
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most of the RTL 102.5 audience’s members roles are passive,
based on interactive applications implemented by the station,
a small percentage of users react to launched topics of
interests or prompts [29]. These users considered as reac-
tive users. The map representation, which has the goal of
strengthening the user experience, would also incorporate
content generated by these reactive users, in addition to their
location. Not only the map would allow users to explore this
temporal dimensional of the data, but also to react to those
users that did not get their content exposed through the TV.
Hence, freeing them from program time constraints.

Finally, users who currently interact with other users
or with the radio (e.g. via SMS), and that are referred
as to interactive ones, would benefit from a richer inter-
action platform. Additionally, the map would provide an
anonymous interface that would allow users to subscribe to
specific topics or addressees by selecting the user or a set
of keywords. The proposed model and roles are not static,
users can shift roles or have multiple concurrent roles at
any given time. Given that user roles differ, proposedodel
accounts for diversified experience to different segments
of the users. In addition to users, media company itself,
and external companies could also be involved into the
triangulated model.

Media company’s role thus gets projected as carriers’ role,
where it interlinks users and external companies for the
mutual benefit, yet without exercising central hierarchical
control. Environments supporting these communities (e.g.
restaurants and pubs), which are on the infrastructure of a
given media company, would be responsible for delivering
some occasional benefits to their users. By merely being on
the infrastructure, users would be able to take advantages
of this opportunistic network, thus coupling their media
entertainment experience. Such an adaptive network would
support shared experiences with the other users through
additional Big Data sources, in addition to above mentioned
ones.

4. Big Data Architecture
Our proposed Big Data architecture aims at transforming

user-generated content into insights that can serve the en-
hanced user experience through a refining modeling process:
make a hypothesis, create visual and semantic models,
validate, and then make new hypotheses. It either takes a
person interpreting and making interactive knowledge-based
transformation queries (e.g. editorial logics or users), or
by implementing algorithms based on machine learning of
semantic relations, to discover meaning from the increasing
channels and variety of data received.

To maximize the value that can be discovered through
analytics, one has to combine growing volumes of traditional
data, such as professionally-produced media company’s data,
with time-sensitive and unstructured user-generated content.
Additionally, one has to cover a wide range of different

services, platforms, applications and tools, such as those
found within a unified data architecture (UDA) environment.

In our use-case, some of the data sources that need to
be collected, stored, and correlated comprise social websites
(e.g. Facebook, Twitter, and Google+), the RTL 102.5 web-
site (e.g. video and audio), and data gathered from mobile
devices (e.g. SMS and RTL 102.5 mobile application).

Hence, the process of data correlation requires a spe-
cialized architecture that not only handles large amounts
of continuously growing data in real-time, but also enables
users to discover and find their own interests. Hence, can
users model the environment that surrounds them to the
degree that the behavior predefines the architecture of the
environment itself.

The logical components of our architecture are: data
source, transformation, integration, and visualization.

Data Source. This component provides access to struc-
tured and heterogeneous data, stored in SQL and NoSQL
databases such as radio, video, news, logs (user clicks, user
visits, activity, user location, etc), and to semi/un-structured
user generated data.

Data Transformation. Transformation of data from one
form to another is part of the ETL (Extract, Transform and
Load) process, which is primarily conducted by means of
data extracting and parsing tools. This component follows
the graphical principles introduced in [36], [37] and fea-
tures a distributed parallel processing framework capable of
parsing large and complex sets of data.

Data Integration. As various data are captured and trans-
formed, they are stored and processed in traditional database
management systems (DBMS) across a distributed-clustered
system. Hadoop is our choice for acquisition and reduction
of user-generated data since it provides a robust, fault-
tolerant Hadoop Distributed File System (HDFS), inspired
by Google’s file system [38], as well as a Java-based API,
specifically designed to permit large-scale distributed data
analysis across the nodes of a computing cluster, by using
the MapReduce paradigm, which is utilized to filter data
according to a specific data discovery strategy.

Machine learning and semantic algorithms are then inte-
grated to do further reasoning. They analyze user-generated
content, such as SMS and check-ins (e.g. to extract ad-
dressees, user location, and context), to perform network
analysis and assign trust. A recent seminal article by [39]
highlighted a number of standard techniques that can be
computed in a data-parallel fashion via summations. The
Apache Mahout project represents an effort in this direction,
which we use to implement our techniques in the open-
source Hadoop MapReduce engine.

Data Visualization and Interaction. Data visualization and
integration components features a rich user interaction that
is constructed over a map representation, and enhanced
with advanced analytics, in-database statistical analysis, and
collaborative tools.
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Apart from four logical components, monitoring plays a
crucial role in detecting any failure within the data pipeline
along with threshold changes to identify any bottlenecks in
terms of performance, scalability, and overall throughput.
The Figure 3 describes a framework built on top of a set
of specialized open source tools that implement all these
components.

Fig. 3: User-Centric Big Data Framework

With this architecture, users do not see a divide between
data and intelligence. They do not even need to be made
aware of the difference between traditional transaction data
and Big Data. The data and analysis flow would be seamless
as they navigate and interact through various data and
information sets.

5. Conclusion
This paper contributes to the discussion of Big Data in

multiplatform media by providing additional solutions for a
user-centric approach of content management. Proposed here
is a prototype that focuses on fluid roles of the users within
mass media contexts. In contrast to hierarchy-based struc-
tures, inherent to media, we proposed flexible environments
that enhance user experiences.

In this data analytics part we focused to enhance user-
environment interaction, by further enhancing RTL 102.5
extended model since it allows users to modify the envi-
ronment based on their specific interests. In practical terms,
an expanded understanding of Big Data paradigm has to
reconsider the concept of the maps proposed as tools of
visualization. Given that the geographical networks are no
longer relevant for UGC data streams from multiple media
companies’, the maps gets conceptualized through visual
representation as ways to organize and understand multiple
streams of information. Similarly, this model assists content
filtering process. Content flows could be redirected for those

times of the day where user participation is less intensive,
or where it fits better the context.

By capitalizing on the value creation to a user-centric
approach, future studies should explore additional models
that would fulfill diverse needs of users through user seg-
mentation to assess multiple facets of needs. User experi-
ence levels through levels of activity and use of diverse
sources, satisfaction with the fluid roles could be tested. The
perception of user-sensitive, adaptive environment should
be analyzed in different media contexts to identify station-
specific issues and compare them with Big Data-specific
issues. Furthermore, even if this model has been based on the
previously identified user value creation, a more fine-grained
user value should be continuously assessed. To account for
diversified and changing user values, further studies are need
to test the validity and success of the proposed model.

It is worth to highlight that the current user-centric model
operates based on constraints through which users access
Big Data. Big Data assumes content fluidity within a given
company’s data, while it is highly restrictive to external data
sources because of intellectual property liability. From this
perspective, users’ experience can be only enhanced within
the Big Data present in a given context. We proposed our
model considering the existing Big Data model of RTL
102.5, thus explicating its limits. The future vision of Big
Data for a user-centric approach should overcome these lim-
itations. For example, users would be able to access all UGC
streams from multiple media companies. By being exposed
to multiple media platforms concurrently, users could easily
navigate across various UGC streams generated by other
users similar to them. One way of conceptualizing such
aggregation of streams is by taking an example of multiple
applications developed by media companies to foster UGC
and access all of them with a single ID, which would account
for data volume and veracity.

In a future vision of user-centric Big Data users would be
given an access to multiple companies’ UGC data that could
be streamed in synergy. Big Data analytics would be used
to filter data streams by large or narrow interest categories.
For example, users could select "all radios", "commercial
radios", "public radios" as broad categories or filter down
to specific categories such as "rock music" or "Björk" as
specific content or a "topic of the day."

User-centric Big Data paradigm as of now is subject to
constraints – currently UGC content flows get distributed
through a single company’s space. Even if the visionary
value user-centric future conceptually has no obstacles, yet,
companies tend to create innovation that generates profit
within its own boundaries. Also, some of the companies
create profit by providing duplicates of existing services.
Accessibility of cross-company data is another obstacle to
Big Data for User-centric approach. In recent years the direc-
tion towards fluid data has been taken with convergence and
consolidation. In such case, companies share data and share
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profits. However, convergence has not necessarily benefited
users. From Big Data perspective, users are not yet able to
freely navigate through a myriad of user-generated content
across various services and tools. No cross-integration of
the tools has been proposed as a finite benefit to the users.
Yet, with a user-centric approach of Big Data, we argue that
users should be able to access data stored outside company
boundaries to map and personalize data to their own needs
and goals. We position the user-centric scenario to fully
explore the fluidity of Big Data and even ability to model
the surrounding environment.
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Abstract— Since every day millions of posts are published
inside the blogosphere a huge collection of web documents
develops. Clustering this ever-changing collection is a very
time consuming task. Therefore some certain challenges has
to be accomplished because a clustering cannot be executed
from scratch all the time. The presented fuzzy, incremental
and hierarchical clustering algorithm tries to succeed these
challenges with both, clustering terms and documents in
a meaningful way and keep them up-to-date all the time.
Furthermore we take a critical look at the performance,
which is crucial on such a live data collection.
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1. Introduction
With a tremendous circulation of several hundred million

blogs worldwide, the ever changing collection of weblogs are
getting bigger and bigger every day. For mining, modeling
and presenting this think tank of open-source intelligence a
very intelligent and fast clustering method is needed. This
incorporates some very important and as well very difficult
challenges.

Since a clustering of an ever-changing huge corpus con-
sumes a lot of computing power, it cannot be calculated
from scratch every time a new document is added. Therefore
the first challenge is to keep the clustering up-to-date. In
addition, the number of clusters cannot be fixed in the be-
ginning, since different granularity levels should be covered.
As a consequence, it has to be a hierarchical clustering.
Furthermore, since we know a lot about the ambiguity from
semantic web it is not appropriate to force documents and
terms to fit into exactly one strict cluster. This means, the
clustering algorithm has to consider fuzziness.

In the next Section the overall project, the presented
work is integrated, is explained in more detail before some
related work for such clustering techniques are introduced.
In Section 5, we describe the basic challenges for the
presented clustering. Afterwards the main algorithm and its
characteristics is described in more detail.

In addition, the presented algorithm gets evaluated in
Section 7. Furthermore the performance is evaluated and de-
cisions are explained in order to improve the performance of
the presented algorithm. Finally, some future work that can
be conducted is highlighted before the paper is summarized
in the last Section.

2. Project Scope
With a wide circulation of more than 200 million weblogs

worldwide, weblogs with good reason are one of the most
important data streams in the World Wide Web. Therefore,
weblogs offer access to latest information discussed in the
real world. Since writing posts in weblogs goes along with
a high editorial effort, the available information is of major
interest. However, for a user it is becoming harder and harder
to gain an overview of all discussions in the blogosphere. It
is almost impossible for a user to extract information from
the web, especially from the blogosphere. Hence, a system
that collects information from the blogosphere and presents
it to the user in a very meaningful way would be of great
use.

Therefore, mining, analyzing, modeling and presenting
this enormous amount of data is the overall aim of the
project the presented work is integrated in. This enables
the user to detect technical trends, political climates or
news articles about a specific topic. Most approaches to
mining and analyzing such a huge amount of data focus
on offline algorithms which use pre-aggregated results. This
is in contrast to the continuously growing nature of the
World Wide Web. As a result, including the latest data is
one of the key aspects of data mining on the web. This is
exactly the topic covered by the BlogIntelligence1 project.
Since BlogIntelligence usees different text mining analytics
a clustering is a fundamental factor of success.

1BlogIntelligence is a tool the extract and analyze data such as content
and links from weblogs of the German blogosphere in order to visualize this
information and provide a tool to explore and discover the world of social
media. More information on: http://www.blog-intelligence.
com/

Int'l Conf. Internet Computing and Big Data |  ICOMP'13  | 167



3. Related Work
As the field of cluster analysis is very complicated and

algorithms heavily depend on the specific domain, there are
as many different papers on clustering as there are possible
use-cases. In this section we mention some of them that are
closely related to our own work.

The initial idea for an incremental clustering was intro-
duced by Arnaud Ribert et al. [1]. They explain an efficient
way of inserting new elements into existing hierarchical clus-
terings and give a brief overview of hierarchical clustering
itself. In their evaluation they show that the required memory
and number of computations can be significantly reduced
with an incremental algorithm.

Among other improvements in our algorithm we mainly
focused on the efficiency of the distance matrix calculations.
The map reduce technique that is now in use and described in
the implementation section is based on the work of Elsayed
et al. [2].

With the objective that the algorithm should perform in
reasonable time the focus moves towards building up a
hierarchy tree. Therefore we looked at different approaches
for preparing the data in order to improve efficiency of
clustering. Dash et al. [3] relies on partitioning the items
beforehand.

The ’BIRCH’ algorithm by Zhang et al. [4] would be
an alternative that uses a different tree structure for a first
rough clustering. It can be computed in quadratic time and
thereby reduces the time that has to be spent for the final
clustering. Unfortunately the time complexity even for these
sophisticated techniques can not be better than O(n2).

4. Clustering Techniques
a) Partitional Clustering: The most prominent represen-
tative of the first class is the k-means algorithm. Partitional
clusters divide a database into a specific amount of clusters.
In general this number of clusters (k) has to be given in
advance and it is not possible to change it later on. The
problem is to find the optimal k if the exact composition of
the data is not well known before.

b) Hierarchical Clustering: A Hierarchical clustering does
not produce a partition into a specified number of clusters.
It produces aso called dendrogram. This dendogram can be
build either top-down or bottom-up. The first type is called
divisive clustering. Starting with the whole data set and
splitting it into two subsets until every item is represented by
a leaf node. The top-down clustering is called agglomerative
clustering. Starting with each item in a separate node and
combining two nodes until the root includes the whole data
set.

In both cases, when finished, the dendrogram forms a
hierarchical binary tree with each item of the given database
as leaf node and the root representing the whole database.

Every node in the tree represents a subset of the database
and thereby a sub-cluster. The greater the difference between
the two sub-nodes, the higher the node is in the hierarchy.
Knowing this, we can get few big clusters as well as
many small clusters from the same dendrogram without
recomputing the clustering. The biggest disadvantage of
hierarchical clustering versus partitional cluster techniques
is the higher computational time.

c) Hard and Fuzzy Clustering: In general, each item is
assigned to exactly one cluster it fits best (e.g. the average
distance to the other cluster members is the smallest). This
is called hard clustering. If we want to express that an item
can be quite similar to different other items we have to
introduce a fuzzy clustering. In fuzzy clustering techniques
the membership of an item to a cluster is expressed as a
probability value which in total sums up to 1. That way any
item can appear in multiple clusters.

d) Incremental Clustering: Incremental clustering has to
be taken into account either if the corpus to be clustered is
too big to keep the information about all items at the same
time in memory or if the corpus is increasing over time and
we do not want to repeat the clustering every time a new item
is added. Incremental clustering has the advantage that we
can add the items of the database one by one and therefore
reduce time and space complexity. A huge disadvantage is
the order-dependence of the resulting clustering. We might
get completely different results if the order of the items
added to the clusters is changed. Thus, it is very difficult
to guarantee the quality of the clustering.

5. Clustering the Blogosphere
The goal of the system that is described in this paper is

to improve and add new functionality to BlogIntelligence.
Inside the blogosphere cluster analysis faces a lot of old and
new problems. The first question to be answered is: Where
do we want to find clusters? This question can be answered
in two ways. On the one hand, blogs and their post can
be clustered. These represent documents in a more classical
view on cluster analysis. So the goal is to find groups
of blogs that might cover the same topic like politics or
computer science. This is important because it helps finding
new links between different blogs and thereby helps authors
and users to explore the Web 2.0.

On the other hand, we are also interested in clustering
features of blogs and posts. These are terms or also tags
of blog posts. By clustering terms it gets necessary to find
words that together best describe specific topics. So we are
able to categorize blogs even better and again improve the
possibility to explore the blogosphere. These term clusters
can be used for further analysis like trend detection and
visualization.
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The main challenge the blogosphere imposes on clustering
is its size. The user might dive into the blogosphere from the
top and narrow the search down to parts of the blogosphere
he is interested in. Hence, the clustering should provide
a way of getting a very rough division as well as a very
detailed one.

The size of the blogosphere also pushes the need for the
efficiency of the clustering algorithm. Another characteristic
of the blogosphere is that new documents are added con-
tinuously. Because of this, it is not applicable to constantly
recompute the clustering. It has to be possible to change the
existing one if a new item has to be integrated.

All in all, a system is needed that clusters both, documents
and terms, that is capable of adding new documents to an
existing cluster, that returns clusters of variable size and
amounts, and that assigns terms and documents to multiple
topics and groups. This leads to a hierarchical, incremental,
fuzzy clustering.

6. Implementation
6.1 General Idea

Before the main algorithm is described in detail we first
have to define the most important terms concerning cluster
analysis within blog posts.

6.1.1 Post term matrix
The post term matrix describes the distribution of terms

across all blog posts. For every post a list contains the
frequency of each possible term. The optimal case provides
normalized tf-idf values as described in the next Section.
The other way around, it is also possible to get a list that
for a specific term containing all frequencies among all blog
posts. The number of terms defines the dimensionality of
a document vector and the other way round. Typically, the
post term matrix is sparse because for each blog post only
the most representing terms (terms with the highest tfidf) are
stored.

6.1.2 Term frequency - inverse document frequency
The tf-idf value [5] describes the frequency of a term

in a document in comparison to its frequency in the whole
corpus. A term that appears in all available documents is
not very descriptive for a single document and therefore has
a low tf-idf score for every document. On the other hand,
a term that only occurs in one document has a high score
for this specific document even if its frequency is low and
therefore has a high meaning for this document. The general
formula for calculating the tf-idf is given as follows:

tfidf(ti, dj) = tf(ti, dj) ∗ log
N

ni

tf(ti, dj) is the frequency of term ti in document dj . N
is the number of documents in the corpus. And ni is the
number of documents that contain term ti.

6.1.3 Similarity measure
To measure the similarity between documents and terms,

we use the cosine similarity. It measures the inner angle
between two tf-idf vectors.

sim(d1, d2) =
d1 · d2
|d1||d2|

To accelerate similarity computation normalized tf-idf
vectors can be used. That way the cosine similarity becomes
a simple inner product

sim(d1, d2) = d1 · d2 =
n∑
i=0

w(ti, d1)w(ti, d2)

where w(t, d) is the tf-idf of term t in document d.

6.1.4 Initial Clustering
Initially a common agglomerative clustering algorithm is

used. To determine how many documents should be taken
into account at the initial clustering, we take a look at
Heaps’ law [6]. This helps to reduce the computational
effort enormously. Heaps’ law describes how the size of the
vocabulary VR grows depending on the document size n:

VR(n) = Knβ

For English language normally K is between 10 and 100
and β is between 0.4 and 0.6. The vertical line in 1 shows a
possible cut to cover sufficient terms of the existing corpus.
This ensures that most terms are covered in the cluster and
the clustering runs still in an acceptable time.

Fig. 1: Example plot for Heaps law VR(n) = Knβ

6.2 Approaching Fuzzyness
Since a term can appear in several contexts, a fuzzy clus-

tering should be used as well. Thus a term can be contained
in several clusters. To achieve this, we search for all pairs
of items that have a similarity above a certain threshold.
These pairs constitute the leaves in the clustering tree. In

Int'l Conf. Internet Computing and Big Data |  ICOMP'13  | 169



order to reduce the computational effort, the calculation of
the similarity can be limited to terms that have been occurred
with each other in the same document once.

Fig. 2: Two clusters: {0, 2, 3} and {1, 3, 4}

6.3 Algorithm
The initial clustering algorithm consists of three steps:

finding the items that have a high similarity and associate
them in leaves, adjusting the distance matrix and computing
the hierarchical clustering.

1) Finding leaves For efficient similarity calculation a
MapReduce [7] approach fits to our needs. MapReduce
is a framework that allows parallel execution of an
algorithm on several CPUs or machines. The map
functions map a list of key-value pairs from one
domain to another, the shuffle function groups the
results and the reduce function computes the results
for each group (see Figure 3).

Fig. 3: General MapReduce architecture (taken from [7])

This method is used for computing document similar-
ity with the approach described in [8]. For each term a
list of the documents it appears in and its tf-idf value in
this document is constructed. The map task multiplies
the term weights for each pair of documents in the
posting. The output is sorted by the keys, resulting
in a list of pairs of documents as keys and a list of

products computed in the map step. Reduce sums up
the products and outputs the similarity values for the
pairs of documents (see Figure 4). While this method
is much faster than calculating the cosine similarity
by iterating over the vectors, it uses more memory.
Nevertheless, since the MapReduce approach allows
simple distributed computing and main memory gets
cheap we favor the faster version.

Fig. 4: Computing document similarities with MapReduce

After computing the similarity values, each pair having
a similarity above a certain threshold is associated in a
leaf node. The tf-idf vector for this pair is the average
of the two tf-idf vectors of the associated items.

2) Calculating the distance matrix To compute a matrix
of distances between these new leaves, we use the
similar map and reduce function mentioned before
with the new tf-idf vectors.

3) Hierarchical Clustering The implementation makes
use of the Efficient HAC [9, 368] (Algorithm 1), which
uses priority queues. For each row of the distance
matrix a priority queue keeps the entries sorted in
decreasing order. The maximum value of P [k] consists
of the similarity and index of the cluster most similar
to the cluster with index k.
Since the C++ standard library priority queue does not
allow erasing other elements than the top, we imple-
mented a suitable version using the std::make_heap,
std::push_heap and std::pop_heap functions. In this
algorithm I stores the clusters that are still active,
A stores the clustering as a sequence of merges.
With these optimization the time complexity becomes
O(n2 log n).

6.4 Adding and removing documents/terms
6.4.1 Adding

To add an element into the cluster tree it is compared
with each existing element as shown in Algorithm 2. If the
similarity is above the threshold mentioned in Section 6.3, a
new leaf is constructed with this pair of elements. For each
new leaf its place in the clustering hierarchy is determined
by starting at the root node and following the path with the
highest similarity. To accelerate this procedure, each centroid
of a cluster is cached. If a leaf is reached, a new inner node
with this leaf and the new leaf as children is inserted. Its
centroid is computed and the similarity values up to the root
are refreshed.
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Input: d1, . . . , dn
for n = 1 to N do

for i = 1 to N do
C[n][i].sim = dn · di;
C[n][i].index = i;

end
I[n] = 1;
P[n] = priority queue for C[n] sorted on sim;
P[n].DELETE(C[n][n]) (don’t want
self-similarities);

end
A = [ ];
for k = 1 to N - 1 do

k1 = arg maxk: I[k]=1 P[k].MAX().sim;
k2 = P[k1].MAX().index;
A.APPEND(k1, k2);
I[k2] = 0;
P[k1] = [ ];
forall the i with I[i] = 1 and i = k1 do

P[i].DELETE(C[i][k1]);
P[i].DELETE(C[i][k2]);
C[i][k1].sim = SIM(i, k1, k2);
P[i].INSERT(C[i][k1]);
C [k1][i].sim = SIM(i, k1, k2);
P[k1].INSERT (C[k1][i]);

end
end
return A;

Algorithm 1: Efficient HAC algorithm using priority
queues (from [9, 386])

Input: element e’ to add
foreach other element e do

if similarity(e’, e) > threshold then
construct new leaf(e’, e);

end
end
foreach new leaf l′ do

node = root;
while !node.isLeaf() do

node =
argmaxn∈{node.left,node.right} sim(l′, n);

end
construct new inner node(leaf, node);

end
refresh similarity up to root;

Algorithm 2: Add element to clustering tree

6.4.2 Removing
When removing an element from the tree each leaf con-

taining this element is inspected as shown in Algorithm 3.
In order to not remove an element that is just contained in
one leaf, we need to keep track of the number of leaves an

Fig. 5: Inserting a new leaf into the cluster tree, following
the path of highest similarity. The similarity values in the
dashed nodes needs to be refreshed.

element appears in. Suppose we want to delete it from the
tree. If a leaf (e, e’) is the only one containing the element
e’ that is not deleted, e is deleted from the node. Otherwise
the father node of the node to be deleted is replaced by its
sibling node. Finally, the similarities of the nodes up in the
hierarchy get refreshed.

Input: element e to delete
foreach leaves (e,e’) containing e do

if number of leaves containing e’ > 1 or
the leaf contains only one element then

replace father node with brother node ;
else

delete element from leaf;
end
refresh similarity up to root;

end
Algorithm 3: Remove element from clustering tree

6.5 Differences between Document and Term
Clustering

When we talk about adding a new element to the cluster,
regarding our use-case, this means generally adding a new
blog post and thereby a new document to the corpus. Adding
a new term independently is rather impossible. This leads to
the following observation.

While clustering documents, the insertion of a new item
does not raise any complications. Table 1 shows a simple
document-term matrix after document 3 was added to.
Because the new document does not change the correlations
of all other documents, the new document can simply be
compared to the existing documents and a new base nodes
can be added accordingly.

When adding a document, there might also be new terms,
but the frequencies for these in the existing documents
will always be zero. Otherwise the term must have already
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T0 T1 T2

Document 1 1 0 0
Document 2 0 1 0
Document 3 0.5 0 0.5

Table 1: Doc-Term Matrix after adding the new Document
3

been in the corpus and is not new. So the assumption that
existing correlations do not change, still holds even if a new
document brings up new terms.

On the other hand, while clustering terms some new
challenges has to be faced. As shown in Table 1, the terms T0
and T2 get more similar because they are now used together
in the same document. The same way a new document might
as well decrease the similarity of two existing terms. Taking
this into account we adjust our algorithm for adding elements
as follows:

For all terms in the new document
1) find all base nodes that include the term as one of their

elements
2) remove all those base nodes
3) find and add new base node according to Section 6.4
This ensures that changes in the increasing or decreas-

ing similarity between existing items are propagated to
the cluster without recomputing the clustering as a whole.
Nevertheless the number of nodes that has to be removed
and added can be quite huge, depending on the composition
of the clustering and the new document. As a side-effect the
cluster tree might get smaller although a new document is
added.

6.6 Runtime versus Correctness
The presented method for adding new elements does not

always produce a correct cluster tree, but it is much faster
than computing a new cluster tree. Additionally, the cluster-
ing is very heavily order-dependent as already pointed out.
Therefore the more documents are added incrementally the
more inaccurate the cluster becomes. To maintain an at least
proximate correct partitioning, the clustering algorithm can
be performed in background periodically. And the currently
active cluster can be replaced by the latest computed one.

7. Evaluation
7.1 Improvements Through Parallelization

For parallelization, OpenMP [10] allows simple multi-
platform parallel programming. Compiler directives indi-
cate the code parts that are executed in parallel. #pragma
omp parallel denotes a parallelized section. Then, as many
threads are created as there are CPUs. OpenMP takes
over the whole work of thread creation and management.
#pragma omp for distributes the iterations of a for loop to
these threads. Critical sections are marked with #pragma
omp critical section. If a compiler does not understand these

directives, the code still compiles and the for loop is executed
sequentially.

The part that profits the most of parallelization is the pair-
wise similarity computation which is used for example for
creating the distance matrix. By using map reduce as pointed
out in Section 6.3, a high degree of parallelization can be
achieved. Parallelizing the construction of the dendogram
has to be done carefully because we are looking for the
global most similar items and not for the one in a subset
of the dataset. This requires a high amount of inter-thread
communication.

7.2 Runtime

Fig. 6: Runtime of the initial clustering algorithm for differ-
ent corpus sizes

For evaluation purposes we used the Classic collection of
documents called Classic3 published by Cornell University1.
This collection of documents is often used as benchmark in
text mining. It consists of 7095 documents and 5896 terms.

Figure 6 shows the results of the presented clustering
algorithm with this collection. It ran on a 4-core 64bit Linux-
System with 8GB main memory. The similarity threshold for
combining elements into one base node was set to 0.8 which
resulted in approximately 25% combined base nodes and
75% single base nodes while clustering documents. The CPU
Time is the aggregated time of all cores working while the
actual time is the time the program actually runs. The results
show that the presented algorithm has a complexity of about
O(n3). Which is the general complexity of hierarchical
clustering algorithms. However these figures do not entirely
represent the proposed algorithm. The documents in the
classic collection have the characteristic that documents with
a lower ID also only use terms with lower IDs. This leads
to considerably shorter term vectors for smaller corpus sizes

1You can find more information about the document collection
at http://www.dataminingresearch.com/index.php/2010/
09/classic3-classic4-datasets/ and download it at ftp://
ftp.cs.cornell.edu/pub/smart/
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and longer vectors for the whole corpus. So the numbers
are not unbiased and in practice the complexity is better
than O(n3).

8. Future Work
a) Memory versus Time Complexity: A big step in the
direction of reasonable performance was the decision to
use map reduce for pairwise similarity computation. This
reduced the calculation time of the distance matrix by 80%.
Tthe downside of this is the fact that our implementation of
the map reduce tasks extremely increases the memory con-
sumption. This is due to the fact that during the map step all
values in the document-term matrix are emitted before they
are combined during the reduce step. However, as the whole
environment is based on main memory computation and runs
on systems offering a lot of main memory the advantage of
better performance outweighs this disadvantage.

b) Distributed Hierarchical Clustering: In Section 7.1 we
pointed out that parallelizing the hierarchy construction is
not easy because every time time all distance values are
needed. Dash et al. [3] introduced a way to compute the hi-
erarchy in a distributed manner called ’partially overlapping
partitioning (POP)’. The algorithm is split into two parts.
At first the data is distributed into p partitions with p given
by the number of processors available and clustered into
sub-clusters. In the second phase the p sub-clusters have
to be combined and further clustered. This approach can
be combined with the approach presented in this paper to
reduce the execution time.

9. Conclusion
With this paper we presented an approach of a fuzzy, hi-

erarchical, incremental clustering. The initial step of finding
items that have a high similarity and combining them into

one base node enables a fuzzy clustering. Hereby, terms
representing different topics can be grouped together.

The hierarchical characteristic provides the user with dif-
ferent levels of granularity for the composition of weblogs.
By incrementally adding new documents we can cover the
fact that bloggers publishes new blog posts all the time. As
we showed, the performance of the presented algorithm is
already pretty good, but can be boosted with some smaller
improvements. Finally, the algorithm is able to deal with
all challenges that are imposed by the overall use-case of
clustering the blogosphere.
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Abstract

Database applications are used in many fields, for example, in education, mathematics,
and hospitals. Clinical database is one type of database. It is often used in hospitals, medicine
factories, and colleges of medicine. Some clinical databases include patients symptoms and
prescriptions. Since clinical databases cover such important information, they help researchers
develop new theories and methods of using drugs. At the same time, they are used to predict
the risk of death; however, few of the databases are combined to be considered in single cases of
patients. In this paper, we create a relational clinical database used by doctors choosing drugs
for a patient. The results of comparing testing cases by using either single clinical database or
the relational databases will be reported in this paper. They show that the relational databases
provide more details to be considered in each case.

Keywords: clinical database, hypertension

1 Introduction

With the rapid development of contemporary society, people have to accelerate their pace to catch

up to avoid falling behind others. The same situation happened to databases too. Several decades ago, it

developed so fast that not only was it applied in storing as well as managing the data, but also it turned

to a method that user need to manage all kinds of data. Nowadays, an increasing number of people have

already had or tend to have healthy problem, such as cancer, heart attack. It is necessary to pay attention

on peoples’ health. Thus, it is essential to establish a database for it. It is an application of clinical database

in hospitals.

This database is really meaningful for peoples‘ health. First of all, the clinical database can improve

the relationship between patients and hospitals. This database records statistics about some treatments as

well as the death rate of some diseases like hypertension. It is much easier for doctors to check the related
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data between the treatments and the diseases. Furthermore, the clinical database reduces the difficulties of

searching the information of the disease. The clinical database provides a platform for doctors to learn more

on diseases. Doctors can use this database to record the disease whether they cured it or not. This is benefit

for both doctors and patients.

In this research paper, the clinical database is based on the existing databases which contain diseases

recorded in hospital database. However, it is not as same as the existing databases we found in other

journals and research papers. It’s actually much more specific and convenient than the existing databases

when it is applied to hospitals. This clinical database selects some exiting database, then it picks some

useful information. The last step is to create a new database based on these past databases’ attributes we

collected.

2 Bacground

2.1 Death rate

The death rate of specific disease was collected[1][4][6]. Hospitals used those clinical databases and

analyzed part of hospital statistics of inpatients. The results showed that the collected data can be used to

monitor health care performance and complement the clinical databases[1].

2.2 prescription

Besides, there exists other article about Traditional Chinese Medicine (TCM). In 2006, Chen[2] and his

colleagues published an article about TCM. They gather the information like prescriptions, constituent herbs

and so on about TCM. This article demonstrates the usage of TCM in many drugs and multiple targets in

single treatment.

2.3 drug use

One research studied in using drugs on specific diseases[5]. They took the records which show how

many percentage of people having this diseases take a specific drug at every single period of the treating.

They use these records to analyze whether the specific drug should be used in each period for every patient.

3 Method

3.1 Research Question and Answer

In this research paper, the goal of the study is to find a link for tables of clinical databases, then use

the relationship to create a new database. Since there exists different types of clinical databases, combining

several of them, the function of the new database is different. Thus, this result several question:

Question 1: How many databases should be considered?

Answer: Two or three of different types of databases are better. Once there are too many databases, it’s

difficult to analysis and select useful information. In the other hand, if the databases are too little, there
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also exist problems. Less information can be used in the new database.

Question 2: Which type of databases can be combined with?

Answer: Different but related types of databases are better to combine. If the databases have no relationship,

it’s hard to put the attributes in the same, new database. On the contrary, if the databases are of the same

types, there is no need to select them.

Question 3: What kind of databases we choose?

Answer: We chose three clinical databases. All of them are used for different purposes [1][2][5]. One is about

the death rate of a specific disease, one presents the detail information of drugs, and another one is about

the rate of a drug used among patients.

3.2 Research Table

In this study, three kinds of tables are used. The first table regarding the death rate of isolated coronary

artery bypass is used to predict the risk of patients[1].

Figure 1: predict the risk of patients
source:[1]

This table divides the patients into 10 groups by their age, and it also divides the patients by gender.

Four kinds of treatments are given in this table. Thus, the table shows the death rate of different age of

people adopting different treatments, and the death rate of different gender of people adopting different

treatments.

The second table shows detailed medicine informations. One typical example is a prescription of a

Chinese traditional medicine[2].

176 Int'l Conf. Internet Computing and Big Data |  ICOMP'13  |



Figure 2: prescription
source:[2]

This table includes the name, common name, function, and components of the medicine.

The third table is about the use rate of disease modifying anti-rheumatic drugs.

Figure 3: Drug use
source:[5]

It shows different drugs’ rate of use used to treat a same disease in different period.

3.3 Research direction decision

Since we choose three tables for different purposes, and they are used for analyzing different diseases,
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we cannot simply combine these three tables. We selected a specific field “hypertensio” to do the research.

3.4 Data collection

Since we chose hypertension as our topic, we collected the data we needed from many articles and

databases. Three kinds of data we need in our research include: death rate of hypertension, drugs used for

treating hypertension, the rate of use these drugs for treating hypertension.

3.5 The schema of new tables

First of all, we create a table of disease:

attribute type constraint

disease char primary key

Table 1: Disease

3.5.1 death rate table schema

attribute type constraint

disease char foreign key

year int primary key

age char key

death rate float not null

Table 2: The schema of death rate

We chose year, age, and death rate for each combination of year and age. For the limited data we could

find, the table only contains data in three years: 1995, 2000, 2005, and we changed the age range to four

group: 20-34, 35-49, 50-64, older than 65[6].

3.5.2 medicine prescription table schema

attribute type constraint

name char primary key

function string not null

warning string

side effect string

disease char foreign key

Table 3: The schema of use rate for drugs

Learning the prescription from Figure 2, we get rid of “common name” in our new table, and add

“warning” ,“side effect” and “disease.”
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3.5.3 The schema of use rate for drugs

We only use name and use rate in this table to show how frequently a certain drug is being used, and

we do not discuss it in each period of a disease.

3.6 Result

Since we did research on hypertension, we found two typical drugs which are used to treat high blood

pressure. Table 5 is the drug table. It contains many drugs. In Table 5, we only present three examples:

To create the death rate table, we collect data and reorganize it as Figure 4 shows[1]. Death rate of

hypertension for different age range are shown.

Figure 4: death rate of hypertension
source:[1]

As we can see in Figure 4, the death rate become higher when the age is larger. Especially for the

elders who have hypertension, they have the most probability of death although the number death is still a

very small part of the whole patients.

The prescription of medicine are like Table 6. Table 6 is the prescription of beta-blockers[8].

Death rate are collected as Table 7 as shown below

We used beta-blockers as a sample to test these tables. For example, a patient who has hypertension

sees a doctor, and the doctor wants to know whether he should include beta-blockers in the prescription for

this specific patient.

First of all he should check the detail information about beta-block are like that in Table 6. Then, he

knows that it cannot be used with propranolol or pindolol with thioridazine or chlorpromazine because they

attribute type constraint

name char foreign key

use rate float primary key

Table 4: The schema of use rate for drugs

name

Beta-blockers

Thiazides

Aspirin

Table 5: drugs
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name beta-blockers

function
beta blockers reduce heart rate;

reduce blood pressure by dilating blood vessels

warning
Combining propranolol or pindolol with thioridazine
or chlorpromazine may result in low blood pressure

side effect diarrhea, stomach cramps, nausea, vomiting

Table 6: prescription of beta-blockers

name Use rate

Beta-blockers 36.9%

Nitrates 32.1%

Spironolactone 20.5%

Table 7: drug use rate
source[2]

may result in low blood pressure. If the patient has other diseases at the same time and using any of the

drugs above, the doctor should reconsider whether he should include beta-blockers in this prescription. The

warning in Table 8 is the most important part for either this drug or patients.

If the patient does not use ant of the drugs above, the doctor should check the use rate (Table 7) and

death rate (Figure 4) next. If the use rate is decreasing in recent years, it means doctor should use the drug

carefully. It may be because the side effects are so strong which hurts patients in recent years. The third

thing the doctor should consider is the patient’s age; if the patient is under 65, meaning the death rate is

very low, the effect of age can be ignored in this case, but if the patient is older than 65, the doctor may

be more careful using drugs and consult for the history of the drugs used in other case of elders who have

hypertension.

4 Conclusion and Future Work

A single table like Figure 4 is only used to make a guess of a certain group of patients’ death rate for

current year[6]. A single table like Table 6 only used for develop drugs[2]. Compared to a single table, the

relation database shows more details to be considered when choosing drugs for a specific patient. Each of

these tables are important for either patients or hospital. The age of a patient, the warning and side effect

of a drug, and the drug use rate should not be ignored in every single case.

The limitation of our work is that we did not have use rate for each year, and we did not design a

table of the history record for patients. If we have this information, doctors may get more convenience form

this database we created. Another limitation of our work is that we did not analyze any reason for drugs’

use rate decreasing and increasing, so we cannot check whether the increasing or decreasing have effect on

choosing drugs.

In the future, we hope a more exhaustive clinical database used to choose drugs can be created, which

includes what we did not contain in ours.
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Abstract—When it comes to transferring Big Data, there are
two main areas of concern: network performance and storage
performance. The primary focus of recent work has been devoted
to the problems of network connectivity and bandwidth. Different
transfer techniques have been proposed to quickly move massive
amounts of data between computers. The goal of these techniques
is to maximize bandwidth consumption by any means necessary.
The network performance of these techniques has been analyzed;
however their impact on storage performance is not thoroughly
investigated. In this study, Big Data transfers are evaluated from
the storage viewpoint. Particular attention is focused on the
granularity of request sizes issued to a storage node. This paper
illustrates that there is a significant impact on performance when
small portions of a data set are requested in place of a single
large request.

I. INTRODUCTION

The amount of data being produced every day is growing
at a tremendous rate. Both academic and corporate entities
are creating massive data sets and sharing these files with
users around the world. The pinnacle of scientific data creation
is CERN’s large hadron collider experiments, which have
generated thousands of terabytes of data [5]. CERN uses
a well-defined data grid to distribute the data around the
world [1]. Users are able to connect to one or more servers to
retrieve the desired data sets. The user is tasked with creating,
monitoring, managing and maintaining the data transfer [12],
[13]. Other scientific fields, such as DNA sequencing, have
also created massive data sets and share them using clouds or
other distributed systems [2].

One of the major concerns for users is the ability to down-
load these data sets for personal use. When it comes to file
transfers there are two key concepts that should be of concern
to users: networking and storage. Due to limited bandwidth
and utilization of public networks, the main focus is typically
network based. Storage is often not examined since it is
assumed that it will be able to provide adequate performance.
Since the focus of performance improvement studies have been
isolated to networking, many of the techniques developed for
Big Data transfers are engineered to maximize throughput of
network connections. Studies examine how these techniques
impact network performance on a large scale [11], however
the impact of these techniques on storage systems is not fully
understood. This paper attempts to examine their impact on
simple storage systems to by simulating shared storage systems
with a varying number of concurrent users.

When users retrieve these massive data sets, they are
typically moving them across shared networks and the Internet.

Due to the intense demand for available bandwidth, users
on shared connections must compete for bandwidth in order
to retrieve the desired data sets as quickly as possible. On
residential and campus networks, users will find themselves
competing with predominately streaming multimedia. A study
of network traffic on a campus network illustrated the demands
placed on shared Internet connections for thousands of users
and identified that Netflix and other streaming video services
consumed large portions of available bandwidth throughout a
typical day [15]. Users must compete with this demand during
peak periods in order to successfully transfer their desired data
sets [14].

It is because of this intense competition for shared network
resources that researchers have developed various transfer tech-
niques to greedily consume as much bandwidth as possible for
Big Data transfers. Recent studies examine various techniques
for maximizing the throughput of a user’s internet connection
in order to reduce transfer times. There are many different
techniques, but the main idea behind all of these techniques
is to open multiple, simultaneous connections to one or more
data servers. The user would then download portions of the
data sets using multiple data streams that are optimized to
maximize bandwidth usage. Section 2 presents a summary of
the key works in this area.

Network performance is an important and crucial com-
ponent of data transfer performance, however storage per-
formance is equally important. Storage systems are closely
monitored and engineered for high availability and low latency
by system administrators. Users, however, do not immediately
consider how their requests are impacted by the storage system.
As most storage systems still use magnetic, hard disk drives for
primary storage, the physical access times for disk requests are
critical components of a user response times. Traditional hard
disk drives are orders of magnitude slower than other devices
and therefore they must be properly utilized in order to reduce
physical access times. There have been many studies that
examine the performance of disks and storage systems [8]. This
paper does not examine or evaluate a specific storage device or
system. The focus of this paper is to evaluate the impact that
data transfer techniques have on storage system performance
and consequentially on the performance of user requests. The
rest of the paper is organized as follows. The next section
details some of the techniques that have been designed for
Big Data transfers. Evaluations of storage performance under
varying user workloads is presented in Section 3. Section 4
summarizes the findings of this study and provides motivation
for future work.
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II. RELATED WORK

This section presents several Big Data transfer techniques
developed specifically for retrieving extremely large files over
shared network connections and the Internet (highlighted in
boldface). Many large data sets are often replicated amongst
multiple servers distributed around the world. Users can then
retrieve data from any of these replica servers. The transfer
techniques are grouped based on how they retrieve data from
the servers that store the data. These studies evaluate their
various transfer techniques solely from a network perspective.
Their impact on storage performance is evaluated using a
simulated environment in Section 3.

A. Basic Technique

The basic, brute-force, parallel download technique [9]
issues a request for equal sized portions of the file from all
available servers. Every replica that contains the file is utilized
and each is responsible for servicing an equal amount of data.
There is no consideration given to the performance of servers
or network conditions. Many studies include this technique as
a baseline for comparison with other co-allocation strategies.

B. Predictive Techniques - History Based

In the brute-force technique, the performance of each
transfer is not analyzed. Depending on network and server
workload, each transfer will have varying performance. The
following algorithms take into account the performance metrics
of each server interaction when dividing the workload amongst
all replicas in order to minimize the transfer completion
time. Vazhkudai presents a history-based data co-allocation
technique [9], [10]. This technique adjusts the amount of data
retrieved from each replica by predicting the expected transfer
rate for each replica. Zhou et al. also develop a history-based
data co-allocation technique. They develop Replica Convoy
(ReCon) [21], a tool for retrieving data from multiple replicas
simultaneously where replicas that are predicted to deliver data
faster are assigned a larger portion to service.

C. Predictive Techniques - Network Probes

Feng and Humphrey develop data retrieval techniques that
utilize Network Weather Service (NWS) [17] predictions to
specify the amount of data to be requested from replica servers
[7]. The NWS is a distributed system that detects the network
status at periodical intervals. Other mechanisms can be used to
determine the status of connections between users and servers.
Zhou et al. present a probe-based data retrieval technique
[21], where a fixed sized pinging mechanism is used to probe
network connections and determine network output. Based on
the data returned by the probes, varying amounts of data are
assigned to each replica.

D. Dynamic Techniques - Equal Request Sizes

The following retrieval techniques dynamically adapt to
changing network conditions by requesting small, equally
sized, portions of a file from multiple replicas. Vazhkudai
develops a conservative load balancing technique that dy-
namically adapts to changing network and system conditions
[9], [10]. The amount of data requested for a given server

is decided dynamically instead of being based on previous
history. The desired data file is divided into equal sized,
disjoint blocks. Each available server is initially assigned one
block to service in parallel. Once a server delivers the block,
another block is assigned until the entire file is retrieved.
Faster servers will transfer larger portions of the file. Feng and
Humphrey also develop a similar dynamic data co-allocation
algorithm called, NoObserve [7].

E. Dynamic Techniques - Varying Request Sizes

The techniques described in the previous section divide the
desired data file into equal sized disjoint blocks. Other data
retrieval techniques try to improve performance by varying
the size of the blocks based on the performance of the replica
servers. Faster servers are assigned larger blocks.

Vazhkudai develops an aggressive load-balancing tech-
nique [9], [10], which is a modified version his conservative
load-balancing technique that was discussed in the previous
section. Instead of requesting a single block from each replica,
the amount of data requested from faster servers is progres-
sively increased. The amount of data requested from slower
servers is decreased or stopped completely.

The recursively-adjusting co-allocation technique [18]–
[20] developed by Yang et al. is a combination of dynamic
and predictive techniques, since it utilizes Network Weather
Service forecasts. This technique works by continually ad-
justing the amount of data requested from each replica server
to correspond to its real-time bandwidth during file transfers.
The technique begins by dividing the desired data file into
several sections. Each of these sections is then sub-divided
into varying sized blocks that are individually assigned to
all replicas. The number and size of the larger sections is
variable and can be adjusted by the user. The size of each
section is a percentage of the remaining file size to be retrieved.
Each section size will therefore be progressively smaller than
previous sections. The user can select the smallest section size
that is used.

Another dynamic data retrieval technique, similar to the
previous recursive mechanism, which varies the amount of data
requested from each server while still dividing the data file
into blocks is the MSDT algorithm [16] developed by Wang
et al. The MSDT algorithm is a combination of dynamic and
predictive techniques, as it utilizes the past transfer histories for
predictions. The algorithm uses the overhead and bandwidth of
previous segment transfers to predict the future performance
of a replica. The amount of segments that are assigned varies
depending on the transfer history for the particular replica.

F. Dynamic Techniques - Preemptive Measures

The dynamic techniques in the two previous sections
retrieve portions of the data file from multiple replica servers.
The amount of data retrieved may vary depending on the
algorithm, however there is the possibility that a client will
end up waiting for slower servers to deliver portions of the
file. The previous techniques do not preempt transfers or re-
distribute the workload to other servers when replicas become
unresponsive.

The ReCon data retrieval service [21] designed by Zhou
et al. offers a Greedy retrieval algorithm where the desired
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data file is divided into equal sized segments. Each replica
is initially assigned one segment. As servers complete their
segments, they are assigned additional segments to service. A
recursive scheduling mechanism handles any errors that occur.
If a transfer fails, the mechanism automatically reschedules
the failed data request to another replica that is currently
transferring data.

Bhuvan et al. develop a different preemptive data co-
allocation mechanism, the Dynamic Co-allocation Scheme
with Duplicate Assignments (DCDA) [3]. This technique is
used to cope with highly inconsistent network performance
of replica servers. In their algorithm, the desired data file
is divided into disjoint blocks of equal size. Each server
is initially assigned one block to service. When a server
completes a request, it is assigned another outstanding block.
The algorithm continues until all blocks have been assigned. If
a server delivers a block and there are no blocks remaining that
have not been initially assigned, the server will be given an
outstanding block request that has not been completed. There
will now be several servers working on the same request. When
a server delivers a request, all other servers are notified to stop
serving this request.

Chang et al. [6] develop an advanced preemptive technique,
Multiple Parallel Downloads with Bandwidth Considera-
tions technique, that considers both server output throughput
and client input bandwidth when assigning workloads to the
replica servers. This paper is the first to discuss their technique
in terms of multiple users. They realize that when everyone
uses parallel downloads, they will compete for system re-
sources that causes a degradation of system efficiency and
unfairness for the users. They also determine that a server
should not outdo its capacity by serving too many clients
and a client should not download from too many servers
with its limited incoming bandwidth. The authors discuss a
multiple user environment and provide an example of how
their technique would work with six users accessing a small
number of files. Their experiments however, do not show
the performance of their algorithm when many users are
simultaneously utilizing their technique.

III. EVALUATIONS

In order to evaluate the impact of Big Data transfer tech-
niques on storage performance, the DiskSim storage simulator
is utilized to emulate real workloads. DiskSim has been proven
to correctly emulate real storage devices [4]. The hard disk
drive model selected for the DiskSim simulations is the Seagate
Cheetah 9LP, which provides fast disk service times due to
its high-end configuration. The most recent iteration of the
Cheetah drive similarly provides high performance and the
results of the simulations are scaled to match the most recent
drive specification.

Metric Cheetah9LP Cheetah15K.7
Capacity 9.10 GB 600 GB

Avg. Seek Time 5.4 msec 3.4 msec
Transfer Rate 23.95 MByte/sec 204 MByte/sec

Rotation Speed 10,025 RPM 15,000 RPM
Rotate Latency 2.99 ms 2.0 ms
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Fig. 1. Changes in the average seek time as the number of blocks per request
increases. The top line represents 1 user and the bottom line represents 20
users.
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Fig. 2. Changes in the average transfer time as the number of blocks per
request increases.

A. Initial Evaluations

In the initial evaluations, a varying number of users are
configured in the simulator for a restricted number of blocks
per disk request. Experiments are run for the following number
of concurrent storage users: 1, 2, 3, 5, 6, 10, 15, and 20.
The size of each request is fixed for each experiment and
the number blocks requested is varied from 1 to 1400 blocks
throughout the series of experiments. Several performance
metrics are monitored and evaluated for each experiment.
Metrics for the physical disk performance, as well as all users
requests, are carefully monitored.

The physical disk metrics are examined for all of the
experiments. Figure 1 shows the changes in the average seek
time as the number of blocks per request increases. The
average seek time actually reduces as the number of users
in the system increases. This is due to the larger number of
requests being serviced and likelihood that the next request to
be serviced is close to the current location of the read/write
head of the disk. The changes in transfer time are demonstrated
in Figure 2. The average transfer time was almost identical for
any number of concurrent users. The determining factor for the
transfer time is solely the number of blocks being requested.
The shape of the graph is interesting in that the transfer time
increases at a slower rate until 800 blocks and after that point
there is a marked increase in the transfer rate for larger request
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Fig. 3. Changes in the average system response time as the number of
blocks per request increases. The bottom line represents 1 user and the top
line represents 6 users.
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Fig. 4. Changes in the average system response time as the number of
blocks per request increases. The bottom line represents 5 users and the top
line represents 20 users.

sizes. This is confirmed by the larger coefficient on the trend
lines for each section of the graph.

After examining the physical disk access metrics, the user
request response times are evaluated. Figure 3 illustrates the
system response time for the various sized requests when there
are between 1 and 6 concurrent users utilizing the disk. The
system response time is the total time that it takes to service
a user’s request and includes both disk access time and queue
time. The graph shows that the average system response time
increases as the number of blocks being requested increases.
As one would expect, larger requests have larger response
times. The increase in response time is linear and can be
approximated using trend lines. The graph also indicates well-
fitting trend lines, r squared values close to 1.

Figure 4 illustrates the system response time for the various
sized requests when there are 5, 10, 15, and 20 concurrent users
utilizing the disk. Similar to the previous graph, the increase
in response time is linear. As the number of concurrent users
grows, the average system response time also increases at a
linear rate.

B. Big Data Transfers

Using the extremely well fitting trend lines that were
calculated in the initial evaluations, the simulations can be
scaled to emulate Big Data transfers that represent terabytes of
data being requested from a storage system. In the next group
of experiments, the size of the total data set being requested
from the storage system is varied from 1 TB to 100 TB using
the scaled DiskSim results in a custom designed simulation
system.

When a user requests multiple terabytes of data, this type
of request requires reading from multiple disks. In these
simulations, a user’s request is serviced in a serial, one disk
at a time fashion. The request could be serviced by multiple
hard disks in parallel, but it is unlikely that the user would
have the bandwidth required to support the read rate supplied
by simultaneous disk transfers. It is because of this rationale
that the users’ requests are serviced in a serial fashion and can
be viewed as one request to a very large, logical disk.

The individual request sizes sent by the users are also
varied in the evaluations from 1MB to 10GB. As described
in the related work section, Big Data transfer techniques often
divide the entire data set into chunks that are systematically
retrieved from multiple replicas. The size of these chunks can
vary depending on the algorithm and user configuration. These
evaluations represent a set of possible file sizes that could be
utilized by these Big Data transfer techniques.

In the following results, the total response time for retriev-
ing a Big Data set is evaluated by comparing two approaches
to Big Data transfers: single request and multiple requests. The
single request approach issues only one request to the storage
system for the entire data set. The multiple request approach
issues multiple, smaller requests for the entire data set. In all
of the evaluations, it was found that issuing a single request
never incurred a penalty and frequently provided marked
performance improvements over multiple, smaller requests. In
order to better illustrate the performance differences between
these two approaches, the extra time required when using the
multiple request approach is graphed. The following graphs
show how much longer a user would have to wait to retrieve
the entire data set from the disk when using multiple, smaller
requests instead of a single, large request.

Figure 5 demonstrates the significant performance impact
of using a very small request size (1 MB) to retrieve a large
data set. The lines on the graph represent a varying number of
users in the system. The bottom line represents 1 user and the
top line represents 20 users. As the size of the total data set
increases and the number of users sharing the disk increases,
the amount of additional time required retrieve the entire data
set greatly increases. In the most extreme case, a user could
potentially spend an additional 2500 hours (104 days) trying
to retrieve a 100TB data set using 1 MB request sizes with
19 other users in the system performing the same task. For a
single user, the impact is not as severe, especially for smaller
total data set sizes. A 10TB data set would take a day longer
using only 1MB requests, however retrieving a 100TB using
the same technique would take almost 11 days longer than
issuing a single request.

In reality, most users would not attempt to retrieve a large
data set 1MB at a time; however some of the algorithms
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specified in the related work section in theory could be
configured to issue requests of this granularity. The next group
of evaluations have the user request sizes fixed at 10MB and
Figure 6 illustrates the time increase when issuing these 10MB
requests for the large data sets. The overall time increases for
retrieving the entire data set are less than the 1MB file requests,
but the increases are still significant. With 10 users in the
system, a 50TB data set would take an additional 73 hours
to transfer the data from the storage system using 10MB sized
requests.

The next two groups of evaluations examine the extra time
that it would take to retrieve the entire data set when the file
request sizes are raised. Figure 7 shows the time increases for
100MB file requests. A 100TB data set would take 26 hours
longer using the 100MB file request size with 19 other users
accessing the system. The time increase is reduced to 3 hours
when the user is the sole workload in the system. Figure 8
shows the time increases for 500MB file requests. With the
larger request size, the 100TB data set would only take an hour
longer than retrieving the entire data set in a single request with
only 1 user in the system.

The final three groups of evaluations raise the individual
file requests to 1GB, 5GB and 10GB. Figure 9 shows the time
increases for 1GB file requests and Figure 10 shows the time
increases for 5GB file requests. As the user issues requests
for larger portions of the data set, the extra time required is
decreased. With 5GB file requests, the extra time for issuing
multiple requests is reduced to minutes instead of hours. A
final group of evaluations are run with 10GB file requests and
the increase in total time is further reduced to less than 15
minutes even with 20 concurrent user requests in the system.

IV. SUMMARY AND FUTURE WORK

From the evaluations, it is evident that user request sizes
have an enormous impact on storage performance when re-
trieving Big Data sets. When the number of concurrent users
sharing the storage system increases, this impact only grows
more important. As the file size of the individual storage
requests increased, the extra time required for multiple request
based Big Data transfer techniques decreased. Requests that
represent a larger percentage of the total data set performed
significantly better than smaller percentage requests. This is
a clear indication that users should always attempt to retrieve
the largest possible subset of data from each server involved in
a transfer. Another aspect to storage, which is not specifically
examined in any of the graphs, is prefetching. Storage systems
will often pre-fetch and cache data when sequential data
streams are detected. By issuing larger requests, the system
can potentially decrease the physical access penalties of the
storage system for the user.

Big Data transfers are becoming more commonplace
amongst users around the world. As more Big Data sets are
created, the need for efficient transfers of these massive file
sets will grow. Research studies must consider both network
and storage impacts when evaluating transfer performance. For
future work, an examination of Big Data transfers workloads
from a live storage system should be conducted in order to
assess typical user request sizes. Big Data transfer techniques
that consider both network and storage performance should
also be developed and investigated further.
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Fig. 6. This graph illustrates the extra time required (in hours) that would be required when issuing multiple smaller requests (10MB in size) instead of issuing
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Fig. 7. This graph illustrates the extra time required (in hours) that would be required when issuing multiple smaller requests (100MB in size) instead of
issuing a single request for the entire data set, as the size of the data set increases. The bottom line represents 1 user and the top line represents 20 concurrent
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Abstract— Resource discovery is one of the most important
underpinning problems behind producing a scalable, robust
and efficient global infrastructure for e-Science. A number of
approaches to the resource discovery and management problem
have been suggested in various computational grid environ-
ments and prototypes over the last decade. Computational
resources and services in modern grid and cloud environments
can be modelled as an overlay network superposed on the
physical network structure of the Internet and World Wide Web.
We discuss some of the main approaches to resource discovery
in the context of the general properties of such an overlay
network, and present performance data and predicted properties
based on algorithmic approaches, such as distributed hash table
resource discovery and management. We describe a prototype
system and use its model to explore some of the known key graph
aspects of the global resource overlay network – including
small-world and scale-free properties.

Keywords—Small-World Networks; DHT; P2P; Routing Algorithms;
Semantic Web

1. Introduction
The general notion of e-Science is the use of connected com-

putational data, services and resources to enable and accelerate
the mission of science in all sorts of disciplinary areas beyond
those associated with the development of the computational
infrastructure. As e-Science ideas are increasingly used and
up-taken, the support infrastructure for scientists to collect
data, share data, process and analyse data has to be scalable,
robust and efficient. In general, “successful e-Science” requires
a global support infrastructure comprising both appropriate
hardware but also distributed computing software.

The e-Science infrastructure problem has grown out of net-
worked super-computing and parallel computing [1], broadband
networking [2], meta-computing [3] and latterly grid [4] and
cloud [5] computing research communities. It appears that e-
Science has been embraced by the whole scientific community
in a very natural way as global computing infrastructure has
become widely available and easily used by all scientists.

Apart from the general software and systems complexity
issues behind setting up global e-Science prototypes, one of the
most challenging specific problems has been to find a way for
users, software agents and components of the e-Science endeav-
our to discover resources. Resources might be computational
services, data, analysis sub-systems, reduced data, provenance
systems, bulk storage engines, supercomputers or indeed other
human users.

There continues to be particular interest in small-world [6]
and related community network problems [7] that arise from
socio-technical applications. In the context of e-Science support,
the resource discovery issue is at the vanguard of these appli-
cation problems in that it represents a global-scale application
of widespread interest, and it also involves computer scientists
as both users and as those most likely to be able to contribute
theoretically and practically to solutions.

Some typical e-Science scenarios involve arbitrary searches
for resources, or more typically searches for details within a par-
tially known sub-community of users, such as: the astronomical
community; the particle physics community; or indeed some
other well-defined sub-groups of users and service suppliers.

Resource matching [8], [9] is required at a number of levels,
since a search might initially pick up some suitable short-
list of resources that might require subsequent refinement by
secondary criteria, such as cost, availability, speed of response
and so forth.

In addition to the core resource discovery problem, there are
also specific problems associated with naming resources, but
good frameworks such as RDF and XML-based [10], [11] sys-
tems for this have emerged from research work on prototypes.
The resource discovery problem itself is still not completely
solved, although some successful ideas and approaches have
emerged in recent years.

In Section 2, we review some of the main approaches to
resource discovery and its critical role in e-Science support
infrastructure. As discussed above, resource discovery needs
to be supported by some sort of distributed meta-data infras-
tructure. In Section 3, we discuss the main overlay network
ideas for a distributed meta-data storage system, including
scalability, efficiency and robustness. We describe our prototype
implementation and ideas for a distributed meta-data storage
system in Section 4, including the use and role of RDF, do-
main management and routing table management strategies. In
Section 5, we present network analysis results covering routing
table configurations, domain sizes, scaling and clustering. We
offer a discussion of our results and findings in the context
of present and future resource discovery for e-Science support
infrastructure in Section 6 and some general conclusions in
Section 7.

2. Approaches to Resource Discovery
Resource discovery can be modelled as a graph or network

problem, whereby a partially connected graph of resources can
be modelled as a set of overlapping overlay networks [12]
superposed on the network infrastructure of the global Internet
and World Wide Web. The problem then becomes how to
match resources to user and agent requests [13]. This problem
has some interesting implications for the way socio-technical
scientific communities form and interact globally. Abstracting
the general resource discovery notion into a more general graph
problem allows us to study the problem in its generality and
think in terms of global patterns and trends without needing to
know the details of particular infrastructure grids or the usage
needs of particular communities.

Approaches to storing, distributing and matching against
resource description information and resource requests has been
tackled in a number of interesting ways. In the early stages of
e-Science in the 1990’s, simple approaches such as flat data
bases, simple gossip protocols [14], search agents and other
ideas borrowed from Internet Domain Name Systems (DNS)
[15] searching have been used. Existing software technologies
such as the lightweight directory access protocol (LDAP) have
also been employed [16]. A number of prototype grid and e-
Science infrastructure projects [17], [18], [19] have provided an
experimental basis for different resource discovery algorithms
and some simulations have also thrown light on the problem
[20], [21]

Over the last decade, it has become clear that simpler algo-
rithms and ideas are no longer adequate and do not scale well,
nor support the very dynamic changes required for resource
discovery on a robust e-Science support infrastructure [22]. A
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number of investigations have been made using agent-based
approaches [23], [24] and these have opened up the possibilities
for loosely coupled wide area distributed discovery systems. De-
centralised resource discovery approaches [25], [26] involving
sophisticated distributed hash tables (DHT) and communicating
peer-to-peer (P2P) [27] and hierarchical peer-based systems [28]
are now being widely adopted [29]. There are a number of algo-
rithmic variations possible within such a framework, including
various forms of cache duplication and distributed management
[30] to optimise speed and performance. We discuss DHT ideas
more fully in the remainder of this paper.

3. Network Properties
The underlying network structure of a distributed metadata

storage system has to fulfil certain requirements. These are
scalability to large amounts of data and messages querying,
storing or updating this information; efficiency when it comes
to the delivery of messages and the maintenance of the net-
work infrastructure; as well as robustness against churn—“the
continuous process of node arrival and departure” [31]—and
deliberate attacks. We are especially interested in networks that
show the characteristics of small-world [32] or scale-free [33]
graphs to tackle these problems.

3.1 Scalability
A network that is supposed to support large amounts of

data and varying numbers of concurrent users, possibly in
the millions, has to scale well with the current requirements.
Distributed peer-to-peer based systems are more flexible than
centralised networks and much cheaper to maintain. One such
system is the open source distributed hash table Bamboo [34],
which we use in modified form for our overlay network. The
Bamboo DHT does not require any centralised services. Every
node in the system acts as a gateway for new nodes. The
available resources grow with the system size, since every
participant is not only a consumer but also a provider of storage
space and can act as a router for messages that are addressed
to other nodes.

Section 5.3 shows how our system scales with increasing
network size in regards to the actual number of hops needed to
deliver messages, as well as the number of hops that would be
needed if the whole network structure was known to every node
(i.e. the theoretical minimum for the given network structure).

3.2 Efficiency
In a P2P system, messages can usually not be sent directly

from the source node to the destination node, because there
is no global registry that can be queried for the IP address
of a certain node in the namespace of the overlay network.
The message has to be routed towards the destination based
on the local knowledge of the node currently processing it. To
maximise performance and reduce network usage, the number
of hops and the latencies of the nodes in the chosen route have
to be minimised.

The maintenance of the network infrastructure is mainly
done by the original implementation of the Bamboo DHT. This
includes the protocols used to join the overlay network, keep
the basic ring substrate maintained and manage the stored data.
Bamboo maintains a ring substrate to ensure that every message
can be routed towards its destination even if no suitable entry
can be found in the routing table. Every node keeps track of
its nearest neighbours in the namespace of the DHT up to a
distance that can be specified in the configuration. This set
of neighbours is called the leaf set of a node. The goal is to
minimise the communication overhead needed for these tasks
while still keeping the system’s infrastructure up and the stored
data accessible.

Section 4 explains how the routing is done in our system and
Section 5 analyses how it performs in a simulated environment.

3.3 Robustness
Decentralised P2P networks have no single point of failure,

which is an advantage over centralised networks. However, that
does not mean that they are necessarily more robust against
churn or deliberate attacks. Due to the lack of a global registry,
the task of keeping track of available resources is more complex
than in a centralised system and more sophisticated mechanisms
are necessary to route messages between nodes. Especially
under high churn, with many nodes only participating for a short
amount of time, quick failure recovery from broken routes and
nodes that are no longer available is important.

Decentralised networks can break apart into disjoint clusters
when the number of random failures is high or if they are
the subject of targeted attacks. The network structure plays
an important role in the vulnerability of the network. Previous
research [35], [36], [37] has shown that scale-free networks that
consist of many nodes with low degrees and very few highly
connected hub nodes are robust against random failures, because
the likelihood that a hub node fails by random chance is low.
However, attacks targeting the hub nodes can be devastating to
such a network, as the network diameter rises sharply until the
network fragments into isolated clusters if enough hub nodes
fail. Both scale-free networks and small-world networks have
also been shown to be vulnerable to bridge attacks. Bridges are
nodes with a high betweenness centrality, i.e., nodes through
which pass many shortest paths.

4. The Prototype System
This article builds upon our previous work in [38], which

describes the implementation of the prototype system. Here,
building upon our previous results, we analyse the routing
algorithm in significantly more depth. This section gives a brief
overview of the system.

The implementation is based on Atlas [18], which itself is
based on the Bamboo DHT. Atlas can store metadata from
Resource Description Framework (RDF) [10] and RDF Schema
(RDFS) [11] documents in the DHT. The RDF Query Language
(RQL) is supported to describe and execute queries on the stored
metadata.

Atlas uses the Query Chain (QC) algorithm [19] to store RDF
triples in the DHT. Each triple is stored on three nodes using
three different keys: the hash values generated from the subject,
the predicate and the object of the triple. This makes it possible
to find matching triples when only one or two parts of it are
specified in the query.

We have replaced the Bamboo routing table, which maintains
the adjacency-list of a node, with an implementation that is
based on the concepts of small-world network models.

4.0.1 Domains
Our prototype introduces the concept of domains and extends

the QC algorithm accordingly. Every node in the network is a
member of one domain, which is specified as a parameter when
the node is started. The domains represent the clusters that are
characteristic for small-world environments [39]. The idea is to
group nodes that have a semantic relationship, for example web
services that offer computing or storage resources to interested
customers, as well as the nodes of customers that are mainly
interested in these types of services, into the same domain. As
sections 5.2 and 5.3 will show, the performance of the network
can be increased substantially when messages are sent within
the same domain.

The goal is to store related triples, which are likely to be
part of the same query, in the same domain. This reduces the
distance between these triples in the identifier namespace of the
DHT and allows queries to be executed faster due to a decreased
number of hops needed to route the messages to the relevant
nodes in the domain.

When a new RDF document is to be stored, then the system
first determines the types (a resource can be an instance of
multiple classes in RDF) of each subject. Non-typed resources
are discouraged, but we will describe how the system handles
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Fig. 1: The prototype system introduces domains to the DHT.
Every node has a domain (or global) identifier as well as a local
identifier. In this example, the first digit of the node ID identifies
the domain and the second one identifies the local node. In the
actual implementation, the identifiers are each 160 bits long,
and the total namespace is 320 bits.

such triples later on. For now we assume that the resource
is typed and select any one of the found types. The current
implementation expects that the class is identified by an http-
address. The protocol and domain part of the URI are used
as the domain identifier. This means that the system currently
assumes that related concepts are defined under the same
domain name. The domain identifier http://example.com
would be extracted from the class URI http://example.
com/terms/Person. Unrelated concepts that are defined
under the same second-level domain can be distinguished by
using sub-domains or by modifying the generator of the domain
identifiers to include parts of the directory path.

In the next step, the domain identifiers of all other types
of the subject, the subjects themselves and the predicates are
extracted as well. A reference triple has to be generated for
each of these domain identifiers that is distinct from the one
extracted from the chosen type URI. They are needed in order
to be able to evaluate query path expressions that do not specify
the type of the subject or that only specify types that were not
used to extract the main domain identifier. The reference triples
declare that the respective resource R is used in domain D of
the previously selected main type. The reference triples have
the following form:

R <http://example.com/terms/usedInDomain> D

These reference triples are then stored in the domains iden-
tified by the domain identifiers, which were extracted from the
respective resources.

When triples with non-typed subjects have to be stored, then
they are grouped by subject and the domain identifiers of the
respective predicate URIs are extracted. If one domain identifier
is extracted more often then others, then that one is selected to
identify the main domain for this group of triples. Otherwise,
it has to be selected randomly. Reference triples for distinct
domain identifiers extracted from subjects and predicates are
generated as described before. It may appear strange to choose
the predicate over the subject URI when the subject is not typed.
The reason for this is that a subject can be a blank node in the
RDF graph , and blank nodes do not have a URI.

4.0.2 Storing and Querying RDF Metadata
This section describes how the following sample RDF doc-

ument is stored in the DHT and how the information can be
queried.
<? xml v e r s i o n =” 1 . 0 ” ?>
<rdf :RDF

x m l n s : r d f =” h t t p : / /www. w3 . org / . . . / 2 2 − r d f−syn t ax−ns # ”
x m l n s : c o n t a c t =” h t t p : / /www. w3 . org / . . . / c o n t a c t # ”>
<c o n t a c t : P e r s o n

r d f : a b o u t =” h t t p : / / example . com / c o n t a c t #me”>
<c o n t a c t : f i r s t N a m e>Arno< / c o n t a c t : f i r s t N a m e>
<c o n t a c t : l a s t N a m e>L e i s t< / c o n t a c t : l a s t N a m e>
<c o n t a c t : m a i l b o x

r d f : r e s o u r c e =” m a i l t o : a . l e i s t @ m a s s e y . ac . nz ” />

< / c o n t a c t : P e r s o n>
< / rdf :RDF>

This RDF/XML document can be passed to the storage
system, which extracts the RDF triples from it. It determines the
types of the subject (http://example.com/contact#
me), in this case the single super-class is identified by
the URI http://www.w3.org/.../contact#Person.
This URI is used to extract the target domain http://www.
w3.org. All extracted triples are stored in this domain:
<h t t p : / / example . com / c o n t a c t #me>

<h t t p : / /www. w3 . org / . . . / c o n t a c t # f i r s t N a m e>
” Arno ” .

<h t t p : / / example . com / c o n t a c t #me>
<h t t p : / /www. w3 . org / . . . / c o n t a c t # las tName>

” L e i s t ” .

<h t t p : / / example . com / c o n t a c t #me>
<h t t p : / /www. w3 . org / . . . / c o n t a c t # mai lbox>

<m a i l t o : a . l e i s t @ m a s s e y . ac . nz> .

<h t t p : / / example . com / c o n t a c t #me>
<h t t p : / /www. w3 . org / . . . / 2 2 − r d f−syn t ax−ns # t y p e>

<h t t p : / /www. w3 . org / . . . / c o n t a c t # P e r so n> .

The system needs to perform one last step. It detects that the
domain identifier extracted from the subject URI differs from
the domain identifier used to store the triples. It therefore needs
to create the following reference triple and store it in the domain
http://example.com.
<h t t p : / / example . com / c o n t a c t #me>

<h t t p : / / example . com / t e r m s / usedInDomain>
<h t t p : / /www. w3 . org> .

Now that the information has been stored in the DHT, it can
be queried. A query consists of query path expressions, which
must provide at least one constant value. If the constant value
can not be used to extract a domain identifier, which can be the
case if the only constant is a literal object, then the user has to
provide the domain identifier explicitly. The following query is
automatically created and executed to look-up if any relevant
reference triples are stored in the domain:
s e l e c t REFERENCE
from <[URI]> ns : usedInDomain {REFERENCE}
us ing namespace ns=&h t t p : / / example . com / t e r m s /

The placeholder [URI] is replaced with the URI of the con-
stant value. The system then checks this domain, and any other
domains referred to by reference triples found in the previous
step, for intermediate results. This procedure is repeated until all
query path expressions have been evaluated. Finally, the results
are returned to the node that issued the query.

4.1 The Routing Table
The routing table manages two adjacency-lists, one for nodes

that are in the same domain and one for nodes in other domains.
They are accordingly referred to as the near and the far routing
tables. This enables the routing table to easily differentiate
between nodes that are close in terms of the DHT namespace
and nodes that are further away. Nodes that are closer are more
likely to be the target of messages routed by this node than
nodes that are further away.

A node always forwards a message on a best effort basis. If
the destination node is in one of the routing tables, then it can
deliver it directly. Otherwise, it determines if the receiver is in
the same domain or in a different domain. If the latter is the
case, then it uses the far routing table to send the message to a
node as close to the destination domain as possible. If, however,
the recipient is in the same domain, then it uses the near routing
table to determine the next hop. If none of the neighbours is
closer to the destination node than the node itself, then it uses
its leaf set to determine the next hop. The leaf set guarantees
that a message can always be routed closer to its destination
node, assuming that the leaf set is consistent and up-to-date.
We use a leaf set size of 8 (4 on either side of the node) for
the simulations. The ratio of the number of nodes in either one
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Fig. 2: The graph on the left shows the mean number of hops h needed to deliver a message to a randomly chosen destination
node, whereas the destination nodes for the graph on the right are chosen from the same domain as the source node. The
results were measured for varying near and far routing table size ratios and the three distinct neighbour distributions described
in the main text. The combined routing table size is always knear + k f ar = k = 100 and the network size is N = 100,000. The
nodes are approximately evenly spread over d = 100 domains and m ∼ 1,600,000 messages were generated per simulation for
each destination node selection method. The results are averaged over 40 simulation runs; the error bars represent the standard
deviations.

Fig. 3: The two graphs illustrate how the number of hops h varies with the number of domains d in the network (ranging from
d = {10, . . . ,1010}) for three routing table size ratios. The destination nodes were chosen randomly from the whole network for
the plot on the left, whereas they were chosen from the same domain as the source node for the plot on the right. The network
size N = 100,000 is constant, and therefore the number of nodes in each domain decreases with increasing d. The degree k = 100
and the neighbours are selected according to distribution (b). Roughly m∼ 1,600,000 messages were generated per simulation for
each destination node selection method. The results are averaged over 100 simulation runs; the error bars represent the standard
deviations and are too small to be visible for some of the data points.

of the routing tables can be adjusted. Section 5.1 analyses how
different ratios influence the routing performance.

Another configuration option is to specify the optimal neigh-
bour distributions for the near and far routing tables. The routing
table then attempts to find the entries for the adjacency-lists
based on these distributions. For example, it is possible to
specify that neighbours closer to the node itself, in terms of the
domain namespace for the near routing table and in terms of the
global namespace for the far routing table, are to be preferred.
The distributions are expressed as lists of integers and must con-
tain an odd number of elements. The distribution {1,2,3,2,1}
means that the respective namespace is split up into 5 segments.
The local node always considers itself to be in the centre of
the namespace. This is possible because the namespaces are

viewed as rings, with their own upper and lower boundaries
connected. In this example, the implementation would attempt
to fill the respective routing table with 3

9 of the neighbours from
the middle segment of the namespace as seen from the node, 2

9
of the neighbours from the next namespace segments on either
side and 1

9 of the neighbours from the outermost namespace
segments. The following sections analyse how different routing
table distributions affect the routing performance and network
structure.

5. Network Analysis
We have developed a simulator that allows us to analyse the

performance of the routing table in a large scale environment.
We have analysed the generated network instances and the

192 Int'l Conf. Internet Computing and Big Data |  ICOMP'13  |



performance of the system in a number of ways. The results
are presented in this section.

5.1 Properties of the Routing Table
Figure 2 shows how well different ratios of the near

and far routing table sizes work in terms of the mean
number of hops needed to deliver a message to its des-
tination node. It also compares the three distinct neigh-
bour distributions {1} (a), {2,5,10,15,20,15,10,5,2} (b) and
{20,15,10,5,2,5,10,15,20} (c). The results for distribution (a)
and (b) do not vary much for the different routing table size
ratios when the destination node is randomly chosen from all
nodes in the network, whereas the results for distribution (c)
are much more noisy and less consistent. This is not surprising,
since the routing implementation expects an increased density
of neighbour connections between nodes the closer they are to
each other in the namespace of the DHT. Therefore, it was to
be expected that distribution (b) performs better than (c) with
(a) being somewhere in between. The stronger deviations from
the mean values in the results of distribution (c) can also be
found in the graphs described in the following sections.

Also not surprising is that an increase in the near routing
table size leads to a steady decrease in the number of hops
needed to deliver a message to the same domain as the source
node. The far routing table is not used at all in this scenario,
thus, a larger near routing table equals a bigger pool of relevant
connections. The results for distribution (c) look rather strange,
but are most likely deceptive due to the increased number of
data points between the ratios 40/60 and 60/40. We expect that
further simulations will reveal that the lines in the lower and
upper areas would not be as straight either if more data points
were available.

5.2 Domains
So far, the number of domains was fixed and the nodes

were evenly spread over all the domains. Here, we analyse
how the domain size affects the results. Figure 3 shows the
simulation results for networks with a constant number of nodes
but with an increasing number of domains. More domains
means smaller domains, and therefore the results for delivering
messages within the same domain are not further surprising.
When the destination nodes are selected randomly from all
the nodes in the network, then the choice of the right domain
size is more interesting. The results show that the introduction
of domains had a positive effect, as as very small number of
domains performs poorly. However, too many small domains
do not perform well either, especially when the size of the
far routing table is small. It is thus important to find a good
balance for the given network size. In this case, a domain size
of approximately 1,000 vertices (d ≈ 100) appears to be a good
value.

5.3 Scaling
As stated in Section 3.1, scalability is an important property

for our system. Figure 4 shows how the implementation deals
with networks ranging from 1,000 to 101,000 nodes. At size
N = 1,000, the results are the same for the two destination node
selection methods, because the domain size is set to 1,000,
and, thus, only one domain exists in the networks generated
with these properties. Even when selecting the destination node
randomly from all the nodes in the network, it merely takes
≈ 4.5 hops on average to deliver the message for the largest
network generated so far. The total network size does not
affect the delivery time for messages sent within the same
domain, which shows how useful it can be to arrange the
nodes in a way that most of the messages they send are
addressed to their own domain. The result values even decrease
slightly for (2) with increasing network size. The most likely
explanation for this is that, even though the number of messages
increases linearly with the network size, more messages are
routed through the network in total, which means the system
has more opportunities to optimise the routing tables.

Fig. 4: This plot shows the mean number of hops h needed
to deliver a message to a destination node either randomly
chosen (1) or from the same domain as the source node (2) for
increasing network size (N = {1000, . . . ,101000}). (3) shows
the mean geodesic distance between any two vertices in the
network for networks up to 51000 nodes. Note the double log-
scale used to more clearly represent the scaling. The straight
lines are the least square linear fits with a slope of ≈ 0.117 for
(1), ≈−0.005 for (2) and ≈ 0.070 for (3). The number of nodes
in each domain is always 1,000, and, therefore, the number
of domains d = {1,11, . . . ,101} increases with the network
size. The degree k = 100 and the neighbours are selected
according to distribution (b). The routing table size ratio is 70/30
for the near/far routing tables. Roughly m ∼ N ∗ 16 messages
were generated per simulation for each of the destination node
selection methods. The results are averaged over 100 simulation
runs for (1) and (2) and over 40 network instances for (3); error
bars representing the standard deviations are printed but smaller
than the symbol size.

The plot also shows the mean geodesic distances for the net-
work instances (3). These are the mean shortest paths between
any two nodes in the networks, and, thus, the absolute minimum
number of hops, on average, needed to route a message from
a source node to its destination in the given network structure.
This is an expensive metric to compute, and even though we
were utilising the highly parallel processing power of a graphics
processing unit [40], we were only able to compute it for
networks with up to 51,000 nodes within the given time.

One of the characteristic properties of small-world networks
is that the mean geodesic distance scales logarithmically or
slower with the network size for fixed degree k. The plot in
Figure 4 shows that, as far the data available to us suggests,
our network model fulfils this requirement both for the geodesic
distance and for the actual hops needed to route messages to
randomly chosen nodes.

5.4 Clustering
Small-world networks exhibit larger clustering coefficients

than random graphs. We use two different definitions to deter-
mine the clustering behaviour of the networks. Figure 5 shows
the results for these clustering coefficients, each for varying
routing table size ratios and neighbour distributions. The graph
on the left shows the clustering coefficient γ as defined by Watts
and Strogatz [32].

As expected, networks generated with distribution (c) have a
lower clustering coefficient than the other networks. The values
for distribution (a) and (b) are more interesting. When the
routing table size ratio is in favour of the far routing table, then
distribution (b) yields slightly higher results than distribution
(a), which is what we expected to be the case. However, once
the ratio changes in favour of the near routing table, distribution
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Fig. 5: The graphs show the results for two different definitions of the clustering coefficient for varying routing table size ratios
and the three distinct neighbour distributions. The results γ calculated with Watts’ clustering coefficient are illustrated by the
plot on the left and the clustering profile C by the plot on the right. The combined routing table size is always k = 100 and the
network size is N = 100,000. The nodes are approximately evenly spread over d = 100 domains. The results are averaged over
40 networks; the error bars representing the standard deviations are too small to be visible for some of the data points.

Fig. 6: Higher orders of clustering in a directed graph G. The
clustering profiles for G by degree Cd

k are C1
1 = 0.3, C1

2 = 0.5,
C2

1 = 0.4 and C2
2 = 1.0. The total clustering profiles averaged

over all vertices are C1 ≈ 0.33 and C2 = 0.5.

(a) shows a clearly higher clustering than distribution (b). It is
also not clear why the clustering coefficients for all distributions
decrease the more the routing table size ratio favours the
near routing table, until they begin to increase again more
or less significantly around the time the near routing table is
actually larger than the far routing table. We expected that
a proportionally larger near routing table would yield higher
clustering coefficients.

The graph on the right of Figure 5 shows the clustering
profile [41]. The clustering profile Cd(v) for a vertex v∈V was
originally defined as the number of neighbours of v connected
by a shortest path of length d that does not pass through v,
divided by the total number of pairs of neighbours of v. Or
in other words, Cd(v) is the number of neighbours of v whose
smallest cycle shared with it has length d + 2, divided by the
total number of pairs of neighbours of v.

However, this definition only works for undirected graphs.
In the case of directed graphs, like the ones in our simulations,
a vertex u can have v in its adjacency-list without itself being
in the adjacency-list of v. Thus, we modified the definition to
work with directed graphs as the one in Figure 6. The number
of cycles of length d+2 that contain v and the number of paths
of length d+1 that start from v (a vertex may only appear once
in each cycle and path) are counted. The fraction of vertices at
distance d + 1 from v that have v in their adjacency-list—and
are thus closing a cycle—is the clustering profile Cd(v).

Cd(v) =
cycles of length d +2 containing v

paths of length d +1 starting from v
(1)

In this definition, the clustering profile with d = 1 is the same
as the clustering coefficient defined by Newman [42], [43]. It
can therefore be considered an extended version of it.

The clustering profile can be used to gain more information
about the network than the definition by Watts, as it makes

Fig. 7: This plot illustrates the number of cycles of length 2, 3
and 4 found in the networks generated with distribution (a) on
a log-y scale. The slope of the least square linear fit for cycle
length 2 is ≈ 0.004, for length 3 it is ≈ 0.010 and for length 4
it is ≈ 0.018.

it possible to determine a more in depth clustering behaviour.
Unfortunately, with networks of size N = 100,000 vertices
and degree k = 100, the number of cycles of a certain length
increases dramatically (see Figure 7) with every increase in
cycle length, restricting us to cycles of up to length 4 only.

The results given by this second definition look much more
like what we expected to see. They consistently increase with
the routing table size ratio changing in favour of the near
routing table. But like in the previous results, distribution (a)
again yields the largest values for the clustering profile and not
distribution (b).

6. Discussion & Future Directions
We have analysed a variety of metrics relevant to a distributed

peer-to-peer system and small-world graphs, using different
configuration sets to show their effects on the system perfor-
mance. We have not yet analysed the network robustness, which
is another important property of a reliable system.
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We are planning to perform additional simulations to gain
further insights into the network structure and the effects that
different parameter values have. For example, so far the routing
table size has always been constant (degree k = 100), but it
would be interesting to find out how the system performance
changes with smaller and larger degrees.

The neighbour selection algorithm does not only take the
neighbour distribution, but also the latency between the nodes
into account when it chooses a new neighbour. This is an
important feature to improve the performance in a real-world
deployment scenario. However, this has not been incorporated
into the network analysis yet. It will be interesting to observe
how the neighbour “quality” changes over time, how this affects
the geodesic distance over time when the arcs are weighted with
the latency, and how the actual message delivery times change.

Further areas of improvement to the routing table include the
use of preferential attachment to increase the cluster formation
in the network, such that the probability to add a node as
a neighbour increases with the number of current neighbours
that already have that node in their routing tables. Preferential
attachment can also be based on the number of messages routed
to a certain node, increasing the probability to add a new
neighbour based on how often it is the destination of messages
from the local node.

7. Conclusions
We have given an overview over previously published re-

source discovery material and described our own prototype
system for the distributed peer-to-peer storage of semantic meta-
data. The underlying network model is based on a distributed
hash table that was modified to create a network that possesses
the characteristic properties of small-world graphs. Especially
the scaling behaviour of the small-world network model is
important for a resource discovery system that is supposed to
be able to handle large scale deployments of many thousands or
even millions of nodes. We introduced the concept of domains
to store related information. Messages that are sent between
nodes in the same domain are typically delivered within less
hops than messages sent to an arbitrary destination node, and
the number of hops grows with the domain size and not with
the network size. We analysed a variety of network metrics in
a simulated environment and showed that it does indeed scale
logarithmically or slower with the network size. It seems likely
that e-scientific user communities will continue to organise
themselves into small-world structures that scale in this way.
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Abstract-Multiple time-series data streams exist in
industrial processes, commercial activities, etc. A method
of mining dynamic association rules which change over
time and whose meta-patterns which have only one item
maybe have different length of time slot in different rules
in a sliding window from multiple time-series data
streams is proposed. As streams flow, the contents of
streams are preprocessed for rule discovery. The
preprocessing includes piecewise linear approximation,
segmenting linearized time series to let each stream have
only one line segment in one time slot, and then
increamental cluster these line segments, symbolic
representation of the data, and merging preprocessed
streams into transactions from which rules are mined.
After preprocessing we use a rule finding method to
obtain rules. Through periodically pruning the obsolete
and infrequent patterns are deleted. To differentiate the
patterns of the latest generated transactions from those
of historic transactions, decay factor is introduced.

Keywords-multiple time-series data streams; dynamic
association rules; sliding window; decay factor

I. INTRODUCTION

Time-series exists widely in the field of science,

engineering and business, etc. A time-series[1] is formally

defined as a sequence of values that are recorded in one

of the following manners:

ｏ at equal time intervals

ｏ at random points in time by also recording the

time of measurement or recording

The proposed method uses the first definition above

of time-series data with numerical value. In real life

many time-series data is presented in the form of the

stream. Unlike the static time-series data time-series data

stream has similar characteristics with data stream which

is generated continuously in a dynamic environment,

with huge volume, infinite flow, and fast changing

behavior. Therefore, the mining of time-series data

streams has the similar challenges[2]:

1. The data elements in the stream arrive online.

2. The system has no control over the order in which

data elements arrive to be processed, either within a

data stream or across data streams.

3. Data streams are potentially unbounded in size.

4. Once an element from a data stream has been

processed it is discarded or archived.

Time-series data stream also has its own

characteristics. It can be regarded as a special data

stream with time property. In this paper data mining is

over multiple time-series data streams.

So far there are a number of association rules

mining researches over time-series data. In [3], a method

is proposed to mine rules over time series. The type of

rules of multiple time series is like if A1 and A2 and ...

and Ah occur within V units of time, then B occurs within

time T in which A1...Ah and B represent subsequences.

The method uses a fixed-size sliding window to discrete

time-series to get subsequences, which is regarded as the

basic elements of the rules. In [4], a novel method is

proposed to extract time-correlations among multiple

time-series data streams. The type of rules is like A

increases more than 5% then B will increase more than

10% within 2 days in which A and B represent different

streams.

Both of the methods mine the rules whose

meta-patterns having the same length of the time slot.

And they also do not consider the case that sometimes

knowledge in the new data may be more interesting than

that in old.

In this paper a method is proposed to mine dynamic

association rules in a sliding window whose conditions

refer to patterns which maybe have different length of

the time slot in different rules,like in a certain time slot

whose length can be calculated if A has the pattern like

increased by 10% and B has the pattern like increased by

5% then C has the pattern like decreased by 10%

(20%,80%). The time-delayed cause-effect relationships

may be occurred because of different time granularity.

And the effect may be appeared in rules which are not

the true reflection of the relationships between time
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series and should be deleted in the final result.

The rest of this paper is organized as follows.

Section 2 introduces the basic concepts of the method.

Section 3 presents the preprocessing of the time-series

data streams. Section 4 and 5 presents data storage

structure and the dynamic rules discovery method.

Section 6 presents experimental results. Section 7

concludes the paper.

II. PRELIMINARY

The basic concepts of the method and the

time-decayed model are introduced.

A. Related concepts
Definition 1. Assume a set of multiple time-series

data streams S={S1, S2,..., Si, ...,Sn}(1≤i≤n), Si represents

one time-series stream. Time series in S are divided into

parts with a fixed length of time. Every part in multiple

time series streams is a basic window. And sling window

consists of several basic windows. Sliding window

SW={SW1,…, SWi,…, SWn}(1≤i≤n), SWi represents the

ith part of the multiple time-series data streams.

Definition 2. Transaction T={a1,..,ai,…,ak}. Items of

T are rearranged according to a total ordering relation

and then get a new transaction T’={a1
’,..,ai

’,…,ak
’} which

is a mapping of transaction T.

Definition 3. Given the minimum support threshold

θ(0<θ<1) and the maximum permissible error ξ(0<ξ<θ).

Then for a pattern P in the sliding window SW whose

size is N, if the supporting count of P ,freq(P,SW)≥θN,

then P is a frequent pattern; if freq(P,SW)<ξN, then P is

infrequent pattern; if ξN≤freq(P,SW)<θN, then P is

critical frequent pattern.

The definitions above have a close relationship with

the research in this paper. And they will be used in this

paper.

B. Time-decayed model
Due to the features of time-series stream, mobility

and continuity, the knowledge of time-series stream

changes over time. In practical applications, people are

more interested in the knowledge which is contained in

the latest data. Therefore, in order to mine the latest

frequent patterns in the data and reduce the influence of

historical data, decay factor λ (0 <λ <1)[5] is used in the

algorithm.When a new part is being processed, the

supporting count of historical patterns should be reduced

once in my method. When the ith data streams part enter

into the sliding window to be analyzed, the supporting

count of the pattern P can be got by the following

equation:

count = count'*λ + r (1)

where count' indicates the old supporting count before

updating, if i is 1, then the count'= 0, r represents the

supporting count of the pattern P in the ith data streams

part.

III. PREPROCESSING

Through the following three steps the part of

multiple time-series data streams are transformed into

transaction dataset.

A. Piecewise linear approximation of time
series
To overcome the feature, too many different

values, of the data in time series, it is often used in the

analysis of multiple time series that compressing time

series. In this paper we use piecewise linear

approximation method which can also smooth the data.

Linearization method can transform time series into

different line segment according to the changes in

morphology of time series. Each line segment can

visually represent the characteristics of changes of the

time series in the time slot of the line segment. It can be

roughly divided into three types, such as rising, falling

and smoothing according to the changing trend. And

different line segments have different morphologies.

Thus time series are compressed into several line

segments. The time series are greatly compressed. In this

paper time-series streams will be divided into parts

which are basic windows. The sliding window is consist

of several basic windows.Therefore, when a new part is

captured, piecewise linear approximation processing of

the new time series part is beginning.

In this paper a simple bottom-up algorithm

mentioned in [6] is used to do piecewise linear

approximation of time-series streams.

B. Getting meta-patterns and symbolic
representation of the streams
After doing piecewise linear approximation to the

latest part which entering into the sliding window, we

segment linearized time series to let each part of streams
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have only one line segment in one time slot. The similar

line segments are clustered by using a clustering method.

For data stream the clustering method is incremental.

And for each cluster we introduce a symbol. Thus time

series are composed of symbols. In my method the

symbols of time series after segmenting are the basic

elements of the association rules, that is meta-patterns.

Due to the unpredictability of the values of the data

in time-series streams, the number of clusters cannot

specified in advance. Therefore, a greedy method

mentioned in [3] is improved for clustering. Treat each

meta-pattern as a point in R2 and use the following

equation which we propose according to the

characteristics of the vector to calculate the similarity of

meta-patterns:

SIMi,j=




















1||0*)
2

||
1(*)cos(

1||*
||2

1
*)cos(

21

21

ji
ji

ji
ji

xxw
xx

w

xxw
xx

w



 (2)

where θ is the angle of the vector i and j corresponding to

the point i and j, jx and jx are the size of the vetor i and

j, and 1w and 2w are the weights of the similarity of

direction and size of vectors respectively where

121  ww .

Cosine similarity, cos(θ) is often used to calculate

the similarity of vectors, which only considers the

direction of vectors. However, in this paper we need to

consider both of the direction and the size of vectors to

determine the similarity. So when the vectors have the

same size the similarity of the size of vectors is 1. The

equation of the similarity of the size of vectors is show

below:

Simi,j=
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Through calculating cos(θ) and Simi,j we can get the

equation (2) which can be used to calculate the similarity

of vectors and take both direction and size of vectors into

account. We can get that the value of Simi,j is (0,1] and

cos(θ) is [-1,1]. So SIMi,j is (-1,1], And when it is closer

to 1 the similarity is greater.

The clustering method is that add the point which

has a maximum similarity that is greater than a specified

parameter r with a cluster center p to the cluster whose

center is p, otherwise a new cluster with the center which

is the point is formed. In order to determine a good value

of r, in this paper a method is used that randomly sample

several parts of data from the historical dataset of the

time-series streams and preprocess them and then

randomly sample some line segments which have been

segmented for clustering. And the concept of total-error

is proposed. Between elements of a cluster and center of

the cluster there exists error which is defined as the value

of 1 minus the similarity of these elements to the cluster

center. The total-error is defined as the sum of the error

of each cluster. And the upper bound of the number of

clusters, d, is given. It cannot be too many or too few.

Through the analysis of the results of several

experiments we can determine a good value for d. When

the total-error is minimum and the number of clusters

satisfy the requirements, the value of r can be used when

the algorithm runs.

C. Merging time-series streams into
transactions
Assume a part of multiple time-series streams S =

{S1, S2, ..., Sn}. After S is preprocessed the elements in S

are composed of meta-patterns and each meta-pattern

maybe have different length of time slot. If there is a

meta-pattern in S1 in a time slot i (i=1,2...) then in the

time slot i there exists only one meta-pattern in other

elements of S, and we can get a set Ti={S1(i),

S2(i),...,Sn(i)} in which Sk(i) (k=1,2...,n) represents a

meta-pattern. After the merging of S we can get D = {T1,

T2, and ...}. Each set in D is a transaction, and assigned

an identifier TID.

In order to explain the above processing an example

of merging is shown below:

Figure 1. A part of time-series streams

The part of time-series streams in Figure 1 have

been preprocessed by the first two steps. After that S1= a,

b, c, S2 = d, c, e, S3 = d, b, f in which each lowercase

letter correspond to one meta-pattern.
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Transaction dataset D is shown below:

Table 1. Transaction dataset

TID ITEMS

0 S1.a,S2.d,S3.d

1 S1.b,S2.c,S3.b

2 S1.c,S2.e,S3.f

From Table 1 we can get that after the merging of

the data, time-series streams in the basic window have

been transformed into transaction dataset to which we

apply a mining discovery method.

IV. SLIDING WINDOW FREQUENT
ITEMSETS TREE

A. The summary data structure-

SWFI-tree
Definition 4. An SWFI-tree (Sliding Window

Frequent Itemsets Tree) is a tree structure that

multiplexes the prefix of patterns and its structure is

defined as follows:

(1) Except the root of the SWFI-tree, the other

nodes consist of six data fields: item_name, count,

segnum, nodelink, parentnode and childnodes.

(a) count is the supporting count of the pattern

which contains elements in the path from the root to the

node.

(b) segnum is the serial number of the part of time

series which is assigned with the values 0,1... according

to the order of the process of the parts.

(c) nodelink is a pointer that point to the node in

the tree which have the same field of item_name.

(d) parentnode is a pointer that point to the parent

node in the path.

(e) childnodes are set of pointers that point to its

child nodes.

(2) SWFI-tree and its item header table are

arranged according to a pre-defined total order relation.

In this paper the total order relation is the order of the

serial number of time series that are assigned to them and

within the same serial number the order of the lowercase

english letters in alphabet.

After preprocessing of the data definition 2 with the

total order relation defined above is applied to the

transaction dataset. In FP-tree, items are arranged in

descending order of the supporting count. And that

allows more patterns share common prefixes. However,

due to the unpredictable feature of the data of time-series

streams, the supporting count always change over time.

This will make FP-tree modified frequently and cost a lot

of time.

Through the improvement based on FP-tree

structure,the new storage structure, SWFI-tree can be

used to maintain patterns information of the time-series

streams.

Because SWFI-tree is a structure that multiplexes

the prefix of patterns the supporting count and the

segnum of nodes in the tree except the root will be

greater than or equal to its descendant nodes’ supporting

count and segnum.

B. Construction and maintenance of
SWFI-tree
In my algorithm one global SWFI-tree is

constructed to maintain the potential frequent patterns in

the sliding window which are likely to become frequent

patterns and one local SWFI-tree is constructed for each

part of time-series streams being analyzed which is

deleted after adding the new information of the local

SWFI-tree to the global SWFI-tree.

An example is given in the following to introduce

the details of SWFI-tree structure. As is shown in Figure

2.

The transaction dataset in Table 1 after applying the

total order relation is used to construct a local SWFI-tree,

assuming the segnum is 1. We can construct the local

SWFI-tree in Figure 2.

Figure 2. SWFI-tree structure

It can be seen from Figure 2, the number of clusters

of time-series streams and time-series streams should be

appropriate.
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Through pruning local SWFI-tree, infrequent

patterns of the basic window are removed and potential

patterns are retained. It can be proved that the error of

deleting infrequent patterns of the local SWFI-tree will

not exceed the maximum permissible error ξ which is

defined in definition 3 when mining is over a sliding

window. And the proof is in the lemma 2.

Then the information of the local SWFI-tree after

pruning is added to the global SWFI-tree. These steps

can reduce the scale of the global SWFI-tree when the

amount of data is increasing and memory consumption.

Algorithm 1 presents the pseudo code for adding the new

information of the local SWFI-tree to global SWFI-tree.

Algorithm 1. Updating global SWFI-tree

Input: local SWFI-tree

Output: global SWFI-tree

Update(local SWFI-tree)

1. for each path in local SWFI-tree

2. for each node of the path

3. if(the item_name of the node not exist along with

the same path in global SWFI-tree)

4. add the node to the global SWFI-tree along

with the path

5. else

6. node1->count=node1->count*pow(λ,node->

segnum-node1->segnum)+node->count //assume the

node in global SWFI-tree having the same item_name

along with the same path is node1.

7. node1->segnum=node->segnum

8. end if

9. end for

10.end for

Because the algorithm traverse the tree along with

each path the nodes in front of one node in a path being

processed have been processed before. So each time one

node is processed. After updating the local SWFI-tree of

the part is deleted.

C. Correctness proof for deleting
infrequent patterns in local SWFI-tree
Lemma 2: the error that caused by deleting

infrequent patterns in local SWFI-tree will be not greater

than the given maximum permitted error ε defined in

definition 3 for mining association rule in sliding

window.

Proof: Assume the size of the sliding window is |N|

and the number of the basic windows in the sliding

window is n, SWi (1≤i≤n) represents the ith basic window.

Infrequent pattern, p in the local SWFI-tree of SWi meets

P.counti<ε|SWi| and assume that P’s actual supporting

count within the entire sliding window is freq (P, SW),

freq(P ,SW) = 



n

i

segisegn

icontP
1

*.  , in which segi is

the segnum of the ith part of data streams. If P is

infrequent in the local SWFI-tree of SWj, SWk ..., delete

P in these local SWFI-trees and then we can get the

approximate supporting count of P in sliding window is

freq'(P, SW), satisfying freq (P, SW)-freq' (P, SW)

=P.countj * segjsegn  +P.countk * segksegn 
... <ε|SWj | +

ε| SWk | + ... <ε


n

i
iSW

1

|| =ε|N|.Therefore, after deleting

infrequent patterns in local SWFI-tree, the error between

the actual supporting count and the approximate

supporting count does not exceed ε. Thus the lemma is

proved.

It can be obtained from the above proof that the

actual supporting count and approximate supporting

count of infrequent patterns does not exceed the

permitted error ε. Therefore, (θ-ε) can be used as the

minimum support threshold to mining frequent patterns

in sliding window, which can ensure mining all frequent

patterns even if deleting infrequent patterns in

time-series streams,that is there is no false negative in

the mining of data streams in sliding window.

V. DYNAMIC RULES DISCOVERY

METHOD

A. Periodically pruning strategy
With the data of time-series streams arriving

Continuously, the count of transactions is increasing. The

scale of global SWFI-tree is constantly increasing over

time. And this results in an increase of the space

complexity of global SWFI-tree and the cost of

maintenance being greatly increased. In the global

SWFI-tree infrequent patterns and obsolete patterns are

also constantly increasing over time. And these patterns

have no contribution to the results of the mining, only

increase the scale of the storage structure and make it

difficult to maintain. Therefore, periodically pruning of
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global SWFI-tree can remove infrequent patterns and

obsolete patterns, and store frequent patterns and

potential patterns in the global SWFI-tree. For each time

the method process one part of time-series streams. So

the pruning cycle should be the integral multiple of basic

window.

Assume the size of sliding window SW is N 、the

number of basic windows in SW is m and the segnum of

the current part of time-series streams when the pruning

is starting is n. The specific pruning strategy is as

follows:

a. for node in global SWFI-tree, if |n-node.segnum|

≥m, then this node and its descendant nodes are recorded

obsolete patterns. the sub-tree whose root is the node can

be directly deleted. Meanwhile update the value of the

count field in the item header table of the global

SWFI-tree and nodelink field in the item header table

and the global tree.

b. for every item in the item header table, if the

nodelink filed is not null, and |item.count|<εN, then all

nodes in the tree which have the same item_name are

recorded infrequent patterns. These nodes can be directly

deleted. And at the same time update the value of

nodelink field null in the item header table.

Algorithm 2 is used to prune the global SWFI-tree.

It prunes by traversing the global item header table from

top to bottom.

Algorithm 2. Pruning global SWFI-tree

Input: global SWFI-tree, N, m, n

Output: global SWFI-tree after pruning

Pruning(global SWFI-tree)

1. for each item in item header table of global tree

2. node=item->nodelink

3. while(node)

4. if((n-node->segnum)≥m)

5. delete node

6. end if

7. node=node->nodelink

8. end while

9. end for

10. updata count field of the items whose nodelink is not

null in the item header table

11. for each item whose nodelink is not null in item

header table

12. if(item->count<ε*N)

13. delete all items whose item_name field are the

same with item.item_name in the tree

14. set nodelink field of the item null

15. end if

16. end for

Step 1-9 is to delete obsolete patterns. Step 11-16 is

to delete infrequent patterns.

B. Association rules generation
Association rules generation consist of two steps

which are shown as follows:

Step1: frequent patterns generation

Step2: generate association rules from frequent

patterns

Storage structure of the algorithm is improved based

on FP-tree. Therefore, the method of patterns generation

in my algorithm is similar to the FP-growth. But there

exits frequent patterns and critical frequent patterns in

global SWFI-tree. So when outputting, it is necessary to

determine whether the patterns are frequent. Meanwhile,

the time of output should be after periodically pruning.

After pruning the global SWFI-tree is smaller, and there

are no obsolete patterns and infrequent patterns.

Therefore, less time is spent for output patterns after

pruning. Specific method of association rules generation

are as follows:sequentially scan each item in the global

SWFI-tree’s item header table, if the value of nodelink

field is not null, and |count|≥(θ-ε)N, then construct the

conditional pattern base and generate the frequent

patterns which contain the item. Association rules are

generated based on the frequent patterns.

VI. EXPERIMENTAL RESULTS
Some stock datasets downloaded from the website

(http://www.wstock.net/wstock/hholiday.htm) are used to

test the effectiveness of the algorithm. By running the

algorithm we can mine dynamic association rules of the

type mentioned in the first part of the paper.

Three stock datasets are selected with close price.

Each stock dataset has 20000 records. Use the algorithm

to mine the rules of close price of the three stock datasets.

And we set the size of basic window 500,that is, it

contains 500 transactions. Sliding window contain 3

basic windows. Pruning cycle of global SWFI-tree is 3

basic windows. The weight of similarity of direction of
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vectors, 1w is 0.75 and
2w is 0.25. And the parameter of

clustering, r is 0.8.

Result is shown in Figure 3.

Figure 3. Number of rules in different time

It ban be seen from Figure 3 that because we mine

the dynamic association rules the count of association

rules changes over time.

VII. CONCLUSION
In this paper a method is proposed to mine dynamic

association rules having the type that in a certain time

slot whose length can be calculated if A has the pattern

like increased by 10% and B has the pattern like

increased by 5% then C has the pattern like decreased by

10% (20%,80%) from multiple time-series data streams.

It considers the case that rules in the new data maybe

more interesting. The knowledge of time series changes

over time and rules also changes over time. Through

preprocessing, simple rule discovery method we can

mine dynamic association rules of the above type from

multiple time-series data streams. Experimental results

show that the algorithm is effective.
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Abstract 

It is important how wireless hosts find other 

hosts efficiently for load and web service 

purposes because hosts in an ad-hoc network 

moves dynamically. This paper proposes a 

three-tier architecture, which includes content 

network, social network and service network. It 

presents a new structure for web and load 

services in ad-hoc computer networks, which is 

a new system architecture using SOA (Service 

Oriented Architecture) and Web 2.0 concepts to 

implement functions for web and load services. 

It is a three-tier system structure based on Web 

service functions to implement services seeking 

and load distribution. Furthermore, this project 

would construct a knowledge sharing and 

learning platform based on the mentioned three-

tier architecture. Different communities can 

provide their services to each other using our 

new knowledge platform and this forms a 

“virtual community.”  This will leads to our 

desired accomplishments of “service reusability” 

and “service innovation” too. In addition, it can 

also propose the frameworks of new SOA, and 

evolve in other application in web2.0 style, and 

further more provides a platform and more 

resources in order to enhance the interactions 

between academia and industry. 

Keywords: Web Services, Web 2.0, SOA, 

Service Oriented Architecture, 

Ad-hoc computer network, Load 

service and distribution 

 

1. Introduction 

Computer networks can provide parallel 

computation and services. It is important that 

hosts find services form other hosts, and send 

loads to other hosts for some certain function 

implementation through network transfer. With 

the increasing popularity of mobile 

communications and mobile computing, the 

demand for web and load services grows. When 

a computer is overloaded or it needs special 

services from other computers, it may send 

requests to other computers for web and load 

services. For example, a computer may need 

some jobs to be executed with higher quality of 

services or it needs some jobs to be done with a 

short period of time that its processor is too 

slow to perform the jobs; therefore, it may send 

part those jobs to other computers with higher 

speeds of processors. Since wireless networks 

have been wild used in recent years, how a host 

finds services it needs or how it transfers loads 

to other nodes has becomes a very important 

issue because not all wireless hosts have the 

ability to manipulate all their loads. For instance, 

a host with low battery power cannot finish all 

its jobs on time and should ask other nodes to 

provide services to finish the jobs, or it should 

transfer some of them to other hosts.  

Before a wireless host transfers its 

loads to other hosts or asks for load services 

from other hosts, it has to find available hosts 

using resource allocation algorithms. There are 

several resource allocation protocols been 

developed, for example, IEFT Service Location 

Protocol (SLP) [8] and Jini [25] software 
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package from Microsystems. However, these 

protocols address how to find the resources in 

wired networks, not in wireless networks. Maab 

[15] develops a location information server for 

location-aware applications based on the X.500 

directory service and the lightweight directory 

access protocol LDAP [26]; while it does not 

cover some important issues about the 

movements of mobile hosts, for example, how 

to generate a new directory service and how a 

host gets the new services, when a directory 

agent moves away its original region. In an Ad-

Hoc network, system structure is dynamic and 

hosts can join or leave any time. Therefore, how 

to provide load services and how to find 

available hosts providing load services become 

importance issues in an Ad-Hoc network system. 

The goal of this paper is that users can easily 

find and share resources based on the concepts 

of “service reusability” and “service innovation”  

In this paper, a new architecture is 

proposed, which uses SOA model with Web 2.0 

[8, 11] for web services. By using Web 2.0 with 

SOA, the network resources should be easily 

found by the hosts which need services. Based 

on XML, the SOA load service system can be 

used in any computer system platform [1, 2, 3]. 

This is a very important characteristic for hosts 

to share or request services in different systems. 

With the help of Web 2.0, hosts can find the 

required services easily from the Internet [4].   

Figure 1 shows the basic SOA 

structure [5, 6, 7], which is built by three major 

components – the Directory, Service consumer, 

and Service provider. SQA is operated by the 

following: The Directory provides a platform 

for information that a service provider can 

register in the Directory for providing services; 

a service consumer can find its desired service it 

needs in the Directory.  Once the Directory 

finds services that a service consumer needs, it 

sends a query response back to the service 

consumer to notify it the result. At this time, the 

service consumer has the information about the 

hosts which can provide services; therefore the 

consumer contacts the service provider 

directory by sending requests. The service 

provider now will send responses back to the 

consumer for the services the consumer needs. 

This is also called the “invoke” process. 

 

Figure 1: SOA structure 

2. System structure 

The system structure for the SOA model is 

illustrated in Figure 2. There are two layers in 

this structure – the Service Network layer, and 

the Service Logic layer.  

The Service Network layer is the main 

network that connects to the internet using the 

regular network protocols. It receives requests 

from internet and forwards requests to the 

Service Logic layer in Web Service (WS) object 

forms.  Each WS object is based on the SOA 

model which can communicate each other in 

social network way. The Service Logic layer is 

the main layer that uses WS objects to 

communicate each other in the sub-network 

under the Service Network layer. Different WS 

object has different objectives, for example, 

some WS objects are used for social network 

communication, while other WS objects are 

used for accessing contents in Content 

Networks. Since they are in SOA form, it is 
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easy for them to find the resources they need for 

different purposes. Inside the Service Logic 

layer, there are sub-networks for different 

purposes and functions. For example, nodes can 

form social networks; storage devices can also 

form a content network for data accessing. All 

these operations are managed by the WS objects 

under the SOA model. For the service 

reusability purpose, most WS objects are 

generated by the Service Network layer for data 

and object consistency.  

In Figure 2, all the services and 

requests are in the forms of Web Service objects 

which are defined and implemented by XML. 

For users who need services, requests are sent 

by the users to the Service Network Layer. The 

Service Network is the gateway for accepting 

requests and sending back requesting results to 

the requesters.  

 All the requests are processed by the 

Service Logic Layer, which finds the required 

information and applications for requests. The 

Content Network is a network which 

communicates databases. The Social Network 

contains the relations for social communities. 

The following procedure illustrates how it 

works.  

1. Users send requests to a Service Network.  

2. The Service Network forwards requests to 

Service Logic Layer via Web service 

functions. 

In this step, requests are transferred to 

objects that can communicate with the 

Service Logic layer.  

3. When users send requests, Service 

Network has the ability to generate the 

desired WS objects according to the 

requests forwarded by the Service 

Network. 

4. Service Logic Layer performs the required 

functions for the requests. It accesses data 

and information from Content Network 

using Web service functions. A User can 

also contact other users using WS objects 

under the Service Logic Layer. 

5. After the Service Logic Layer has the 

results for the requests, it sends the results 

back to the Service Network using Web 

service functions. 

6. Service Network then sends the results 

back to the users who sent initial requests. 

 

Figure 2: Using SOA for Web2.0 applications 

There are several advantages with the design 

structure.  

1. With the system structure, users can join the 

desired networks anywhere once they 

connect to the Internet.  

2. With the characteristics of Web 2.0 with 

SOA model, users can join the desired 

networks they need to share or find 

resources easily they need.  

3. Using WS objects for the communication 

makes it easy for service reusability and 

service innovation. Users do not need to 

construct special system or programs for 

data accessing and analysis. 

4. Different Service Networks communicate 

with each other to find and share available 

resources.    
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3. Implementation and Simulation 

Based on the structure of SOA model with Web 

2.0 application, the system can be built in a 

three-tier structure. The lowest level is the sub-

networks including Content Network, Social 

Network, which provides resources for data 

sharing. The middle level is the Service Logic 

layer, which provides WS objects. The top level 

is the Service Network layer that accepts 

requests or sends request results back to the users. 

 Ajax and other tools are going to be 

applied to construct the system at first.  A virtual 

community is going to be built, and it will use a 

simulation for data generation and analysis, 

which has ten thousand nodes with 1000 Web 

services provided in the simulation. The 

simulation will compare the system performance 

for data sharing and load transferring of the new 

system to that without using SOA structure.  

4. Conclusion 

Usually that it is hard to find the required 

network resources in the Internet for load 

balance and load service purposes. Because of 

this, a new structure is proposed for hosts in the 

computer networks to find the resources for web 

services. This new structure provides new way 

that finds resources easily for web services. 

Especially, when a user needs services which are 

not very commonly provided in the Internet, with 

the help of Web 2.0 and SOA, users can find 

what they need because of the “long tail” 

property of Web 2.0 and the platform free 

property of SOA. With this system, uses can find 

and use the services easily since all the requests 

and services are constructed with the same web 

service structure. This can also improves the 

system performance for the network systems.  

This system performance will be evaluated 

by using a simulation. Usually it is very hard to 

evaluate the performance for Web 2.0; therefore 

this project should have great helps in finding the 

performances for the usage of Web 2.0 and SOA.  
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Abstract: In this paper, we propose a new approach to manage data distribution in a relationnal data warehouse 
environment. This approach deals with the dynamic data splitting on a set of interconnected machines. The 
data distribution that we consider is different from the “classical” one which depends on the data use. The 
distribution in our approach consists in splitting data when the machine reaches his storage capacity limit. 
This distribution assures the scalability and exploits the storage and processing resources available in the 
organization using the data warehouse. It is worth noting that our approach is based on a multi-agent model 
mixed with the scalability distribution proposed by the Scalable Distributed Data Structures. In this paper, 
we focus on the global dynamic for the data splitting operation based on Branch and Bound algorithm. 

1  INTRODUCTION 

A Data Warehouse (DW) is a principal component 
of the information systems in the organizations. It is, 
as defined by its inventor W. H. Inmon (Inmon, 
1992), a collection of data which are subject-
oriented, integrated, stamped, non-volatile, and used 
as a support of decision making. It is considered as a 
deposit of data that have been collected from 
heterogeneous and autonomous distributed sources. 
It is used for analytical tasks in business. These 
taskes are grouped in OLAP systems (OnLine 
Analytical Processing) which given the ability to the 
decision-makers to interactively explore the DW. 

The relationnal DW is usually presented as a 
centralized database. However, it is rare to find 
machines which can cope with the continuous 
growth of these data volumes. Moreover, the 
improvements provoted to the existing data 
management systems concerning the management of 
a large volume of data are not sufficient to meet the 
needs caused by the increasing data volumes of the 
relationnal DW. In addition, the static data 
distribution schemas which are currently used in 
these systems constitute a major handicap. Indeed, 
the static data distribution creates, possibly, a large 

imbalances data load, which can cause a drop in 
performance (Imadali and chabane, 2010). 

Our work, presented in this paper, aims at 
solving the problems of storage space and 
performance through: (1) developing a dynamic and 
scalable system that can manage the DW 
automatically (data storage, data distribution on a set 
of machines, and data access), (2) taking advantage 
of the storage and processing resources available in 
the organization (processors, memory, hard disks, 
etc.), (3) getting better data storage time, and (4) 
improving the query response time. 

This paper is organized as follows: Section 2 
gives an overview of related works and discusses the 
problems related to distribution topics. In section 3, 
we present the multi-agent system. In section 4, we 
describe the proposed multi-agent model. Section 5 
details the global dynamic of the data splitting 
operation. Finally, in section 6, a conclusion and an 
outlook to future works are made. 

2 RELATED WORK 

Most of researches in literature working in 
optimization topics propose solutions based on a 
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centralized DW or a model of partitioning which 
consist of storing the facts-table in pieces, instead of 
a large monolithic object, on a multiprocessors 
machine with a set of I/O devices or on a centralized 
database. These researches are based on the data 
partitioning. There are three types of partitioning: 
(1) vertical partitioning, (2) horizontal partitioning 
and (3) hybrid partitioning. The most used type, in 
the DW context, is the second one which consists in 
dividing the rows a table into separate subsets of 
rows, called horizontal partitions, each one is 
defined by a restriction operation applied to the 
source table (Bellatreche, 2003). This type of 
partitioning preserves the features of the star schema 
as the data hierarchy, the data granularity of the fact 
table and the semantic links between the fact table 
and the dimension tables (Ben Tekaya, 2011). In 
addition, it is the most suitable for OLAP queries 
which contain multiple join operations. There are 
two modes of horizontal partitioning: (1) the primary 
horizontal partitioning: which consists in dividing a 
table using restrction defined on the attributes of the 
table itself, (2) the referential horizontal partitioning: 
which consists in dividing a table using horizontal 
partitions of on one or more other (s) table(s). 

In (Boukhalfa and al., 2008), the authors apply 
horizontal partitioning to the DW star schema 
(primary mode to the dimensional tables and 
referential mode to the fact table) based on a set of 
used queries. This approach is based on genetic 
algorithms and aims to control the number of 
partitions in order to optimize their maintenance 
cost. In (Barr and Bellatreche, 2012), the authors 
have mapped the problem of selecting an horizontal 
partitioning schema in a DW to the knapsack 
problem and they solved this problem by using ant 
colony optimization algorithm. In these works, the 
authors use a model cost to select the optimal 
horizontal partitioning schema. In (Mahboubi, 
2008), the author proposes a partitioning method 
based on data mining technique. This method uses 
the classification algorithm "k-means" and aims to 
control the number of partitions. Unlike previous 
methods, the proposed one allows to merge the two 
modes of horizontal partitioning (primary and 
referential) in a single step. In (Drabant and Drabant, 
2011), the authors have used the classification 
algorithms: k-means, fuzzy and hierarchical c-
means, and they have proven the improvement of the 
quality of the obtained partitioning schema. 

However, the use of DW with distributed 
structure has appeared with the data marts. Although 
the use of small data marts (data warehouses) was 
the first attempt to solve the problems of space and 

performance, data marts are basically stand-alone 
and have data integration problems in a global data 
warehouse context. In addition, the performance of 
many distributed queries is normally poor, mainly 
due to the load balance problems. Furthermore, each 
individual data mart is primarily designed and tuned 
to answer the queries related to its own subject area, 
whereas the response to global queries depends on 
the global system tuning and the network speed. 

In literature, we can find several ways to 
partition horizontally the relation. Typically, it can 
be divided using a round-robin, random, range, or 
hash-based scheme. In (Almeida and al., 2008), 
(Bernardino and al., 2002) and (Furtado, 2004), the 
papers authors use the Data Warehouse Striping 
(DWS) technique. The latter is a round-robin data 
partitioning approach especially designed for 
distributed data warehouse environments. By using 
the DWS, the fact table will be distributed into an 
arbitrary number of machines which is fixed at the 
beginning. Consequently, the queries will be 
executed in parallel by all of the machines (Almeida 
and al., 2008). The round-robin distribution is 
simple to use and guaranties the load balancing, 
although its major disadvantage is that we must have 
machines with the same treatment and storage 
capacities. Otherwise, some machines will be too 
busy and the others will be under used. In (Zhao, 
2007), the author proposes a distributed architecture 
of DW based on the separation between the initial 
production database and the OLAP applications. 
Indeed, the author uses three-tier network 
architecture: a production database tier, a DW tier 
and an OLAP operations tier. He has treated the 
behavior of the presentation component and the 
impact of the distribution on the collection and the 
integration components. However, he has not 
presented an approach to data distribution according 
to needs of OLAP applications. Other researches 
(Zhao and Ma, 2004), (Zhao and Schewe, 2004) use 
the abstract state machines as a flexible and quality-
oriented formal method to design and optimize a 
distributed DWH and OLAP applications. In (Ben 
Tekaya, 2011), the author proposes a methodology 
for relational distributed DW design. For this 
purpose, he develops a set of matrix: ‘Matrix of data 
partitioning’, ‘matrix of data allocation’ and a 
‘matrix of data source’. 

Obviously, most researches, in the literature, that 
work on the data warehouse distribution propose 
solutions based on the studies made on the 
production databases under the name of very large 
data bases. These solutions are based on the 
“classic” data distribution which depends on the data 
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use and has a static distribution plan. Furthermore, 
this type of distribution is defined at the design 
phase. 

These researches have deeply studied the data 
partitioning, but they neglected the allocation 
problems due to its complexity. Indeed, the authors 
of this work: (1) either they consider that the 
database is centralized and the partitioning will be 
on one machine, (2) or they assign partition to 
machines to optimizing their cost functions 
(minimization of the communication between 
machines, minimizing the cost of query execution by 
minimizing the input / output operations, minimizing 
the cost of maintenance, etc. .) without give 
consideration to the storage capacity of each 
machine while assuming all used machines have the 
same capacity and can contain any amount of data. 
Indeed, the used cost functions not reflect the 
characteristics of different machines (storage 
capacity, memory, CPU speed, etc.) 

We have to point out that, in our approach, the 
data distribution that we consider is different from 
the usual-used ones (Kolsi and al., 2003). That is, it 
is not defined at the design phase and not depended 
on the data use. However, it is imposed by the 
storage capacity. As a matter of fact, when a 
machine reaches its storage capacity limit, we add 
another one. Then, we distribute the data on the two 
machines to have a balanced load. This distribution 
assures the scalability and exploits the set of 
interconnected machines available in the 
organization using the data warehouse. These 
machines give an important storage and processing 
capacities. It is worth noting that our work is based 
on the computer cluster as network architecture. But, 
the machines are not used only for the parallel 
processing. 

We have to note that, in our approach, we use the 
range partitioning (horizontal fragmentation). So, the 
queries are executed in parallel not by all the 
machines but only by those that contain the 
necessary partitions. 

Furthermore, the data distribution is dynamic and 
automatic. In fact, at each time when one machine 
reaches its limit capacity, it starts up the data 
distribution operation without needing an external 
intervention (administrator). Moreover, the number 
of used machines, in our approach, is not fixed. 
Therefore, the storage capacity of the DWH tends 
theoretically to the infinite because we can, at any 
moment, add dynamically other machines. This 
infinite storage capacity and dynamic data 
distribution are guaranteed by the principles of the 
Scalable and Distributed Data Structures (SDDS) 
(Litwin and al., 1994). 

We note, also, that there is no work in the 
literature has proposed a solution that controlling the 
size of the generated fragments. This can cause 
storage problems for these fragments. The only work 
that has raised this problem is (Barr and Bellatreche, 
2012). The authors posed the problem of big 
fragments from the point of view data access and not 
seen the data storage problem. They noted that 
applications accessing these partitions will always 
put a lot of time to collect the required lines. 
However, they have not given a detailed approach 
for solving this problem. In our approch, the choose 
of the fragmentation plan is based on the size of the 
generated fragments. 

In the rest of this paper, we consider that the two 
terms ‘splitting’ and ‘distributing’ have the same 
significance. 

In the following section, we present the multi-
agent system concepts. 

3 MULTI-AGENT SYSTEM 

The agent paradigm is currently in vogue within a 
lot of research domains. An agent can be a physical 
or virtual entity that acts autonomously (without the 
direct intervention of humans or others), on behalf of 
entities (person, organisation, etc.), in response to 
input from his environment. Agents have a social 
ability. They may communicate with the users, 
system resources and other agents as required in 
order achieving its goals and tendencies. Moreover, 
more advanced agents may cooperate with other 
agents to carry out tasks beyond the capability of a 
single agent. So, agents contain some level of 
intelligence, ranging from pre-defined rules up to 
self-learning artificial intelligence inference 
machines. This intelligence enables agents to act not 
only reactively, but sometimes also proactively. 

An agent can be static or mobile. The latter is a 
particular class of agent with the ability during 
execution to migrate dynamically (code, data and 
execution state) from one machine to another, where 
it can resume its execution, in order to reach data or 
remote resources. It has been suggested that mobile 
agent technology, amongst other things, can help to 
reduce network traffic and to overcome network 
latencies. Moreover, the mobile agents have proved 
a high performance when we access to the data 
distributed on a set of interconnected machines 
(Arcangeli and al. 2002) and when we store these 
data (Kolsi and al., 2007). 

A MAS is a system composed of multiple 
autonomous agents and comprises the following 
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elements (Ferber, 1999): (i) An environment 'E' is a 
space which generally has volume, (ii) A set of 
situated objects 'O', that is to say, it is possible at a 
given moment to associate any object with a position 
in 'E', (iii) An assembly of agents 'A', which are 
specific objects (a subset of 'O'), represent the active 
entities in the system, (iv) An assembly of relations 
'R', which link objects (and therefore, agents) to one 
another, (v) An assembly of operations 'Op', that 
allows the agents of 'A' to perceive, produce, 
transform, and manipulate objects in 'O', (vi) 
Operators with the task of representing the 
application of these operations and the reaction of 
the world to this attempt at modification, which we 
shall call the laws of the universe. 

The following section reveals the data 
distribution principle and the proposed multi-agent 
model. 

4 PROPOSED MODEL 

The aim of our proposed model is to solve the 
problems in the DWH context using the available 
resources in the organization. These problems are 
related to the data storage, splitting and access. 

According to the proposed approach, the DWH 
will be distributed on a set of machines. In this case, 
the data management needs the collaboration and the 
interaction between those machines in order to reply 
to the user’s queries while assuring the parallel 
processing of these queries. Thus, we have chosen to 
use the Multi-Agent System (MAS) with the mobile 
agents as essential actors. In fact, the MAS allows 
following the progress of the dynamic data 
distribution, facilitates the collaboration, the 
interaction, and the independency of the different 
machines, and improves the parallel execution of the 
user queries. The use of mobile agents in the 
proposed solution seems to be very helpful because 
it allows: (1) decreasing the network loads, (2) 
liberating client machines during the results 
preparation that needs generally a very important 
execution-time, (3) and, essentially, securing the 
data that are transported in the network. 

We use the SDDS principle based on data 
distribution through intervals (range partitioning) in 
order to distribute the data of the DWH on a set of 
machines. This type of distribution allows the 
decomposition of the DWH into a set of domains. 
Each domain can be stored on one or more machines 
according to its data size. 

4.1 Principle of Data Distribution 

The DWH is horizontally distributed on a set of 
machines that have the same DBMS and the same 

star schema. Furthermore, on each machine, we can 
use the materialized views and indexes to tune and 
to optimize the performance. 

The principle is to start with a single machine for 
which we define: (1) the storage capacity limit of 
this machine for which the used DBMS gives its 
highest performance (for data access and storage), 
and (2) both the inferior bound mark and the 
superior one for each fact table key. When this 
machine reaches its limit, we add another one and 
we distribute the data on the two machines to obtain 
a balanced load. In most cases, the fact table 
undergoes the splitting operation, because of its 
important volume. The dimensional tables are 
distributed when their key constitutes a distribution 
criterion. Otherwise, they are duplicated. 

To get a load balance storage between sites, 
taking into account their maximum capacity, we 
balance the filling rate (FRSi) of sites, which is equal 
to: FRSi = Size of data to be stored on Si * 100 / 
CAP_MAXSi. 
For example, if we have a site S0 with CAP_MAXS0 = 
100GB and we introduce two new machines S1 and S2 
with CAP_MAXS1 = 80GB and CAP_MAXS2 = 150GB. 
Knowing that the data volume has reached the 100GB, S0 
must burst data such way we have of approximately 30GB 
on S0, approximately 25GB on S1 and approximately 
45Go on S2 and that to have a rate of filling on each site 
30-31% 

To evaluate this distribution, we use a cost 
function to calculate the cost of query execution for 
the DW. For this, we define a set of queries Q = 
{Q1, Q2, ..., Qp} for each query Qj we will take its 
frequency : FREQ (Qj) and the list of useful sites for 
its execution Liste_S ( Qj). 

Hence, the overall cost function to optimize is: Σ 
Qj ∈ Q * FREQ(Qj) * CET (Qj) with CET (Qj) is 
the total cost of executing the query Qj. To calculate 
the CET (Qj), we must, first of all, calculate the 
CET_Si (Qj) is the cost of executing the query Qj on 
each site listed in the Liste_S and then we add the 
cost of transferring the intermediate result 
(CTResInt) to the requesting site. Then we take the 
maximum CET_Si (Qj) and add the cost of 
producing the final result. 
That is why, in our approach, we take into 
consideration the following characteristics: (1) 
Characteristics of each site: (i) The storage space 
allocated to the DW, (ii) The features of the used 
databases management system: block size, number 
of blocks used for the join, for sorting, etc., (2) 
Characteristics of the network: (i) Capacity: 10, 100, 
1000 Mbit/s to 10Gbit/s, (ii) Quality of the network: 
it can deteriorate depending on network traffic and 
noise, (3) Formula for Speed Data Transmission: 
CTResInt seconds = (data size in MB)  
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/ (debit (in MB / sec) * 0.8 Degradation). 
In our approach, we suggest to study the HF on 

the fact table while considering all the attributes of 
the dimension tables are part of the fact table. Since 
our goal is not control the number of fragments, but 
rather it is the control of the size of the fragments. It 
should be noted that the number of fragment 
obtained after each fragmentation is always equal to 
two. 

4.1.1 Mapping the HF problem to the multiple 
Knapsack problem 

Our problem is to solve the problem of data 
storage of DW. We assume that the data are initially 
stored on a single S0 site. Once the site reaches its 
maximum capacity, another site must be added in 
the system and we split the contents of the original 
site on the two sites. Therefore, we map our problem 
to the multiple knapsack problem and we apply the 
algorithm "branch and bound" search of the 
fragmentation pattern that guarantees the filling of 
the two sites, while maintaining load balancing, and 
optimizing the query execution time. 

The Knapsack Problem (KP) is known as a 
combinatorial optimization problem. It is one of NP-
complete problems classics. The problem KP is to 
fill a backpack capacity well determined by a set of 
objects such that the total weight of the objects in 
the bag is maximized, without exceeding the 
capacity of the knapsack and each object must 
provide a profit. 

The Multiple-Knapsack Problem (MKP) is a 
more complex variant of the KP which is to allocate 
a set of objects in a number of backpacks of 
different capacities. The gain provided by an object 
now depends on the bag in which it is placed. For 
example, if we put money into a project X provides 
more gain than if we invest the same amount in 
project Y. 

For this, we assume that we have a set of 
predicates P = {P1, P2, ..., Pk} where each predicate 
admits its selectivity factor, this corresponds to the 
set of objects to be distributed with their weight, and 
a set of locations S = {Si, Sj} where each site has a 
maximum capacity CAP_MAXSi, which 
corresponds to knapsack capacity. Our goal is to 
build fragments from all predicates P, calculate the 
volume of each fragment obtained and assign, if 
possible, to one of two sites while maintaining their 
maximum storage capacity and function while 
optimizing the data access cost. 

Note that the size of each fragment is calculated 
from: (1) the total size of the fact table on the site to 
be distributed, (2) and selectivity factors which 
determines the predicates fragment.  

The following part deals with the proposed 
multi-agent model architecture and the waiting 
database notion that we use in our approach. 

4.1.2 Fragmentation Approach  

The process to be followed for the HF data on 
the site has reached its maximum capacity and new 
site added to the system is : (1) determining the set 
of the most frequent queries QF, (2) collection of 
predicates selection from the set QF, (3) 
constructing the fragments progressively from the 
predicates (4) determining the size of each fragment, 
(5) assignment of the fragment obtained in the site 
that may contain and the bar of the resulting 
fragment will be assigned to another site (6) 
calculating the execution time of the query workload 
(7) choose the best fragmentation that can fill up the 
sites and optimizes access time data. 
As Exemple, we take the following predicates: 

P1: Sex = 'M', P2: Sex = 'F', P3: Age <18, 
P4: Age> = 18 and Age <= 40, P5: Age> 40, 
P6: Region = 'Tunis', P7: Region = 'Sousse' 
P8: Region = 'Sfax'. 

With the following selectivities: 
    Sel (P1) = 0.5, Sel (P2) = 0.5, Sel (P3) = 0.3, 
    Sel (P4) = 0.5, Sel (P5) = 0.2, Sel (P6) = 0.33, 
    Sel (P7) = 0.33, Sel (P8) = 0.34. 
The first step is to build the fragments with a 
single attribute where the predicates are 
associated with the operator 'OR': 

   FSEX: {FSEX1 (P1, 0.5); FSEX2 (P2, 0.5); 
    FSEX3 (P1 OR P2, 1)} 
   FAGE: {FAGE1 (P3, 0.3); FAGE2 (P4, 0.5);  
     FAGE3 (P5, 0.2); FAGE4 (P3 OR P4, 0.8); 
     FAGE5 (P3 OR P5, 0.5); FAGE6 (P4 OR P5, 0.7); 

           FAGE7 (P3 OR P4 OR P5, 1)}. 
   FREGION: {FREG1: (P6, 0.33); FREG2: (P7,  
     0.33); FREG3 (P8, 0.34); FREG4 (P6 OR P7, 
     0.66); FREG5 (P6 OR P8, 0.67); FREG6 (P7 OR 
     P8, 0.67); FREG7 (P6 OR P7 OR P8, 1)}. 

Then we order FSEX, FAGE, FREG in descending 
order of selectivities. We remove fragments with 
selectivity factor is equal to 1. 
From this point, we can look for solutions of 
fragmentation with a single attribute. 
To build two fragments with different attributes we 
use the logical operator 'AND' between predicates. 
Eg F_SEX_AGE: FSEX1 AND FAGE1 with a 
selectivity factor, which corresponds to product 
selectivity factors FSEX1 AND FAGE1 to be equal 
to 0.15. Like so that large fragments will be divided 
into sub fragments. The total number of possible 
fragments is equal to 2 * 6 * 6 = 72. Hence the 
number of possible fragments increases with the 
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number of attributes and the number of predicates 
defined on each attribute. 
So with the B & B algorithm, we visit all the 
possible solutions, we minimize the absolute value 
of the difference between the size of the fragments 
obtained and the ability of each site to ensure 
maximum filling each site. This difference is used as 
the threshold for not visiting all the options and only 
to analyze the solutions that can improve the 
threshold. 
At the end and choose the optimal fragmentation 
pattern, we take the list of solutions obtained by the 
algorithm B & B and load queries and we estimate 
the cost of executing the load for each scheme and 
we choose the scheme which gives the optimal 
access cost. 
We have developed a program to determine the 
overall fragmentation patterns with a rate optimum 
filling. We tested our program on a set of 12 
attributes with more than 16 million of 
fragmentation patterns possible and we got the result 
in a fairly reasonable time. 

4.2 The proposed Multi-agent model 

The proposed model consists of five static agent 
classes (Client, Dispatcher, Splitting, Domain and 
Server) and a mobile agent class (Messenger). Each 
agent class is defined by its knowledge (static or 
dynamic), its acquaintances (agents that it knows 
and with which it can communicate), and its 
behavior. 

Figure 1 illustrates the interaction between the 
different agents.  

 

Fig. 1: the proposed Multi-agent model architecture. 

For more detail about this model and the 
different agent classes, you can see the papers (Kolsi 
and al., 2009) and (Kolsi and al., 2007). 

In the following section, we detail the dynamic 
of the proposed model for the data splitting 
operation. 

5 DATA SPLITTING 

The agents contributing in the data splitting 
operation are: the Server agent, the Domain agent, 
the Splitting agent, the Messenger agent and the 
Dispatcher agent. 

The splitting operation will be automatically 
started up when the Domain agent detects that the 
available space at the Server agent cannot support 
entirely the data amount received at the storage 
operation. This operation does not necessitate the 
modification of both the treatments (agents) and the 
data structures. 

Each Domain agent is characterized by a 
maximum number of Server agents that it can 
control. If the Domain agent does not reach this 
number, the splitting operation will be managed by 
the split Domain agent and a new Server agent will 
be created. Otherwise, the splitting operation will be 
managed by the Splitting agent and a new Domain 
agent will be created.  

The afore-mentioned agents exchange different 
messages in order to achieve the splitting operation 
which involves the creation of a new Domain agent.  

When the Server agent detects that the available 
space can not support the total amount of the 
received data, it sends a message informing the 
Domain agent that it reaches its capacity limit and it 
needs to split its data. This message contains, also, 
the data that are not inserted. Then, the Domain 
agent sends a message to the Splitting agent. This 
message contains the new values of both the 
superior bound mark and the inferior one. To 
determine these bounds, the Domain agent computes 
its records and determines the key values which 
allow dividing these records into two balanced parts. 

When the Splitting agent receives the spilling 
request, it informs the Dispatcher agent that the 
Domain agent i will start up a splitting operation. 
Thus, the Dispatcher agent stops momentarily the 
operations sent to this agent. The Splitting agent is 
responsible for preparing the new Domain agent. 
Once the new agent is created, the Splitting agent 
informs the Domain agent asking for splitting of the 
new-created agent address as well as the bound 
marks of each dimensional table. According to these 
bound marks, the split Domain agent selects the data 
from the Server agents and sends them to the 
Messenger agent. Then, it informs the Splitting 
agent that the splitting operation is terminated and 
updates its descendants list. The Messenger agent 
moves to the new Domain agent and gives it the 
received data. This new agent achieves the storage 
operation as described in § 4.1. 
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When the Splitting agent is informed that the 
splitting operation is terminated, it sends message 
informing the Dispatcher agent that the new Domain 
agent and the split Domain agent are ready to 
receive operations. So, The Dispatcher agent updates 
its domain agents list according to the received 
information. 

6 CONCLUSION 

In this article, we presented a new approach to 
the selection of a fragmentation pattern spread that 
controls the size of the fragments generated and 
guaranteed optimization of data access time. To do 
this, we simulated our problem to the problem of 
multiple bags back and we have applied the 
algorithm "branch and bound" to search for the 
optimal solution. The prospect of this work, we can 
try to generalize the process of fragmentation of data 
on a sample of sites at the same time and not be 
limited to two sites. 
It should be noted that this work is part of our 
research that uses multi-agent systems (MAS) as 
well as mobile agents for data management data 
warehouse. The use of such technology ensures 
transparency in the distribution of data from users, 
monitoring the dynamic distribution of data, the 
collaboration between different sites and their 
independence, security in the transfer of data, 
decrease the load of networks and the parallel 
execution of multiple operations. 

REFERENCES 

Almeida, R., Vieira, J., Vieira, M., Madeira, H., 
Bernardino, J., 2008. Efficient Data Distribution for 
DWS, in Proc. of the Lecture Notes in Computer 
Science 5182 Springer 2008, ISBN 978-3-540-85835-
5, 10th International Conference on Data Warehousing 
and Knowledge Discovery (DaWaK '08 ), Turin, Italy. 

Arcangeli, J., Hameurlain, A., Migeon, F., Morvan, F., 
2002. Apport des agents mobiles à l’évaluation et 
l’optimisation de requêtes bases de données réparties à 
grande échelle. Technical Report, laboratory IRIT, 
Université Paul Sabatier. 

Barr, M., Bellatreche, L., 2012. Approche dirigée par les 
fourmis pour la FH dans les entrepôts de données 
relationnels, Revue "Nature & Technologie", n° 06, pp 
16 – 24. 

Bellatreche, L., 2003. Techniques d'optimisation des 
requêtes dans les data warehouses, Sixth International 
Symposium on Programming and Systems, p. 81-98. 

Ben Tekaya K., 2011. Fragmentation et Allocation 
Dynamiques des Entrepôts de Données, Doctoral 
thesis, University of Sciences of Tunis. 

Bernardino, J., Furtado, P. S., Madeira, H. C., 2002. 
Approximate Query Answering Using Data 
Warehouse Striping. Journal of Intelligent Information 
Systems, 19:2, 145–167. 

Boukhalfa, K., Bellatreche, L., Richard P., 2008. 
Fragmentation Primaire et Dérivée: Étude de 
Complexité, Algorithmes de Sélection et Validation 
sous ORACLE10g, research report N° 01. 

 Darabant, A. S., Darabant, L., 2011. Clustering methods 
in data fragmentation, Romanian Journal Of 
Information Science And Technology, Volume 14, 
Number 1, pp. 81–97. 

Ferber, J., 1999. Multi-Agent System: An Introduction to 
Distributed Artificial Intelligence. Harlow: Addison 
Wesley Longman. 

Furtado, P., 2004. Experimental Evidence on Partitioning 
in Parallel Data Warehouses. DOLAP 04 -
WORKSHOP of the Int’l Conference on Information 
and Knowledge Management (CIKM), Washington. 

Imadali, S., Chabane, F., 2010. Système transactionnel 
dans PBST*, Senior thesis, Higher National School for 
Computer Science-Algeria. 

Inmon, W., 1992. Building the Data Warehouse, QED 
Technical Publishing Group. 

Kolsi, N., Ghedira, K., Abdellatif, A., 2003. Utilisation 
d'un Système Multi-Agents pour la Répartition et la 
Scalabilité des Données d'un Data Warehouse, in Acts 
of the Fourth Scientific Days, Borj El Amri Aviation 
School, Tunis, Tunisia, Tome 1, pp. 118-129. 

Kolsi, N., Abdellatif, A., Ghedira, K., 2007. Agent Based 
Dynamic Data Storage and Distribution in Data 
Warehouses. KES-AMSTA. 

Kolsi, N., Abdellatif, A., Ghedira, K., 2009. Data 
Warehouse Access using Multi-Agent System. 
Distributed and Parallel Database Journal. 

Litwin, W., Neimat, M. A., Schneider, D., 1994. RP*: A 
Family of Order-Preserving Scalable Distributed Data 
Structures, 20th Intl. Conf. On very Large Data Bases 
VLDB. 

Mahboubi, H., 2008. Optimisation de la performance des 
entrepôts de données XML par fragmentation et 
répartition, doctoral theses, University of Lumière 
Lyon 2. 

Zhao, J. Q., 2007. Formal design of data warehouse and 
OLAP systems. PhD thesis, Massey University, 
Palmerston North, New Zealand.  

Zhao, J., Ma., H., 2004. Quality-assured design of on-line 
analytical processing systems using abstract state 
machines. In Proceedings of the Fourth International 
Conference on Quality Software (QSIC), 
Braunschweig, Germany. 

Zhao, J., Schewe, K.-D., 2004. Using abstract state 
machines for distributed data warehouse design. In 
Conceptual Modelling. First Asia-Pacific Conference 
on Conceptual Modelling, vol. 31 of CRPIT, pp.49 –
58.Dunedin, New Zealand.  

214 Int'l Conf. Internet Computing and Big Data |  ICOMP'13  |



Opportunities and Challenges of Big Data Analytics 
 

Faruk Bagci 
Department of Computer 

Engineering 

Kuwait University 

Kuwait City, Kuwait 

dr.faruk.bagci@gmail.com 

 

 
Abstract 

 

 In the era of information explosion, enormous amounts 

of data have become available on hand to decision makers. 

Big data refers to datasets that grow so huge that they 

become difficult to handle using traditional tools and 

techniques. Due to the rapid growth of such data, solutions 

need to be studied and provided in order to handle and 

extract value and knowledge from these datasets. Such 

value can only be provided by using big data analytics, 

which is the application of advanced analytics techniques 

on big data. This paper aims to analyze the different 

methods and tools which can be applied to big data, as well 

as the opportunities provided and the challenges which 

much be faced. 
 

1. Introduction  
 

Imagine a world without data storage; a place where 

every detail about a person or organization, every 

transaction performed, or every aspect which can be 

documented is lost directly after use. Organizations would 

thus lose the ability to extract valuable information and 

knowledge, perform detailed analyses, as well as provide 

new opportunities and advantages. Data is an essential part 

of our lives, and the ability to store and access such data 

has become a crucial task which we cannot live without. 

Anything ranging from customer names and addresses, to 

products available, to purchases made, to employees hired, 

etc. has become essential for day to day continuity. Data is 

the building block upon which any organization thrives.  

Now imagine the extent of details and the surge of data 

and information provided nowadays through the 

advancements in technologies and the internet. With the 

increase in storage capabilities and methods of data 

collection, huge amounts of data have become easily 

available. Every second, more and more data is being 

created and needs to be stored and analyzed in order to 

extract value. Furthermore, data has become cheaper to 

store, so organizations need to get as much value as 

possible from the huge amounts of stored data. According 

to Gruenspecht [7], there has been a tremendous surge in 

the use of digital storage, as well as a drop in its price 

within the last twenty years. This has eliminated the 

requirement of clearing out previous data, increased the 

storage of metadata, or data about the data, as well as made 

backup storage a common practice against data loss. 

Additionally, companies and individuals possess more 

technologies and devices which create and capture more 

data in different categories. A single user nowadays, can 

own a desktop, laptop, smartphone, tablet, and more, where 

each device carries very large amounts of valuable data. 

Such sheer amounts of data need to be properly analyzed, 

and pertaining information should be extracted. Big data 

analytics is the operation of advanced analytic techniques 

on big data [14]. This paper will further examine the 

concept of big data analytics and how it can be applied on 

big data sets. The purpose of the paper is to discover some 

of the opportunities and challenges related to the field of 

big data, as well as the application of data analytics on big 

data.  

The paper is organized as follows. The first section 

explains big data in details, as well as the characteristics 

which define big data, and the importance of storing and 

analyzing such voluminous data. The second section 

discusses big data analytics, starting with the data analytics 

lifecycle, followed by the possible advanced data analytics 

methods. It will also take a look at the theories and 

methods, as well as the technologies and tools for needed 

for big data analytics. Finally, we will conclude the paper 

by analyzing the challenges related to big data, and the need 

for future research in the field.  

 

2. Big data  
 

The term “Big Data” has recently been applied to 

datasets that grow so large that they become awkward to 

work with using traditional on-hand database management 

tools. They are data sets whose size is beyond the ability of 

commonly used software tools and storage systems to 

capture, store, manage, as well as process the data within a 

tolerable elapsed time. Big data also refers to databases 

which are measured in terabytes and above, and are too 

complex and large to be effectively used on conventional 

systems [21]. Big data sizes are a constantly moving target, 

currently ranging from a few dozen terabytes to many 

petabytes of data in a single data set. Consequently, some 

of the difficulties related to big data include capture, 

storage, search, sharing, analytics, and visualizing. Today, 

enterprises are exploring large volumes of highly detailed 
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data so as to discover facts they didn’t know before [14]. 

Business benefit can commonly be derived from analyzing 

larger and more complex data sets that require real time or 

near-real time capabilities, however, this leads to a need for 

new data architectures, analytical methods, and tools. In 

this section, we will discuss the characteristics of big data, 

as well the issues surround storing and analyzing such data.  

 

2.1. Big data characteristics  
 

Big data is data whose scale, distribution, diversity, 

and/or timeliness require the use of new technical 

architectures, analytics, and tools in order to enable insights 

that unlock new sources of business value. Big data is 

characterized by three main features: volume, variety, and 

velocity. The volume of the data is its size, and how 

enormous it is. Velocity refers to the rate with which data is 

changing, or how often it is created. Finally, variety 

includes the different formats and types of data, as well as 

the different kinds of uses and ways of analyzing the data 

[2]. 

Data volume is the primary attribute of big data. Big 

data can be quantified by size in terabytes or petabytes, as 

well as even the number of records, transactions, tables, or 

files. Additionally, one of the things that makes big data 

really big is that it’s coming from a greater variety of 

sources than ever before, including logs, clickstreams, and 

social media. Using these sources for analytics means that 

common structured data is now joined by unstructured data, 

such as text and human language, and semi-structured data, 

such as XML or RSS feeds. There’s also data which is hard 

to categorize since it comes from audio, video, and other 

devices. Furthermore, multidimensional data can be drawn 

from a data warehouse to add historic context to big data. 

Thus, with big data, variety is just as big as volume. 

Furthermore, big data can be described by its velocity or 

speed. This is basically the frequency of data generation or 

the frequency of data delivery. The leading edge of big data 

is streaming data, which is collected in real-time the 

websites [14]. So now that we know what big data is and 

what characterizes big data, we start asking ourselves why 

we need to consider such data with all its volume, variety, 

and velocity. In the following section, we will take a look at 

the importance of managing such data, and why it has 

become a recent trend.  

 

2.2. Importance of managing big data  
 

According to Manyika, et al. [8], there are five broad 

ways in which using big data can create value. First of all, 

big data can unlock significant value by making 

information transparent and usable at a much higher 

frequency. Second of all, as organizations create and store 

more and more transactional data in a digital form, they can 

collect more accurate and detailed performance information 

on everything from product inventories to sick days. This 

can therefore expose variability in the data and boost 

performance.  

Third of all, big data allows a narrower segmentation of 

customers and therefore much more precisely tailored 

products or services to meet their needs and requirements. 

Fourth of all, sophisticated analytics performed on big data 

can substantially improve decision making. Finally, big 

data can also be used to improve the development of the 

next generation of products and services. For example, 

manufacturers are currently using data obtained from 

sensors which are embedded in products to create 

innovative after-sales service offerings such as proactive 

maintenance, which are preventive measures that take place 

before a failure occurs or is even noticed by the customer.  

Nowadays, along with the increasing ubiquity of 

technology comes the increase in the amount of electronic 

data. Only a few years ago, corporate databases tended to 

be measured in the range of tens to hundreds of gigabytes. 

Now, however, multi-terabyte (TB) or even petabyte (PB) 

databases have become normal. According to Longbottom 

[1], the World Data Center for Climate (WDDC) stores 

over 6PB of data overall and the National Energy Research 

Scientific Computing Center (NERSC) has over 2.8PB of 

available data around atomic energy research, physics 

projects and so on. These are only a couple of examples of 

the enormous amounts of data which must be dealt with 

nowadays. Furthermore, even companies such as Amazon 

are running with databases in the tens of terabytes, and 

companies which wouldn’t be expected to have to worry 

about such massive systems are dealing with databases with 

sizes of hundreds of terabytes. Additionally, other 

companies with large databases in place include telecom 

companies and service providers, as well as social media 

sites. For telecom companies, just dealing with log files of 

all the events happening and call logs can easily build up 

database sizes. Moreover, social media sites, even those 

that are primarily text, such as Twitter or Facebook, have 

big enough problems; and sites such as YouTube have to 

deal with massively expanding datasets. With such 

increasing amounts of big data, there arises an essential 

need to be able to analyze the datasets. Thus, big data 

analytics will be discussed in the subsequent section.  

 

3. Big data analytics  
 

Big data analytics is where advanced analytic 

techniques operate on big data sets. Analytics based on 

large data samples reveals and leverages business change. 

However, the larger the set of data, the more difficult it 

becomes to manage [14]. Sophisticated analytics can 

substantially improve decision making, minimize risks, and 

unearth valuable insights from the data that would 

otherwise remain hidden. Sometimes decisions do not 

necessarily need to be automated, but rather augmented by 

analyzing huge, entire datasets using big data techniques 

and technologies instead of just smaller samples that 
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individuals with spreadsheets can handle and understand. 

Therefore, decision making may never be the same. Some 

organizations are already making better decisions by 

analyzing entire datasets from customers, employees, or 

even sensors embedded in products [8]. In this section, we 

will discuss the data analytics lifecycle, followed by some 

advanced data analytics methods, as well as some possible 

tools and methods for big data analytics in particular.  

 

3.1. Advanced data analytics methods  
 

With the evolution of technology and the increased 

multitudes of data flowing in and out of organizations daily, 

there has become a need for faster and more efficient ways 

of analyzing such data. Having piles of data on hand is no 

longer enough to make efficient decisions at the right time. 

As Oueslati and Akaichi [20] acknowledged, the acquired 

data must not only be accurate, consistent, and sufficient 

enough to base decisions upon, but it must also be 

integrated and subject-oriented, as well as non-volatile and 

variant with time. New tools and algorithms have been 

designed to aid decision makers in automatically filtering 

and analyzing these diverse pools of data.  

Data analytics is the process of applying algorithms in 

order to analyze sets of data and extract useful and 

unknown patterns, relationships, and information [12]. 

Furthermore, data analytics are used to extract previously 

unknown, useful, valid, and hidden patterns and 

information from large data sets, as well as to detect 

important relationships among the stored variables [16]. 

Thus, analytics have had a significant impact on research 

and technologies, since decision makers have become more 

and more interested in learning from previous data, thus 

gaining competitive advantage [22]. Nowadays, people 

don’t just want to collect data, they want to understand the 

meaning and importance of the data, and use it to aid them 

in making decisions. Data analytics have gained a great 

amount of interest from organizations throughout the years, 

and have been used for many diverse applications. Some of 

the applications of data analytics include science, such as 

particle physics, remote sensing, and bioinformatics, while 

other applications focus on commerce, such as customer 

relationship management, consumer finance, and fraud 

detection [12].  

In this section, we will take a look at some of the most 

common data analytics methods. In order to fully grasp the 

concept of data analytics, we will take a look at some of the 

most common approaches as well as how they can be 

applied and what algorithms are frequently used. Three 

different data analytics approaches will be discussed: 

association rules, clustering, and decision trees.  

 

3.2. Association rules  
 

Association rules are one of the most popular data 

analytics tasks for discovering interesting relations between 

variables in large databases. It is an approach for pattern 

detection which finds the most common combinations of 

categorical variables [12]. Using association rules shows 

relationships between data items by identifying patterns of 

their co-occurrence [3]. Since so many various association 

rules can be derived from even a tiny dataset, the interest in 

such rules is restricted to those that apply to a reasonably 

large number of instances and have a reasonably high 

accuracy on the instances to which they apply to.  

Association rule analytics discover interesting 

correlations between attributes of a database by using two 

measures, support and confidence. Support is the 

probability that two different attributes occur together in a 

single event, or the frequency of occurrence, while 

confidence is the probability that when one attribute occurs, 

the other will also occur in the same event [4]. Association 

rules are normally used in business applications to 

determine the items which are usually purchased together 

[22]. An example of an association rule would be the 

statement that people who buy cars also buy CD’s 80% of 

the time, written as Car → CD. In this case the two 

attributes being associated are the car and the CD, while the 

confidence value is the 80% and the support value is how 

many times in the database both a car and a CD were 

bought together [3]. If a rule passes the minimum support 

then it is considered as a frequent rule, while rules which 

pass both support and confidence are considered strong 

rules.  

One of the most common algorithms for association rule 

analytics is the Apriori algorithm. Like most association 

rule algorithms, it splits the problem into two major tasks. 

The first task is frequent itemset generation, in which the 

objective is to find all the itemsets which satisfy the 

minimum support threshold and are thus frequent itemsets. 

The formula for calculating support is: 

     (  ⇒  )  
                              

                    
 

 

The second task is rule generation, in which the 

objective is to extract the high confidence, or strong, rules 

from the previously found frequent itemsets [19]. The 

formula for calculating confidence is: 
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Since the first step is computationally expensive and 

requires the generation of all combinations of itemsets, the 

Apriori algorithm provides a principle for guiding itemset 

generation and reducing computational requirements. The 

Apriori principle states that a subset of a frequent itemset 

must also be frequent. In this case, if an itemset is not 

frequent, then it will be discarded and will not be used as a 

subset for the generation of another itemset [5]. The 

algorithm uses a breadth first search strategy and a tree 
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structure, as shown in Figure 1, to count candidate itemsets 

efficiently. 

Each level in the tree contains all the k-itemsets, where 

k is the number of items in the itemset. For example level 1 

contains all 1-itemsets, level 2 all 2-itemsets, and so forth. 

Instead of ending up with so many itemsets through all 

possible combinations of items, the Apriori algorithm only 

considers the frequent itemsets. So in the first level, the 

algorithm calculates the support of each itemset. Frequent 

itemsets which pass the minimum support are taken to the 

next level, and all possible 2-itemset combinations are 

made only out of these frequent sets, while all others are 

discarded. Finally, rules are extracted from the frequent 

itemsets in the form of A → B (if A then B). The 

confidence for each rule is calculated, and rules which pass 

the minimum confidence are taken as strong rules.  

 

 
Figure 1: An itemset lattice [19] 

 

3.3. Clustering  
 

Data clustering is a technique which uses unsupervised 

learning, or in other words discovers unknown structures 

[12]. Clustering is the process of grouping sets of objects 

together into classes based on similarity measures and the 

behavior of the group. Instances within the same group are 

similar to each other, and are dissimilar to instances in 

other groups [4]. Clustering is similar to classification in 

that it groups data into classes; however the main difference 

is that clustering is unsupervised, and the classes are 

defined by the data alone, hence they are not predefined. 

Therefore, data to be analyzed is not compared to a model 

built from training data, but is rather compared to other data 

and clustered according to the level of similarity between 

them [3]. Several representations of clusters are depicted in 

Figure 5 [6]. 

Figure 2(a) portrays how instances fall into different 

clusters by partitioning the space to show each cluster. 

Some algorithms allow for one instance to belong to more 

than one cluster, so the diagram can lay out all the instances 

and draw overlapping subsets in a Venn diagram which 

represent each cluster as shown in Figure 2(b). 

Additionally, some clustering algorithms associate the 

instances with clusters probabilistically rather than 

categorically. As depicted in Figure 2(c), for every instance 

there is a probability, or a degree of membership, to which 

it belongs with each cluster. Furthermore, other clustering 

algorithms produce a hierarchical structure of clusters such 

that the top level the instance space is divided into a few 

clusters, each of which keeps dividing into its own sub-

cluster at the next level down. Elements which are joined 

together in clusters at lower levels are more tightly 

clustered than those joined together at higher levels. Such 

diagrams, as shown in Figure 2(d), are called dendrograms 

[6].  

 
Figure 2: Different Ways of Representing Clusters [6] 

 

The k-means algorithm is one of the most popular 

clustering techniques. The principle of k-mean is to assign 

members to the same group according to their score of 

similarity. It relies on a similarity or difference 

measurement to group relevant data values to the same 

cluster. K-means uses an iterative looping method to group 

data into a predetermined k number of clusters. If, for 

instance, k = 3 then that means we want to algorithms to 

return 3 different clusters of similar instances. Then, the k-

means algorithms starts the iterative process by randomly 

selecting k points from the raw data to represent the initial 

centroids, or center points, of the k cluster. So in our 

example, 3 random points will be selected as the initial 

representative centroids of the 3 clusters [13].  

Next, the similarity or distance measure chosen is used 

to assign each of the remaining data points to its most 

similar cluster. The Euclidean distance is the most 

commonly used proximity measure to calculate the distance 

between each data point and each centroid, and to assign 

the point to the nearest, or most similar, group which is the 

one closest in distance. The Euclidean distance between 

two n-dimensional points p and q, where p = (p1, p2,…,pn) 

and q = (q1, q2,…, qn), is calculated as follows: 

     (   )  √∑(     ) 
 

   

 

Subsequently, after assigning all the points to clusters, 

the algorithm calculates the average of each cluster and 

assigns that value to the new representative centroid. The 

previous steps are repeated, and each of the data points is 
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reassigned to the cluster of the nearest centroid. The new 

centroids are again calculated and the process continues 

iteratively until each cluster has a stable centroid and 

cluster members do not change their groups [10]. 

Furthermore, other stopping criteria, such as number of 

iterations or percentage of movement of members, can be 

set. The result of the k-means algorithm is a k number of 

similar clusters, where each data point is grouped with only 

one cluster based on its similarity to the other points in the 

cluster.  

 

3.4. Decision trees  
 

Another type of data analytics technique is the decision 

tree. Decision trees are used as predictive models to map 

observations about an attribute to conclusions about an 

attribute’s target value. A decision tree is a hierarchical 

structure of nodes and directed edges which consists of 

three types of nodes. The root node is a node with no 

incoming edges and zero or more outgoing edges to other 

nodes. An internal node is a node in the middle levels of the 

tree, and consists of one incoming edge and two or more 

outgoing edges. Finally, the leaf node has exactly one 

incoming edge and no outgoing edges, and is assigned a 

class label which provided the decision of the tree [15].  

Each of the tree’s nodes specifies a test of a certain 

attribute of the instance, and each descending branch from 

the node corresponds to one of the attribute’s possible 

values. An instance is classified by moving down the tree 

by starting at the root node, testing the attribute specified 

by that node, and moving down the branch which 

corresponds to the value of the given attribute to a new 

node. The same process is repeated at that node, until a leaf 

node providing a decision is finally reached [18].  

The C4.5 algorithm is a commonly used extension to the 

previously used ID3 algorithm. Like ID3, it is also built 

upon Hunt’s algorithm for decision tree induction. In 

Hunt’s algorithm, the decision tree is grown recursively by 

partitioning the training records into successively purer 

subsets. If all records at a certain node belong to the same 

class, then that node is declared a leaf node labeled with the 

name of the class. However, if the node contains records 

that belong to more than one class, an attribute test 

condition is selected to partition the records into smaller 

subsets. A child node is then created for each outcome of 

the test condition, and the records at the parent node are 

distributed to the children nodes based on their outcome. 

The algorithm is then recursively applied to each child node 

until all records in the training set of data have been 

classified, all attributes have been split upon, or a specified 

criterion has been met [15].  

C4.5 builds decision trees from data using the concept 

of information entropy. C4.5 chooses one attribute at each 

node in the tree which most effectively splits the set of 

sample data at the node into subsets enriched in a particular 

class. In other words, it chooses the attribute which 

provides the split with the highest information gain [17]. 

Therefore, at each node it calculates the information gain 

using the following formula, and makes its decision for the 

attribute split based on the highest result: 

                 ( )  (∑
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P is the parent node which is split into k partitions, and 

ni is the number of records in partition i. The entropy 

measures the homogeneity of a node. Entropy of 0 implies 

that all records belong to one class and provides the most 

information. The higher the entropy, the more records are 

distributed among classes, implying the least information 

[15]. The entropy is calculated as follows, where p(j/t) is 

the frequency of class j at node t: 
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The C4.5 algorithm differs from the ID3 algorithm in 

that it can handle both continuous and discrete attributes, as 

opposed to only handling discrete values, by creating a 

threshold and splitting the list of values into those who are 

greater than the threshold, and those who are less than or 

equal to it. Furthermore, C4.5 can handle data with missing 

attribute values by allowing them to be marked by a 

question mark, and not using them in entropy and gain 

calculations [9]. Finally, C4.5 also prunes the resulting 

trees by going back through the tree after its creation and 

removing useless branches of no help by replacing them 

with leaf nodes. This simplifies the tree, and removes 

unneeded checks and space [6].  

 

4. Big data analytics tools and methods  
 

Big data is too large to be handled by conventional 

means, and the larger the data grows, the more 

organizations purchase more powerful hardware and 

computational resources. However, the data keeps on 

growing and performance needs increase, but the available 

resources have a maximum capacity and capability. 

According to EMC [2], the MapReduce paradigm is based 

on adding more computers or resources, rather than 

increasing the power or storage capacity of a single 

computer; in other words, scaling out rather than scaling 

up. The fundamental idea of MapReduce is breaking a task 

down into stages and executing the stages in parallel in 

order to reduce the time needed to complete the task.  

Map Reduce is a parallel programming model which is 

suitable for big data processing. It is built on Hadoop, 

which is a concrete platform which implements 

MapReduce. In MapReduce, data is split into distributable 

chunks, which are called shards. The steps to process those 

chunks are defined, and the big data processing is run in 

parallel on the chunks. This model is scalable, in that the 

bigger the data processing becomes, or the more 
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computational resources are the required, the more 

machines can be added to process the chunks.  

The first phase of the MapReduce job is to map input 

values to a set of key/value pairs as output. Thus, 

unstructured data such as text can be mapped to a structured 

key/value pair, where, in this case, the key could be the 

word in the text and the value is the number of occurrences 

of the word. This output is then the input to the “Reduce” 

function. Reduce then performs the collection and 

combination of this output. So assuming we have millions 

of text documents and would like to count the occurrence of 

a certain word. The text documents would be divided upon 

several workers, or machines, which will perform parallel 

processing. These workers will act as mappers and map the 

desired word to the number of occurrences in the text 

documents given to it for processing in parallel. The 

reducers will then aggregate these counts, thus giving the 

total count in the millions of text documents.  

Hadoop is a framework for performing big data 

analytics which provides reliability, scalability, and 

manageability by providing an implementation for the 

MapReduce paradigm as well as gluing the storage and 

analytics together. Hadoop consists of two main 

components: the Hadoop Distributed File System (HDFS) 

for the big data storage, and MapReduce for big data 

analytics. The HDFS storage function provides a redundant 

and reliable distributed file system which is optimized for 

large files. Data is stored in replicated file blocks across the 

multiple Data Nodes, and the Name Node acts as a 

regulator between the client and the Data Node, directing 

the client to the particular Data Node which contains the 

requested data. Additionally, the data processing and 

analytics functions are performed by MapReduce which 

consists of a java API as well as software in order to 

implement the services which Hadoop needs to function. 

The MapReduce function within Hadoop depends on two 

different nodes: the Job Tracker and the Task Tracker 

nodes. The Job Tracker nodes are the ones which are 

responsible for distributing the Mapper and Reducer 

functions to the available Task Trackers, as well as 

monitoring the results. On the other hand, the Task Tracker 

nodes actually run the jobs and communicate results back 

to the Job Tracker. That communication between nodes is 

often through files and directories in HDFS so inter-node 

communication is minimized. 

Figure 3 shows how the MapReduce nodes and the 

HDFS work together. At step 1, there is a very large dataset 

including log files, sensor data, or anything of the sorts. 

The HDFS stores replicas of the data, represented by the 

blue, yellow, beige, and pink icons, across the Data Nodes. 

In step 2, the client defines and executes a map job and a 

reduce job on a particular data set, and sends them both to 

the JobTracker. The Job Tracker then distributes the jobs 

across the Task Trackers in step 3. The TaskTracker runs 

the mapper, and the mapper produces output that is then 

stored in the HDFS file system. Finally, in step 4, the 

reduce job runs across the mapped data in order to produce 

the result.  
 

 
Figure 3: MapReduce and HDFS [2] 

 

5. Big Data Challenges  
 

Several issues will have to be addressed in order to 

capture the full potential of big data. Policies related to 

privacy, security, intellectual property, and even liability all 

need to be addressed in a big data world. Organizations 

need to put the right talent and technology in place, as well 

as additionally structure workflows and incentives to 

optimize the use of big data. Access to data is critical, and 

companies will need to increasingly integrate information 

from multiple data sources, often from third parties or 

different locations. Furthermore, questions on how to store 

and analyze data with volume, variety, and velocity have 

arisen, and current research lacks the capability for 

providing an answer. Consequently, the biggest problem 

has become not only the sheer volume of data, but the fact 

that the type of data companies must deal with is changing. 

In order to accommodate for the change in data, the 

approaches for storing data have changed throughout the 

years. Data storage started with data warehouses, data 

marts, data cubes, and then moved on to master data 

management, data federation and other techniques such as 

in-memory databases. However, database suppliers are still 

struggling to cope with enormous amounts of data, and the 

emergence of interest in big data has led to a need for 

storing and managing such large amounts of data.  

Several consultants and organizations have tried coming 

up with solutions in order to be able to store and manage 

big data. Thus, Longbottom [1], recommends that 

organizations carefully research the following aspects 

regarding suggested big data solutions before adopting one:  

• Can this solution deal with different data types, 

including text, image, video and sound?  

• Can this solution deal with disparate data sources, both 

within and outside of the organization's environment?  

• Will the solution create a new, massive data 

warehouse that will only make existing problems worse, or 

will it use metadata and pointers to minimize data 

replication and redundancy?  
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• How can, and will, the solution present findings back 

to the organization, and will this only be based on what has 

already happened, or can it predict with some degree of 

certainty what may happen in the future?  

• How will the solution deal with back-up and restore of 

data? Is it inherently fault tolerant and can more resource 

easily be applied to the system as required?  

Thus, from the challenges of big data is finding or 

creating a solution which meets the above criteria in regards 

to the organization.  

 

6. Conclusion  
 

In this paper we examined the concept of big data, as 

well as some of its different opportunities and challenges. 

In the first section of the paper, we discussed big data in 

general, as well as some of its common characteristics. 

After looking at the importance of big data and its 

management within organizations, and the value it can add, 

we discussed big data analytics as an option for data 

management and the extraction of essential information 

from such large amounts of data. Association rules, 

clustering, and decision trees were covered.  However, with 

enormous amounts of data, performing typical analytics is 

not enough. Thus, in the following section, we discussed 

Hadoop which consists of the HDFS and MapReduce. This 

facilitates the storage of big data as well as parallel 

processing. Finally, we covered the challenges which arise 

when dealing with big data, and still need further research. 

Future research can include applying the big data analytics 

methods discussed on real business cases within 

organizations facing big data problems. Furthermore, the 

challenges related to big data previously discussed can be 

tackled or studied in more detail. Thus, we have seen that 

big data is a very important concept nowadays with comes 

with many opportunities and challenges. Organizations 

need to seize these opportunities and face the challenges in 

order to get the most value and knowledge out of their 

massive data piles.  
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Abstract— Collaborative filtering (CF) is an effective tech-
nique addressing the information overload problem, where
each user is represented as a set of rating scores on items.
Given a target user, conventional CF algorithms measure
similarity between two users by utilizing each pair of rating
scores on common rated items but discarding scores rated
by either of them. In this paper, we called the former asdual
ratingswhile the latter assingular ratings. Our experiments
show that only about 10% ratings are dual ones and can be
used for similarity evaluation while the left 90% are singular
ones and discarded. For making full use of the limited data
resource, in this paper, we present SingCF, which attempts
to incorporate singular ratings for accuracy improvement of
CF algorithms. In particular, we first estimate the unrated
scores for singular ratings and transform them into dual
ones. Then we perform a CF process to discover neighbor-
hood users and make predictions for each user. Experiments
in comparison with the state-of-the-art methods demonstrate
the promise of our approach.

Keywords: Collaborative Filtering, Ranking-Oriented CF, Rec-
ommender Systems

1. Introduction
Ever since the thriving of the Web, the world has been

flooded with an overwhelming amount of information, which
represents one of today’s major challenges on the Web. As
an effective technique addressing the problem, recommender
systems attempt to make predictions and recommendations
based on a large collection of users’ historical ratings,
and become a de facto standard and must-own tool for
e-commerce to promote business and help customers find
products [1]. Prominent examples include eBay, Amazon,
Last.fm, Netflix, Facebook, and LinkedIn.

Collaborative filtering (CF) is one of the most successful
approaches to build recommender systems. CF algorithms
are based on the assumption that users will rate or act on
other items similarly if they have rated items similarly or
had similar behaviors [2], [3]. CF utilizes the user-item
rating matrix to make predictions and recommendations,
avoiding the need of collecting extensive information about
items and users. In addition, CF can be easily adopted

in different recommender systems without requiring any
domain knowledge [4].

Given the effectiveness and convenience, many CF meth-
ods have been proposed, which fall into two categories:
memory-based [3], [5], [4], [6] and model-based [7], [8],
[9], [10]. Memory-based methods make predictions based
on similarities between users or items, while model-based
methods estimate or learn a model to make predictions.

In this study, we focus on memory-based CF. In com-
parison with model-based CF, memory-based algorithms are
relatively easy to implement with strong robustness and
comparable effectiveness [11]. Besides, many commercial
systems such as Amazon.com are memory-based.

Memory-based CF algorithms can be rating-oriented or
ranking-oriented [6]. Rating-oriented methods predict rating
scores for items based on users’ historical rating scores on
items, while ranking-oriented techniques predict a ranking
of items based on users’ preferences on items.

Generally, memory-based CF, either rating-oriented or
ranking-oriented, works in the following two phases: (I)
discovery of neighborhood users and (II) prediction for
recommendation. For each user, Phase I discovers a set
of most similar users as the neighborhood users, based on
which Phase II predicts rating scores or preferences on items
for recommendation purpose.

In existing memory-based CF algorithms, each user is
represented as a set of scores on rated objects, either items
or preferences. Phase I measures similarity between users
by utilizing each pair of rating scores on common rated
objects but discarding scores rated by either of them. In this
paper, we called the former asdual ratingswhile the latter
assingular ratings.

For example, Pearson correlation coefficient [3], [12], a
widely used similarity measure in rating-oriented CF, is
based on two users’ rating scores on the set of common items
[3], [5]. Kendall tau correlation coefficient [13], a popular
similarity measure in ranking-oriented CF, is based on two
users’ preferences on the same set of items [4], [6].

Our experimental results on two movie rating datasets
show that only about 10% ratings are dual ones and can
be used for similarity evaluation in CF algorithms, while
the left 90% are singular ones and discarded. Since data
sparsity is one of the most acute challenges in CF [14], it
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merged to be an important issue to explore a practical way
of making full use of the limited data resource, especially
the singular ratings.

In light of this, in this study, we present SingCF, which
attempts to incorporate singular ratings for accuracy im-
provement of CF algorithms. In particular, we first esti-
mate the unrated scores for singular ratings and transform
them into dual ones. Then we perform a CF process to
discover neighborhood users and make predictions for each
user. Besides, we prove the equivalence of the similarity
measure and the prediction formula between rating-oriented
and ranking-oriented CF algorithms, with which ranking-
oriented algorithms can be directly built based on rating-
oriented techniques. Then we implement two versions of
our SingCF algorithms for validation, a rating-oriented and a
ranking-oriented. Experiments in comparison with the state-
of-the-art methods demonstrate the promise of our approach.

Why can SingCF achieve improvement in recommendation
accuracy?Among the additional data introduced by SingCF,
half of them are the ground truth scores rated by users,
i.e., the singular ratings. Besides, the mean error of the
estimated scores in the other half group are quite low, which
is only less than 20% higher than that of the final predictions.
Resulting from the additional high-quality data, SingCF can
achieve more accurate performance.

The effectiveness of SingCF can be understood from
another perspective. The unrated ratings of the singular
ones are the missing values. Data cleaning is an essential
technique in data mining, and one possible step is to attempt
to fill in the missing values automatically with a measure of
central tendency [15]. SingCF proposes an effective method
to fill in the missing values for singular ratings and effects
on predicting accuracy, as it would for recommendation
accuracy.

We make the following contributions. (1) We propose
SingCF, a collaborative filtering algorithm which incorpo-
rates singular ratings for making full use of the limited
data resource and improving recommendation accuracy. (2)
We prove the equivalence of the similarity measure and
the prediction formula between ranking-oriented and rating-
oriented CF, with which ranking-oriented algorithms can be
directly built based on rating-oriented techniques.

The rest of the paper is organized as follows. Section 2
reviews the related work. Section 3 presents the preliminaries
on memory-based collaborative filtering. Section 4 proposed
the SingCF algorithm. Section 5 reports the experimental
results. Section 6 concludes the paper.

2. Related Work
Given the effectiveness and convenience, many collabo-

rative filtering (CF) algorithms have been proposed, which
fall into two categories: memory-based or model-based.
Memory-based methods make predictions based on similar-

ities between users or items, while Model-based methods
estimate or learn a model to make predictions.

2.1 Memory-based CF
Memory-based CF algorithms can be rating-oriented or

ranking-oriented. Rating-oriented methods recommend items
for users based on their historical rating scores on items.
The user-based paradigm [3], [5] is more common, which
estimates the unknown ratings of a target user based on
the ratings by a set of neighboring users that tend to rate
similarly to the target user. In the item-based paradigm
[16], [17], item-item similarity is used to select a set of
neighboring items that have been rated by the target user
and the ratings on the unrated items are predicted based on
his ratings on the neighboring items. Since the number of
items is usually much less than the number of users in most
applications, item-item similarities are less sensitive to the
data sparsity problem.

Ranking-oriented methods are able to capture the pref-
erence similarity between users even if their rating scores
differ significantly. Recently, the formulation of recommen-
dation problem is shifting away from rating-oriented to
ranking-oriented [18]. EigenRank [4] measured the sim-
ilarity between users with Kendall tau rank correlation
coefficient for neighborhood selection, predicted the relative
preferences of items with the preference function, and ag-
gregated these preferences into a total ranking. VSRank [6]
introduced a novel degree-specialty weighting scheme to
ranking-oriented CF based on vector space model.

Many commercial systems such as Amazon.com are
memory-based since they are relatively easy to implement
with strong robustness and comparable effectiveness [11].
In this study, we focus on memory-based CF, incorporating
singular ratings to seek accuracy improvement of CF algo-
rithms.

2.2 Model-based CF
Model-based CF algorithms can also be classified into

rating-oriented and ranking-oriented. As a conventional CF
paradigm, many rating-oriented algorithms have been pro-
posed. For example, Shani et al. [7] used a Markov de-
cision processes (MDPs) model for recommender systems,
which viewed the recommendation process as a sequential
optimization problem. Si and Jin [8] presented a flexible
mixture model (FMM) for collaborative filtering. FMM is an
extension of partitioning/clustering algorithms, which clus-
ters both users and items together simultaneously without
assuming that each user and item should only belong to a
single cluster. Comprehensive surveys of rating-oriented CF
can be found in [19], [20], [14].

As a new CF paradigm, Ranking-oriented techniques also
received attentions recently. For example, Weimer et al.
[9] used maximum margin matrix factorization to optimize
ranking of items for collaborative filtering. Liu et al. [10]
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adopted a probabilistic latent preference analysis model
that made ranking predictions by directly modeling user
preferences with respect to a set of items rather than the
rating scores on individual items. Rendle et al. [21] proposed
a Bayesian probabilistic model for personalized ranking from
implicit feedback. Sun et al. [22] defined novel content-based
and rating-oriented meta-level features, and adapted learning
to rank to hybrid recommender systems.

3. Memory-based Collaborative Filter-
ing

Memory-based collaborative filtering (CF) algorithms can
be classified into two categories: rating-oriented and ranking-
oriented.

3.1 Rating-Oriented CF

Let U be a set of users andI be a set of items. In a
recommender system, each useru ∈ U rates scores on a set
of items Iu ⊆ I, and each itemi ∈ I is rated by a set of
usersUi ⊆ U . Let Rm×n be a user-item rating matrix with
m users andn items, where each elementru,i ∈ N is the
rating score of the itemi with respect tou, andN is the
natural number set indicating different relevance scores.ru

is the mean score of useru over all the items rated byu.
For a target useru, a set of neighborhood usersNu ⊂ U are
selected according to their similarity tou, based on which
the rating scores on the unrated items are predicted.

Rating-oriented CF recommends items based on historical
rating scores of items. User-user paradigm is a widely
model for rating-oriented CF, where the Pearson correlation
coefficient is used to evaluate the similaritysu,v between
two usersu andv with their normalized ratings on the set
of common itemsIu,v = Iu ∩ Iv:

su,v =

∑

i∈Iu,v

(ru,i − ru)(rv,i − rv)

√

∑

i∈Iu,v

(ru,i − ru)2
√

∑

i∈Iu,v

(rv,i − rv)2
(1)

The rating of itemi for useru can be predicted by the
scores ofi rated by a set of neighborhood usersNu of u:

r
(P )
u,i = ru +

∑

v∈Nu

su,v(rv,i − rv)

∑

v∈Nu

su,v

(2)

Item-item paradigm is an alternative model for rating-
based CF, where the similarity between items can also be
measured with Pearson correlation coefficient. The rating of
item i for useru can be predicted by the scores of a set of

neighborhood itemsIu of i rated byu:

r
(P )
u,i =

∑

j∈Iu

si,jru,i

∑

j∈Iu

si,j

(3)

3.2 Ranking-Oriented CF
Ranking-oriented CF predicts users’ preference ranking

on items to make recommendations based on their relative
preferences on common pairs of items [4], [6].

In ranking-oriented CF, Kendall tau correlation coefficient
[13] is a common measure for evaluating similarity between
two users based on users’ preference scores on the same set
of the pairwise preferences on items:

su,v =
Nc − Nd

1
2k(k − 1)

(4)

whereNc andNd are the numbers of the concordant pairs
and discordant pairs respectively, andNc +Nd = 1

2k(k−1).
Let pu,(i,j) ∈ {+1,−1} be the preference function, where

pu,(i,j) = +1 indicates useru prefers itemi to j while
pu,(i,j) = −1 indicatesu prefersj to i, formally:

pu,(i,j) =

{

+ 1, if ru,i > ruj

− 1, if ru,i < ruj

(5)

Let Nu,(i,j) is the set of neighborhood users ofu who hold
certain preferences on the pair of itemsi andj. For useru,
the preference on a pair of items(i, j) can be predicted with
a preference functionΨu(i, j) as follows.

Ψu(i, j) =

∑

v∈Nu,(i,j)

su,vpu,(i,j)

∑

v∈Nu,(i,j)

su,v

(6)

Based on the predicted pairwise preferences, a total rank-
ing of items for useru can be obtained by applying a
preference aggregation algorithm.

4. The SingCF Algorithm
In this section, we first investigate the equivalence be-

tween two paradigms of CF algorithms, rating-oriented and
ranking-oriented. Then we mainly introduce our algorithm
SingCF based on rating-oriented CF. The ranking-oriented
version of SingCF can be easily implemented resulting from
the equivalence between two CF paradigms.

4.1 Ranking-Oriented CF vs. Rating-Oriented
CF

In ranking-oriented CF, each useru is represented as a
set of relative preferences on pairs of items. In this study
we propose another representation based on user-(item-item)
preference matrix, which is defined as follows:
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Definition 1: Let Rm×n be the user-item score matrix
with m users andn items. The matrixPm×n(n−1) is called
a user-(item-item) preference matrix with m users and
n(n − 1) preferences on all possible pairs of items, where
each elementpu,(i,j) = {+1,−1} indicates the preference
of the target useru on the pair of itemsi and j, as shown
in Equation(5).

According the definition of the user-(item-item) prefer-
ence matrixPm×n(n−1), the following corollary is satisfied:

Corollary 1: The average rating scores of each user is 0,
formally ∀u ∈ U : pu = 0.

Since for each useru ∈ U who has rated a pair of items
i andj, pu,(i,j) + pu,(j,i) = 0, and thus Corollary 1 holds.

Theorem 1: The ranking-oriented similarity measure of
the Kendall tau correlation coefficient based on the common
preference sets is equivalent to the Pearson correlation
coefficient based on the representation of the user-(item-
item) preference matrix.

Proof: According to the definition of the user-(item-
item) preference matrixPm×n(n−1), p2

u,(i,j) = 1.
Let IC be the set of items where bothu andv hold certain

preference on each pair of items, formally,IC ⊆ Iu,v ∧
∀i, j ∈ IC → pu,(i,j)pv,(i,j) 6= 0. Based on Corollary 1, the
Pearson correlation coefficient (Equation 1) can be rewritten
as follows:

su,v =

∑

i,j∈IC

(pu,(i,j) − pu)(pv,(i,j) − pv)

√

∑

i,j∈IC

(pu,(i,j) − pu)2
√

∑

i,j∈IC

(pv,(i,j) − pv)2

=

∑

i,j∈IC

pu,(i,j)pv,(i,j)

√

∑

i,j∈IC

p2
u,(i,j)

√

∑

i,j∈IC

p2
v,(i,j)

=

∑

i,j∈IC

pu,(i,j)pv,(i,j)

k(k − 1)

For a target pair of items(i, v) and two usersu and v,
pu,(i,j)pv,(i,j) can be considered as an indicator function,
such that it is equal to+1 if the preference on itemsi and
j is concordant in usersu andv while −1 if the preference
is discordant. Formally,

pu,(i,j)pv,(i,j) =

{

+1, if (ru,i − ru,j)(rv,i − rv,j) > 0

−1, if (ru,i − ru,j)(rv,i − rv,j) < 0

Thus the sum ofpu,(i,j)pv,(i,j) for all possible item pairs
is 2(Nc − Nd), andsu,v can be rewritten as follows:

su,v =
2(Nc − Nd)

k(k − 1)
,

which is equivalent to the Kendall tau correlation coefficient
based on the common preference sets (Equation 4).

Theorem 2: The ranking-oriented prediction formula
based on the common preference sets is equivalent to the
rating-oriented prediction formula based on the representa-
tion of the user-(item-item) preference matrix.

Proof: Based on Corollary 1, the rating-oriented pre-
diction formula based onPm×n(n−1) (Equation 2) can be
rewritten as follows:

r
(P )
u,(i,j) = ru +

∑

v∈Nu

su,v(rv,(i,j) − rv)

∑

v∈Nu

su,v

=

∑

v∈Nu

su,vrv,(i,j)

∑

v∈Nu

su,v

,

which is the very formula of the rating-oriented prediction
formula based on the common preference sets (Equation 6).

Besides, for memory-based algorithms, ranking-oriented
CF performs same as rating-oriented CF, where a set of
most similar users are discovered as the neighborhood
users, based on which the scores/relationships of the unrated
items/preferences are predicted for recommendation.

Thus, a ranking-oriented CF is equivalent to a rating-
oriented CF based on user-(item-item) preference matrix.

In this section, we mainly introduce our algorithm SingCF
based on the rating-oriented CF. The ranking-oriented ver-
sion can be easily implemented resulting from the equiva-
lence of the similarity measure and the prediction formula
between ranking-oriented and rating-oriented CF algorithms.

4.2 Estimation for Singular Rating
In existing memory-based CF algorithms, the similarity

between users is evaluated by withdual ratings without
considering anysingular one. The dual ratings are pairs of
scores on certain items rated by a pair of users, and the
singular ratings are scores rated by either of two users.

Definition 2: Let Iu and Iv be two sets of items
rated by useru and v respectively. LetIu,v = Iu ∩
Iv = {i1, i2, . . . , ik} be the common set of items
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rated by usersu and v. All pairwise rating scores
rated by u and v on Iu,v are called dual ratings,
i.e., {(ru,i1 , rv,i1 ), (ru,i2 , rv,i2), . . . , (ru,ik

, rv,ik
)}. The rat-

ing scores rated byu on itemsIu\Iu,v and those byv on
Iv\Iu,v are calledsingular ratings.

Example 1: Let{i1, i2, i3, i4} be four items. Let{u, v} be
two users, where their rating scores are listed as follows:

{

ru,i1 = 0,ru,i2 = 1, ru,i3 = 2.

rv,i2 = 3, rv,i3 = 4, rv,i4 = 5.

According to our definitions,(ru,i2 , rv,i2) = (1, 3) and
(ru,i3 , rv,i3) = (2, 4) are dual ratings. ru,i1 = 0 and
rv,i4 = 5 are singular ones.

For incorporating singular ratings, a most straightforward
way is to estimate their corresponding unrated scores and
transform the singular ratings into dual ones. In Example 1,
rv,i1 andru,i4 are corresponding unrated scores ofru,i1 and
rv,i4 respectively.

In doing this, accurate estimation is very important in
SingCF, which can avoid introducing plenty of noises into
the rating matrixR.

In this study, we fully consider the historical rating scores
assigned by the target useru to items Iu, and the scores
assigned by usersUi to the target itemi:

r̂u,i = ru +

∑

v∈Ui

(rv,i − rv)

|Ui|
(7)

r̃u,i =

∑

i∈Iu

ru,i

|Iu|
= ru (8)

In particular, Equations (7) and (8) are special cases of
Equations (2) and (3) respectively, where all usersUi who
have ratedi are considered as the neighborhood users ofu,
all itemsIu rated byu as the neighborhood items ofi, and
all similarities are 1.

In SingCF, we linearly combinêru,c and r̃u,c to estimate
the unrated ratings for singular data:

r
(E)
u,i =α · r̂u,i + (1 − α) · r̃u,i

=α ·









ru +

∑

v∈Ui

(rv,c − rv)

|Ui|









+ (1 − α) · ru

=ru + α ·

∑

v∈Ui

(rv,i − rv)

|Ui|

(9)

where Ui is the set of users who has ratedi, α is a real
number and0 ≤ α ≤ 1.

A very interesting observation is that Equation (9) is very
similar to Equation (2), where the first part measures the
average scores assigned byu, and the second part evaluates
the quality ofi, whether its rating is higher than the average
score or lower. These two equations are the same when the
following conditions hold:

• The similarity betweenu and each user who has rated
i is “1”, formally, ∀v ∈ Ui : su,v = 1.

• Each user who has ratedi is considered as a neigh-
borhood user ofu, formally, ∀v ∈ Ui : v ∈ Nu, and
Nu ≡ Ui.

• The parameterα in Equation (9) is “1”.

The first two conditions are easily understood. We have
no prior knowledge on similarity between users, and have
to assign each to “1”. Thus each user who has ratedi is
considered as a neighbor ofu.

Since not all of users inUi are similar to the target user
u, we lack full confidence on the quality estimation oni,
andα can be regarded as aconfidence rate.

Thus if the first two conditions are satisfied, Equation (9)
generalizes (2), and they are the same if the confidence rate
α = 1.

Similarly, for ranking-oriented CF, letU(i,j) be is the set
of users who hold certain preferences on itemsi andj, i.e.,
U(i,j) ⊆ Ui ∩Uj ∧ ∀u ∈ U(i,j) → pu,(i,j) 6= 0. According to
Corollary 1, for each user,pu = 0. The estimating formula
of Equation (9) can be rewritten as follows:

f(U(i,j)) = α ·

∑

v∈U(i,j)

pv,(i,j)

|U(i,j)|
(10)

f(U(i,j)) returns a real number while the preference oni, j

should be+1 or −1. Let θ be a threshold where0 ≤ θ ≤ 1.
The preference on(i, j) can be estimated as follows:

p
(E)
u,(i,j) =

{

+ 1, if f(U(i,j)) > θ

− 1, if f(U(i,j)) < −θ
(11)

4.3 Discussion
The effectiveness of SingCF can be understood from the

following two perspectives.

• Utilizing additional high-quality data. Among the
additional data introduced by SingCF, half of them are
the ground truth scores rated by users, i.e., the singular
ratings. Besides, the mean error of the estimated scores
in the other half group are quite low, which is only
less than 20% higher than that of the final predictions.
Resulting from the additional high-quality data, SingCF
can achieve more accurate performance.

• Data cleaning. The unrated ratings of the singular ones
are the missing values. Data cleaning is an essential
technique in data mining, and one possible step is to
attempt to fill in the missing values automatically with
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a measure of central tendency [15]. SingCF proposes
an effective method to fill in the missing values for
singular ratings and effects on predicting accuracy, as
it would for recommendation accuracy.

Thus SingCF works in three phases: (I) data cleaning, (II)
neighbor discovery and (III) rating prediction. First of all,
Phase I estimates the unrated rating scores and transforms
singular ratings into dual ones. Then for each user, Phase
II discovers a set of most similar users as the neighborhood
users. Then Phase III makes predictions and recommenda-
tions based on the rating scores of the neighborhood users.

5. Experiments
We used MovieLens1, a real movie rating datasets in

our experiments. In our experiments, we randomly selected
80% rated items for training and used the remaining 20%
for testing. In order to guarantee that there are adequate
number of common rating items between each neighborhood
user and the target user, we filtered those users who have
rated less than 50 items. We ran each algorithm 5 times and
reported the average performance.

5.1 Rating-Oriented CF
For rating-oriented collaborative filtering (CF), we used

two standard evaluation criterions, Mean Absolute Error
(MAE) and Root Mean Squared Error (RMSE), to evaluate
our algorithm.

MAE is the most widely used evaluation metric in CF
research literature. LetRT be the test data, where each
elementr(T )

u,i ∈ RT is the score assigned by useru to item
i. MAE computes the average of the absolute difference
between the predictions and true ratings:

MAE =

∑

r
(T )
u,i

∈RT
|r

(T )
u,i − r

(P )
u,i |

|RT |

RMSE is another popular metric, which was used in the
Netflix prize2 for movie recommendation performance:

RMSE =

√

√

√

√

∑

r
(T)
u,i

∈RT

(

r
(T )
u,i − r

(P )
u,i

)2

|RT |

We chose a conventional user-based CF method as our
comparison partner, which measured similarity between
users using the Pearson correlation coefficient, predicted
ratings using Equation (2). Our implementation of SingCF
was based on the conventional CF. A direct comparison of
the two will provide valuable and irreplaceable insights.

Table 1 shows the performance comparisons under the
MAE and RMSE measures. From the table we can see that
our proposed SingCF algorithm can achieve significant ac-
curacy improvement, resulting from effectively incorporate
singular ratings.

1http://www.grouplens.org/
2http://www.netflixprize.com/

Table 1: Performance comparison on MovieLens
Algorithm MAE RMSE

CF 0.8199 1.0546
SingCF 0.8798 3.8339

5.2 Ranking-Oriented CF
For ranking-oriented CF, the wildly used measure is the

Normalized Discounted Cumulative Gain (NDCG) [23] met-
ric, which is popular in information retrieval for evaluating
ranked document results.

In the context of collaborative filtering, item ratings
assigned by users can naturally serve as graded relevance
judgements. Specifically, the NDCG metric is evaluated over
some numbern of the top items on the ranked item list. Let
U be the set of users andru,p be the rating score assigned
by useru to the item at thepth position of the ranked list
from u. The average NDCG at thenth position with respect
to all usersU is defined as follows.

NDCGavg@n =
1

|U |

∑

u∈U

Zu

n
∑

p=1

2ru,p − 1

log(1 + p)

The value of NDCG ranges from 0 to 1. A higher
value indicates better ranking effectiveness. NDCG is very
sensitive to the ratings of the highest ranked items. This is
modeled by the discounting factorlog(1 + p) that increases
with the position in the ranking. This is a highly desirable
characteristic for evaluating ranking quality in recommender
systems. This is because, just as in Web search, most users
only examine the first few items from the recommended list.
The relevance of top-ranked items are far more important
than other items [4].

We used EigenRank [4], a state-of-the-art ranking-based
CF algorithm, as our main comparison partner. Our imple-
mentation of SingCF was based EigenRank. A direct com-
parison of the two will provide valuable and irreplaceable
insights. Besides, we also used CoFiRank, another state-
of-the-art ranking-based collaborative filtering algorithms as
our comparison partner. In particular, EigenRank measured
similarity between users with Kendall tau rank correlation
coefficient for neighborhood selection, predicted pairwise
preferences of items with a preference function, and aggre-
gated the predicted preferences into a total ranking with a
greedy algorithm. CoFiRank used Maximum Margin Matrix
Factorization and employed structured output prediction
to directly optimize ranking scores instead of ratings. In
addition, we also included comparisons with UPR, a con-
ventional user-based CF method, which measured similarity
between users using the Pearson correlation coefficient,
predicted ratings using Equation (2), and then ranked the
items for each user according to their predicted rating scores
for the purpose of obtaining a ranking of items.

Figure 1 shows the performance comparisons under
the NDCG measure. From the figure we can see that
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Fig. 1: Performance comparison on MovieLens.

our proposed SingCF outperformed all comparison part-
ners. In particular, SingCF achieved the best performances
on NDCG@3–5, and the second best performances on
NDCG@1–2, only slightly lower than CoFiRank but sig-
nificantly higher than EigenRank and UPR.

6. Conclusion
In this paper, we have proposed SingCF, a collaborative

filtering (CF) algorithm which incorporates singular ratings
for making full use of the limited data resource and improv-
ing recommendation accuracy. In particular, we first estimate
the unrated ratings and transform the singular ratings into
dual ones. Then we perform the CF process to discover
neighborhood users and make predictions for recommenda-
tions. There are two paradigms for CF algorithms: rating-
oriented and ranking-oriented. In this paper we prove the
equivalence between the two paradigms, based on which
we also provide two versions of SingCF for rating-oriented
and ranking-oriented CF. Experiments have validated the
effectiveness of our algorithm.

There are several interesting directions for future work.
Firstly, we plan to perform a systematic study on SingCF,
investigating the various factors that may affect its perfor-
mance. Secondly, it is very interesting to study other possible
formulae for estimating the unrated ratings for singular data.
Last but not least, the proposed algorithm is not limited to
ranking-based CF, and we plan to adapt it to model-based
CF and examine its effectiveness.
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Abstract - Cloud computing provides 

the benefits of scalability, agility, 

reliability, security, performance, and 

maintenance to enterprises and has 

emerged to become a reality. While cloud 

computing brings in many benefits it also 

introduces several security issues. One of 

the most serious security issues is the side 

channel attacks which are attacks based on 

information gained from the physical 

implementation of a machine. In this 

paper, we aim at providing a platform to 

prevent various types of side channel 

attacks, e.g., cache-based and timing 

attacks. 
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1  Introduction 

1.1 Background 
 

Cloud Computing has been a buzzword 

for the pass few years. The concept 

combined technologies in networking and 

computing to provide various services to 

individuals and organizations. Services 

like SaaS (Software as a Service), Uaas 

(Utility as a Service), Iaas (Information as 

a Service), PaaS (Platform as a Service) 

and others are among those people are 

talking about. From the IT’s point of view, 

it offers an approach to expand capacity 

and capability without investing in new 

equipment, hiring new personnel, training 

staff, and licensing new software and adds 

up to the most important business goal, 

i.e., cost reduction. In fact, some services 

like SaaS and PaaS have been out for 

some time and new services are kept 

coming. For example, Amazon’s Elastic 

Compute Cloud (EC2) [1], Microsoft’s 

Azure Service Platform [2], Google’s App 

Engine [3], and HP’s HP Cloud Services 

[4].  

 

The technology supports behind cloud 

computing is not new at all. Two major 

ones are hardware virtualization and grid 

computing. Grid is a type of parallel and 

distributed system that enables the sharing, 

selection, and aggregation of distributed 

resources at runtime. Hardware 

virtualization creates a virtual machine 

(VM) acting like a real computer running 

some operating system on top of a 

physical computer to host a user’s 

application. The software or firmware 

which performs the virtualization is call 

virtual machine monitor (VMM) or 

hypervisor, e.g., Xen [6] and VMware [7]. 

 

1.2 Side Channel Attacks in a 

Cloud 
 

Original from cryptography, a side 

channel attack is any attack based on 

information gained from the physical 

implementation of a cryptosystem, rather 

than brute force or the theoretical 

weakness of the algorithm [25]. The term 

has been extended to apply to any 

computing system now. Common side 

channel attacks can be divided into the 

following categories: 

 

 Timing Attack 

 Power Consumption Attack 
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 Electromagnetic Attack 

 Acoustic Cryptanalysis 

 Differential Fault Analysis 

In a cloud environment, we believe that 

only timing attack and differential fault 

analysis need to be paid attention to. In 

fact, there have been some research works 

done based on these two types of attacks 

in the past few years. We describe two of 

such works below. 

 

1.2.1 Co-Residence Related 

Attacks 
 

In [9], authors used the Amazon EC2 as a 

case study to demonstrate possible side 

channel attacks in a cloud computing 

environment. In this study, the network 

probing technique which uses some 

popular networking tools like nmap, hping, 

and wget to gather networking 

information is employed to collect the 

host interconnect information of the cloud. 

With the collected data, the infrastructure 

of the cloud can be mapped. Given a 

target instance (VM), the map can offer 

lots of knowledge of how to select 

launching parameters to launch attacking 

instances (VMs) with co-residence 

property (both target SM and attacking 

SMs are assigned to the same physical 

machine). 

 

If attacking SMs can be co-resided with 

the target on the same physical machine, 

cross-VM information leakage could 

happen. After establishing the co-

residence relationship with a target SM, 

attacking SMs can use side channels to 

steal information from the target. 

  

1.2.2 Thief of Service Attacks 
 

In [26], authors proposed another type of 

attack which takes advantage of the 

scheduler vulnerabilities of a VMM and 

steal the service time of a cloud. They 

demonstrated the attack on the Amazon 

EC2 cloud which uses the Xen VMM. 

 

1.3 Research Goal 
 

Side channel attacks have been 

extensively worked under the traditional 

computing environment, for example, 

timing attacks [32, 33], power 

consumption behavior [34], instruction or 

data cache behavior [11, 12, 13, 16, 22, 23, 

24, 29, 30, 31], branch predictor behavior 

[14, 15], CPU pipelines (e.g., floating 

point units) [19, 28], DRAM memory bus 

[18], scheduling of CPU cores and time-

slices, disk access [20]. Due to factors 

such as core migration, scheduling 

algorithm, double indirection of memory 

addresses, and varied CPU configuration 

parameters in a cloud computing 

environment, it is somewhat more difficult 

to realize a cross-VM attacks. But, these 

attacks are still feasible in a cloud 

computing environment because the same 

hardware channels exist. Therefore, on the 

way to the cloud, we have to pay attention 

to all these blocks and try to remove them 

away. Thus, our goal of this research is to 

find a general, practical, and easy-to –

implement approach to counter the attacks 

described in Section 1.3. 

 

2 Related Research 

2.1 Security Mechanism for 

Virtual Machine Monitor 
 

[36] proposed an architecture that enable 

administrators to configure virtual 

machine to satisfy prescribed security goal. 

[37] described an architecture that gives 

security tools the ability to do active 

monitoring while still benefiting from the 

increased security of an isolated virtual 

machine. [38] described the work of how 

to move the domain builder of Xen into a 
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minimal trusted compartment to make it a 

trusted computing base (TCB). [39] 

evaluated a new type of malicious 

software called virtual-machine-based 

rootkit, installs a virtual machine monitor 

underneath an existing operating system 

and hoists the original operating system 

into a virtual machine. [40]  proposed two 

techniques to protect the integrity of 

control flow of a VMM. [41] described, 

implemented, and evaluated a VMM-

based hidden process detection and 

identification service called Lycosid that 

is based on cross-view validation principle. 

 

2.2 Side Channel Attacks 
 

The following side channel attacks are 

found in a traditional computing 

environment, i.e., a single machine. 

Resource sharing related attacks might be 

applied to cloud environments. 

 

The idea of timing attacks first appeared 

in [42].  [32] presented a timing attack on 

the OpenSSL’s RSA. It used the timing 

difference of the processing time to derive 

the key value.  [33] presented an 

implementation  with improvement of 

[42]’s idea and successfully cracked the 

key of a smart card. [43] investigated how 

the modern x86 processors can leak 

timing information through side-channels 

that related to control flow and data flow. 

It also implemented a compiler backend to 

convert/eliminated key-dependent control 

flow and timing behavior. [19, 28] 

described functional unit e.g., parallel 

floating-point multiplier, sharing attacks 

in a multi-thread environment. [18] 

described the memory performance 

attacks in which unfair memory sharing 

could cause the denial of memory service 

in multi-core systems. [20] discovered 

side channels in disk I/O optimization 

scheme. [34] examined specific methods 

for analyzing power consumption 

measurements to find secret key from 

tamper resistance devices. [14, 15] present 

a new software side channel attack caused 

by the branch prediction capability 

common to all modern high performance 

CPUs. The extra cycle for a mis-predicted 

branch can be used for cryptanalysis of 

cryptographic primitives that employ a 

data dependent program flow. [44] 

described several solutions to the 

problems found in [14, 15]. 

 

2.3 Cache-Based Side Channel 

Attacks 
 

Side channel attacks happen mostly in the 

cache sharing environment. Several types 

of attacks have been identified and 

countermeasures proposed in the 

traditional computing environment. We 

survey some works below. [23] proposed 

several methods to guard against the 

threats of two types of cache-based attacks, 

namely, trace-down and time-driven. [24] 

proposed a hardware cache architecture by 

using page concept to prevent cache-based 

attacks. [11] demonstrated complete AES 

key recovery from knowing plaintext 

timings of a network server on another 

computer and proposed advice for AES 

implementers. [13] demonstrated that in a 

multi-thread environment, the shared 

access to memory caches provides not 

only an easily used high bandwidth covert 

channel between threads, but also permits 

a malicious thread to monitor the 

execution of another thread, allowing thief 

of cryptographic keys. [16]  studied  the 

cache attacks in another type of cache 

memory, i.e., instruction cache or I-cache. 

[31] proposed some software-based 

methods to mitigate cache attacks. Many 

more attacks and countermeasures can be 

found in [12, 21, 22, 29, 30].  
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3  The Prevention Scheme 
 

Cloud computing represents a new 

computation model and needs new 

thoughts to uncover its hidden security 

problems. Considering the above 

drawbacks existing in those 

countermeasures proposed before in a 

traditional computing environment we 

conclude that they are not practical and 

are not easy to apply to the cloud. Also, 

from related works surveyed in Section 2, 

we know that the side channel attacks 

mostly arise from the sharing of resources 

among processes. In a cloud environment, 

this situation is similar to the co-residence 

of VMs in a physical host. Since one of 

the major goals of cloud computing is to 

share resources, thus, co-residence of 

VMs is a necessary condition of cloud 

computing and it will not go away. With 

this thought and those drawbacks of 

known solutions described above in mind, 

our approach should allow co-residence of 

VMs and should be a general, practical, 

and easy-to-implement one.   

 

Since co-residence of the attacking VM 

and the target VM is inevitable, instead of 

avoiding co-residence of the attacking 

VM and the target VM, we propose an 

approach called VM policing which 

consists of the following components: 

 

 Police VM 

 Capability of Police VM 

 Scheduling / Dispatching policies of 

Police VM 

 

In the VM policing approach, special VMs 

created by the cloud are launched by a 

physical host at a randomized frequency 

based on a special police VM scheduling 

policy. The police VMs are used to 

“confuse” the attacking VM by executing 

some clean-up or resource sharing 

instructions, e.g., cache flush or disk 

access.  

 

3.1 Police VM 
  

A police VM is a virtual machine 

launched by the physical host. Its job is to 

prevent, and handle side channel attacks. 

Refer to Figure 3.1. 

 

 
Inside a police VM, there could be none 

or more “anti-attack units”. An anti-attack 

unit is a software component responsible 

for the prevention and handling of a 

specific type of side channel attacks, e.g., 

cache-based attacks. Anti-attack units are 

installed in a police VM dynamically 

depending on the needs of a situation. 

This structure has the following 

advantages: 

 

 Scalability – The anti-attack units are 

installed only when necessary. When 

new types of attacks are found, new 

units can be developed and installed. 

 

 Varied Execution Timing – The 

police VM could be used in timing 

need.  Null police VMs (no anti-

attack unit) could be created to stub 

or synchronize executions of VMs. 

 

3.2 Capability of Police VMs 
 

Other than the functionality of the 

installed anti-attack units, a police SM can 

also be launched by the physical host to 

mock the attacking VM by providing an 

anti-attack 

unit 1 

anti-attack 

unit 2 

anti-attack 

unit 3 

Police VM 

Figure 3.1  A Police VM 
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illusion picture of the cloud. Adding 

“makeup” information to the cloud would 

make the probing efforts from attacking 

VM not accurate and useless. 

  

3.3 Scheduling / Dispatching 

Policy of Police VMs 

 

 
 

The number of police VMs running in a 

host (Figure 3.2) and how they are 

scheduled (Figure 3.3) could be guided by 

policies made according to the cloud 

environment. The factors should be 

considered are as following: 

 

 the load of each host,  

 special security request (e.g., running 

alone on a host),  

 performance requirements of VMs, 

 irregular VM launches (e.g., burst 

launches from same users), etc.  

 
  

4. Conclusions 
 

Cloud computing concept has evolved to 

become a reality. Not only enterprises 

begin to adopt this technology but also, 

some big companies have offer public 

cloud services. Cloud computing offers 

technology to consolidate servers, to 

utilize resources more efficiently, and to 

add or adjust computing capacity on 

demand faster. On the way to make cloud 

computing a more successful technology 

and let more people benefit from it, one of 

the major roadblocks is the security issues 

newly introduced in the cloud. Side 

channel attacks have been proved to be a 

type of serious and easy-to-implement 

attacks in a cloud. There is not much done 

in this area. We propose the VM policing 

technique to counter the attacks. It should 

be an effective countermeasure to the side 

channel attacks in the cloud and will 

cleanup some major obstacles in the 

promotion of cloud computing. 
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Abstract—The current tourism service is transferring from the 
passive mode to active one. More and more people expect to 
schedule the tourism plan by themselves according to the 
personalized requirements. This paper proposes a service 
organization approach of cloud community based on destination. 
The approach firstly classifies the tourism web services by 
destination and type etc. and clusters them by service function. 
Then by the aid of user preference model all the required services 
are gotten and clustered to be service pools with the same 
function. And the dynamic binding is also accomplished through 
service pool. To satisfy the requirement of service composition, 
the paper designs an individual service selecting algorithm based 
on the community. The experiments demonstrate that the 
approach of cloud service community can greatly improve service 
discovery efficiency and precision. And with the completion of the 
user preference library, the precision of service recommending 
also has a great improvement. 

Keywords—Personalized Requirements; Cloud Service 
Community; Cluster; Service Selecting Algorithm 

I.  INTRODUCTION 
In the environment of modern Internet, more and more 

travel companies package their professional ability into web 
services and release them to the Web. Tourists can query the 
services needed and optimize the composition of the services. 
The web services related to tourism has a large number and 
covers the traffic, accommodations and scenic spots, and they 
are isolated. One time of tour the tourist needs is not just one 
web service, but a complete travel schedule that must be 
accomplished by a group of web services. 

The core of constructing the tourism service flow is 
tourism service discovery and service composition. The 
problems about business process integration which is based on 
service composition mainly center on two aspects. One is 
selecting the required Web service set in the changing Web 
services according to the function need, which is called service 
discovery, while another is service selecting and optimizing 
which is to discover the service instance that can meet the 
user’s quality of service from similar Web service set. In the 
environment of cloud computing, there is a great number of 
tourism service resource and they are distributed dispersedly, 
and the scope of services are far beyond the scope that the 
travel agency provides. Searching and matching in so many 
mixed Web services will make the computing scale very large.  

Varieties of service organization frameworks have been 
put forward for ordinary Web services. The earlier one is 
Universal Description, Discovery, and Integration short for 
UDDI, which is supported by OASIS (Organization for the 
Advancement of Structured Information Standards), and 
provides keywords retrieval method through service registry 
and simple industry classification. From then on, many 
organization frameworks have been presented. For example, 
the distributed organizing framework[1], putting registry into 

Chord network and classifying the registries by domain 
ontology, has resolved the bottleneck problem brought by 
centralized service registry but increased the network load and 
decreased the efficiency of service discovery. Another 
distributed one is a P2P based hybrid collaborative model [2], 
which proposes the concept of ontology community. The 
framework connects the Web services and communities by the 
P2P structures. Although it has a good expansibility and 
satisfied the need of big data, the low efficiency problems still 
exist. 

Researchers have attempted to take the method of 
service clustering to promote the query efficiency. The paper 
[3] puts forward a user driven method for Web services 
composition, which returns the required services that meet 
user’s need to pools. The pools encapsulate the services and 
provide the same interface to users, which is the embryonic 
form of service cluster. The clustering method based on 
spanning tree [4] clusters the registered services as a form of 
spanning tree and the number of clusters is changing by the 
setting of threshold. But there appears difficulty to manage 
and govern the cluster that the method produces and the article 
has not provided the algorithm about clustering and matching. 

Obviously, the existing web composing technology has no 
adequate consideration to the feature of tourism service and the 
flow feature of tourism service composition. And the excessive 
simple method of service discovering and organizing cannot be 
applied to complex tourism service business. According to the 
features of tourism services [5], this paper proposes an 
approach to tourism web service community organization for 
personalized tourism service which improves the service 
discovering efficiency. The community gets web service sets in 
which all the services have the same location attribute 
according to user’s request and divides them into six basic 
types namely food, restaurant, traffic, sight, shop and 
entertainment. Then classifying and clustering are done in each 
type and the services are organized as tree structure. The 
service pool consists of web services with the same or similar 
function and is generated by the similarity matching algorithm 
based on ontology. Thus the pool can provide services with the 
same function but different performance. The web services are 
expressed by the service classifying format based on facet [6]. 
The community can present different view as the facet changes. 
As a result, the mechanism can provide the personalized 
service recommendation according to user’s preference. 

II. CLOUD SERVICE COMMUNITY ORGANIZATION BASED ON 
DESTINATION 

2.1 Tourism web service representation 

The paper represents services by facet. Facet is a set of 
words or phrase, describing certain aspect or viewpoint of 
service. Each facet has a group of terms, which are composed 
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of a structure term space with the relationship among class 
layers and relationship between synonymies. The facet 
classifying model in this paper is extended from REBOOT 
(Reuse Based on Object-Oriented Technology) [7]. A 
complete service consists of facets of function, operation, I/O 
parameters, service relationship, service quality, service cost, 
and service time and so on. The function facet includes 
availability, reliability, service capability, addressing 
capability and load. Service relationship includes the name and 
location information of provider and tourism project ID.  

2.2 Service classification and cluster  

In consideration of the feature of tourism field, the 
community is divided into six parts according to six tourism 
factors, namely food, restaurant, traffic, sight, shop and 
entertainment. The services exist as tree structure and are 
classified and clustered by analyzing the function facet. 
Classifying is benefit to service query and composition while 
clustering contributes to the comparison between services, 
narrowing query space and increasing search efficiency. 
According to construction method of cloud service ontology 
from mOSAIC[8], the tourism field ontology OT is built by 
adding the relative concepts of tourism field. The service 
classifying algorithm (CLA) and clustering algorithm (CLU) 
are all constructed based on OT. Both take the similarity 
matching algorithm on ontology and cosine formula:  

max

( ( ) ( ))
( ( , ) ) max( ( ) ( ) ,1)( , )

1

D a Db
a b

dist a b D D a Dbsim a b

a b

α
α
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     （1） 

Sim(a,b)is the similarity degree between a and b. D(a) is 
the layer number of a in the tree of OT.  is the 
shortest path between a and b, which is also called ontology 
distance. 

maxD  shows the deep of ontology tree. 

( , )dist a b

0α≥  and it is a 
controllable parameter. Presuming A and B are text analytic 
vectors, the cosine formula is as (2): 

 
           
 
 
 
                                                                      

Supposing the function facet of (service) isS funcF , and 
parser is syntactic analyzer, CLA and CLU are showed as 
follows. 
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The algorithm of CLA can be extended by adding classes, 
for example the child class of the six main classes. 

2.3 Construction of cloud service oriented to personalized 
tourism service  

Definition 1 TSCC (Tourism Service Cloud Community): It is 
a beforehand classified and clustered collection of available 
services, which is accord with user’s requests and has location 
in the tourism destination. The web services with same or 
similar function facet are clustered to be a service pool. And 
the cloud service community is made up of the service pools. 
In a word, the tourism cloud service community is a tree 
structure organization that is composed by the clusters based 
on elements of tourism field. The formalization of TSCC is  

( , , ,TSCC SRC CLAO ServicePool Algorithm)=           （3） 
Definition 2 Service Pool: It is a set of services with same or 
similar function. The services in the pool have the same 
function but different quality of service. 
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Figure 1 cloud service community framework 
 
From the formula (3), the tourism cloud service 

community mainly consists of four parts, namely Service 
Register Center (SRC), Classifying Organization, Service Pool 
and Algorithm. SRC manages the process of service 
registering. The registering steps are as follows. 
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Firstly, vendors hand in the application of service 
registering to SRC according to the template of service 
information, such as OWS. After SRC received the application, 
it will check the information and test the connectivity to the 
vendors. If there have some problems, the vendor will receive 
the reply; else SRC records the service and makes it a legal 
service. The registering process is over. 

The management of SRC is mainly to update the service 
information and check the connectivity frequently. Once the 
service is not supported by the vendors any longer, SRC will 
execute to remove the node in the service pool. CLAO is the 
relative organization structure of six tourism factors, recording 
the service pool ID and relative information. Service Pool is 
the cluster of similar services and indexes by different facet. 
Besides, service pool need to preserve the information of 
performance facet, so as to provide services with better 
performance and candidate services. Service pool is binding 
with the service flow that satisfy the dynamic service need. 
Algorithm mainly refers to the three agents: Classifying 
Agent(CLAA), Clustering Agent(CLUA), Management 
Agent(MANA).  Their functions are as follows. 

Table 1 Agent and its algorithm and function 
Agent Algorithm Function 
CLAA CLA and its 

extensive 
algorithm  

Dividing the registered services 
into classes. 

CLUA CLU 
algorithm 

Clustering the registered services.

MANA null Managing the services and 
connecting CLA with CLUA。 

Based on the structure and each part’s duty of cloud 
service community, the steps of producing community are as 
follows. 

Step 1: Resolve the user’s logic request information to 
the relevant web service function description format by 
requirement analysis tool, and then apply to SRC. 

Step 2: The joining web service  is allocated to 
CLAA by MANA. 

'w s

Step 3: CLAA distributes  to its classification by 
CLA. 

'w s

Step 4: CLUA extracts the function facet information of 
 and assigns it into the relevant cluster  with biggest 

clustering value CV (it is a loop process to get the best cluster 
and the biggest clustering value). If the  is null or CV is 
lower than threshold (smallest value) 

'w s 'clu

'clu
τ , then MANA will 

create a pool wsP  and record the ID into CLAO; else  will 

be added into . 

'w s
'clu

As services are presented by the format of facet, 
community can get different view according to different facet. 
Figure 1 is gotten by the service’s location facet so that each 
service’s location information can be recognized by the view. 

III.  SERVICE SELECTING ALGORITHM BASED ON CLOUD 
SERVICE COMMUNITY 

4.1 Quality of service factors 

The main factors that affect service selecting are service’s 
function and QoS (quality of service). A complete service pool 

can be set up with the requested function by similarity 
matching algorithm. Thus how to choose the web service with 
the best QoS is the key factor. The elements that influence 
QoS can be divided into performance and field feature. 
Presuming , 0μ ν >  and are both controllable parameters, the 
quality of service’s formula is as follows. 

0
0 0

d p

s d p

p

Q Q

Q Q Q

Q

μ
ν μ
⎧ >
⎪= < ≤⎨
⎪ =⎩

     （4） 

pQ  is the value of performance while  is the resultant 
value relative to the field. Use for reference of WSQM model, 
the qualitative service attributes can be quantified. The paper 
chooses the followed performance indexes: Response time, 
Availability, SuccessRate, Accessibility, Maximum Throughput. 

dQ

Suppose , , , , 0ι κ λ η σ >  and 1ι κ λ η σ+ + + + = , the 

resultant value of pQ  is as the formula (5) shows. 

pQ RT Ava Suc Acc MTι κ λ η σ= × + × + × + × + ×    （5） 
But in the process of selecting and composing tourism 

services, the major factors are field features. According to the 
features of tourism field, the main influence factors are C 
(cost), T (time) and Q (quality). In order to compute 
conveniently, the unit of the three factors can be converted as 
the formula (6) shows. 

1 ,1T C QU U U UCε ϕ= =                                   （6） 
ε  and ϕ  vary with users and they belong to the 

category of user’s personalized requirements. Q is the average 
value of evaluations by general people. Thus the  is gotten 
by the formula (7). 

dQ

(d CQ U C T Q)ε ϕ= + +                                  （7） 
Among which, C, T and Q are all signed numbers. To 

compute easily, time and cost would take the negative format. 

4.2 Personalized service selecting algorithm 

Definition 3 User Preferences: It is a bias choice made by 
users when they are measuring services and going to make a 
reasonable decision. It is a composite result through user’s 
cognition, inside feeling and rational economics balancing, 
such as cost conservation or quality priority. In other words, 
priorities are based on variety of facets. 

The UPM (User Preference Model)[10] is realized by 
clustering algorithm, and will be enriched by the users’ 
operations. Directing against the user’s different preferences 
through travelling, the paper divides them into conservation, 
efficiency and quality priority, the ratio of which can be gotten 
by UPM. 

The following two functions can be achieved based on 
UPM. One is providing the services that meet user’s 
preference and another is offering relative services, which is 
based on the fact that user not only chooses the single one, but 
maybe try the other composing services. 

Presuming that a user chooses to travel the sight S in city 
A, now he looks for the restaurant services (actually the 
composition of restaurant service and traffic service). The time 
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is the travel-time between the staying place and S. The cost is 
the price of restaurant and the quality is the degree of 
recognition to the restaurant’s environment. The description of 
SSA (Service Selecting Algorithm) is shown as follows. 

Step 1: According to user’s description about where to 
stay (such as beside the lake), get the service pool poolx by 
matching the clusters under Hotel CLAO using the formula (2). 

Step 2: Presuming that the tolerance of user to cost, time 

and quality is cB , tB  and . If the conversion ratio is preset 
by user, then go on Step 3; else switch to Step 5. 

qB

Step 3: Choose the location facet 
lo cF  as the view V of 

the community, which only includes the sight S and the 
services in service set Set1 with the feature of C<Bc ,T<B

Bt and 
Q<BQ  in poolx. 

Step 4: Compose restaurant services and traffic services. 
Find all the traffic services from each service in Set1 to 
S: . According to formula (6), mark the value 
of restaurant services (C,Q) and traffic services (C,Q,T). 
Match each restaurant service with the traffic service with max 
quality value: . 

hotel tripws Set→

( )hotel hotel tripws ws max Set= +
Step 5: Find the service with  or  by location 

information in V. Choose the service  with the biggest 
value of 

maxQoS 2Set

bestws

maxF  in the services with equal quality value; Return. 
Step 6: Get preference ratios of the user’s CTQ by UPM 

and the ratios are , ,1α β α− −β . Take the taxi’s speed speed  
and the charge price of city A as the time and cost’s 
conversion standard. We get 

1 TU speed priceU
preferValue C

β
= ×

. 

Taking the price and quality standard of the hotel in A as the 
price and quality’s conversion standard, the formula is 

11 level level
Q C

price price
U

preferValue
U

α β + −− −
= × ; Switch to Step 3. 

After all, both of the above functions can be 
accomplished by SSA algorithm. 

IV. CONCLUSION 
 Against the problems of the scattering resources and the 

large search space, this paper proposed a service organization 
approach of cloud community based on destination. The 
approach classifies and clusters the tourism services according 
to six tourism factors as a structure of tree, which is the service 
organizing framework that can dynamically binding to the 
personalized tourism service flow to provide services. The 
service selecting algorithm based on community offers 
services to services composing flow. Experiments show that 
cloud community has greatly improved service discovery 
efficiency and query precision ratio, at the same time it can 
provide recommending services that meet user’s personalized 
requirements. The next step of the paper is to adjust the 
organizing structure of cloud community to flow style. 
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