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Abstract - We investigate the modeling of affect with the goal 

to create an agent that behaves "emotionally" closer to humans.  

Our previous work showed evidence that modeling the funda-

mental emotions of the mammalian brain offered the basis of a 

flexible decision system for an autonomous agent.  Earlier work 

hard-coded the parameters used to model affect; now, we let the 

parameters evolve instead.  Agents learn dynamically from in-

teractions with their environment and use this learning in a 

speedy, general-purpose decision system.  The agent's interac-

tions with its environment and consequent impact on its well-

being promise an affect-based approach to semantics.  We sub-

ject an agent to a “Turing-like test for affect” in which it has to 

pass a hostile predator to reach its goal.  We compare our ap-

proach with others; the strict basis of our approach is main-

stream neuroscience.  Agents independently assign affect valua-

tions that provide a basis for semantic understandings. 

Keywords: autonomous agent, affect, decision system, mam-

malian brain, semantics 

1. Introduction   

This paper describes continued work in a new kind of decision 

system—one based on emotions or “affect” and whose imple-

mentation is directly modeled on and constrained by those sys-

tems in the mammalian brain that are presently thought to han-

dle affect.  The underlying premise is that humans (and all 

mammals) emotionally evaluate actions in terms of how these 

will influence their well-being and that consequently, being 

able to reproduce these affect-based evaluations in autonomous 

agents will provide for an additional method of making and/or 

supporting decisions.  We intentionally constrain ourselves to 

the underlying empirical evidence from mainstream neurosci-

ence and adopt the “philosophical stance” that when presented 

with two approaches, we limit ourselves to that which has a 

sounder basis in the underlying biological empirical evidence.  

 The approach offers the promise of advancing understanding 

and capability in three areas: autonomous decision-making, 

semantics, and affect modeling.  Using a search heuristic in 

which the external environment modifies internal affect with 

the aim of maximizing internal positive affect provides the ba-

sis of an autonomous decision engine, which, because of its ex-

plicitly non-cognitive bias, is fast enough for use in real-time 

applications.  The affect generated in the agent by interacting 

with objects in its environment in terms of the impact of these 

on the agent’s well-being, promises an affect-based approach to 

semantics.  The modeling of affect will also advance under-

 
 

standing of how the mammalian brain handles affect and makes 

affect-based decisions, thus advancing research in cognitive 

and neuroscience.  In addition, modeling emotions in a single 

agent and in groups of agents will be useful to researchers in 

other fields including ethology and social sciences..  

 Previous work [18, 19, 20] identified the fundamental emo-

tions as understood by the neuroscientist Dr. Jaak Panksepp and 

created a decision system based on these fundamental emo-

tions.  The approach showed promise—creating a fast decision 

system that seemed to be flexible and useful to an autonomous, 

intelligent agent.  However, the parameters of this system were 

“hard coded” with no real justification for their values other 

than that trial and error showed that they worked.  In this paper, 

we allow the autonomous agent to evolve its parameters based 

on its interaction with its environment.  We then study the re-

sulting system with a “Turing-like test for affect.” 

 

2. Review of previous work 

Previous work [18, 19, 20], proposed that a major part of de-

cision-making involves emotion-based evaluations of objects 

and ideas.  We proposed an architecture that follows closely 

findings in neuroscience.  Our goal is to articulate and validate 

the concept that non-conscious software agents can develop a 

sense of value of the objects with which they interact.  This 

evaluation is in terms of how these objects influence the agent’s 

well-being, i.e., its ability to function effectively.  A key meas-

ure of well-being is the agent’s affective state. 

 Such an approach promises the ability to create systems 

that can interact with real-world objects with some understand-

ing of what these objects mean that is over and above analytical 

understandings typical of standard computing.  The promise is 

that we can then use this extended understanding to demon-

strate behavior and adaptability typically seen in humans and 

animals.  These behaviors include rapid decision capabilities 

with autonomously driven goal setting.  Such an affect-based 

approach also offers promise in providing a new approach to 

semantics and other problems, including, eventually, even the 

ability to make analogies and be creative [19]. 

 The basis of our earlier work [18] was the neuroscience 

model of affect by Dr. Jaak Panksepp.  Panksepp  [30] postu-

lates the existence of seven core (fundamental) emotional sys-

tems that map directly to seven physical neuronal systems that 

he had identified in the mammalian brain which “…generate 

well-organized emotion sequences that can be evoked by local-

ized electrical stimulation of the brain…”.  He called these sys-

tems the SEEKING, RAGE, FEAR, PANIC, LUST, CARE, 

and PLAY systems, with the latter three qualified as serving 

socioemotional needs.  Panksepp distinguishes his emotions 

from “basic drives” such as for example “hunger.”  Per Pank-
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sepp, basic drives form the physical/bodily substrate that forms 

the basis of emotions.   

 Following from the theory of core/fundamental emotions, 

any emotion is some combination of the core or fundamental 

emotions.  For example, the fear felt by a teenager on his first 

date would be viewed as some combination of (perhaps) 

PANIC, CARE, PLAY, SEEK, and LUST; resentment or in-

dignation as combinations of RAGE, CARE, SEEK.  The 

SEEK response in particular is associated with a large release 

of dopamine and a sense of well-being and is the key driver of 

emotions like “joy”, “satisfaction”, “contentment”, “enjoy-

ment”, etc., variations of the theme of gratification of the 

SEEKING system and the attainment and benefit of the goal 

sought.  

 Initial work implemented the Panksepp model in the Pac-

Man game [11] with   Pac-Man coded using Python and with a 

heuristic to make it behave as a utility reflex agent [37] that 

maximizes its overall wellbeing.  The heuristic was a simple 

dynamical systems model that used the Panksepp variables, 

with Pac-Man conveniently modeling prey and the Ghost, a 

predator.  The results were promising and justified further re-

search. 
 We then did a detailed review of other approaches to emo-

tions [2, 3, 15, 23] and meta-analyses on affect processing in the 
mammalian brain [21, 24, 35].  Greene [15] describes his theory 
that the human brain has two modes of responding to situations.  
One, a set of efficient automatic responses driven by emotions, 
the other a manual mode used in response to non-standard situa-
tions that involves significant cognitive evaluation.  LeDoux 
[23] posits that the former typically operates in timeframes of 
about 10 ms, while the latter in timeframes closer to 500 ms. 
Consequently, we use the 10 ms number as a heuristic: our ex-
plicitly non-cognitive model  should takes no more than about 
10 ms to compute a decision on an ordinary single CPU laptop.  
Eventually, the brain evaluates decisions from this layer in con-
junction with those from an independent analytical layer in the 
ventromedial-prefrontal-cortex through a process not fully un-
derstood [15]. 

In our review of the mainstream neuroscience literature on 
emotions, we found no support for appraisal theories of emo-
tions.  The basis of cognitive appraisal theory is the James-
Lange theory of emotions.  It holds that we extract emotions 
primarily from our cognitive appraisals of events, and that emo-
tions follow from the actions and feelings that result from these 
appraisals.  Mainstream neuroscience no longer considers the 
James-Lange theory and cognitive appraisal theory to be valid 
[21, 35].  Today’s mainstream neuroscience models are prem-
ised on the understanding that the most important contributions 
to affect come from the autonomic nervous system and that af-
fect is largely facilitated by the limbic system [21, 24, 35].  
Panksepp’s model is explicitly non-cognitive. 

 Based on our review and meta-analyses we decided to focus 

initially on that subset of Panksepp’s emotions that appear to 

have general acceptance in mainstream neuroscience.  Specifi-

cally, these are SEEKING, FEAR, and RAGE.  We did not im-

plement PANIC as a fundamental emotion as it appears that the 

meta-analyses view it more as based on FEAR, rather than an 

emotion in its own right.  We also did not implement any of 

Panksepp’s “more sophisticated, special purpose, socio-

emotional systems,” i.e., PLAY, LUST, and CARE.   

 Every module of the brain is made up of neurons whose acti-

vations are known to usually activate exponentially (see for ex-

ample Armony et al. 1997, Greenfield, S. 2000).  This moti-

vated us to use exponential relationships in this initial attempt 

at modeling the different neural systems.  These equations are 

tentative; “place-holders” until research from the neurosciences 

provide us with the basis for more accurate relationships.  

Nonetheless, it appears that even with these heuristic approxi-

mations, a useful decision system with seemingly realistic be-

havior is possible.  

 As a first approximation, we based the equation we used to 

model FEAR, on the distance to the threat.  If the Manhattan 

distance to the threat is greater than some threshold value, then 

the prey takes no evasive action (shows no FEAR).  Let this 

threshold distance be FX .  However once this threshold is 

crossed, then the prey exhibits FEAR behavior (avoidance), and 

we need a function to model this FEAR.  Following from our 

earlier discussion on neurons activating exponentially, we 

choose an exponential function as an initial, approximate model 

for FEAR—Pac-Man’s FEAR increases from zero at distance 

[greater than or equal to] FX from a ghost, to infinity at a dis-

tance of zero from the ghost, as follows: 

)(
X

X F

eFEAR =  for FXX < , otherwise 0=FEAR   (1) 

 

 Likewise, we use a similar approach for SEEKING.  Star-

vation studies (Owen and Hanson 2004) indicate that humans 

experience hunger pangs a few hours after a meal.  These con-

tinue for the first three days without food, at which point, the 

body switches to start consuming body fat.  Once this happens, 

the average human feels no further feelings of hunger for ap-

proximately five weeks.  After this, with body fat consumed, 

the system starts consuming muscle.  The person then experi-

ences extreme hunger that signals that they must find food or 

else, their body will start consuming body muscle and brain 

matter to survive.  Rather than model this complex behavior in 

detail, we again chose as a first approximation an approach 

similar to that used with the FEAR dimension, except time 

based.  If the prey last consumed food at time ST , then the 

SEEKING  value for Pac-Man goes up exponentially for val-

ues of time T  greater than ST , until STT −  reaches another 

value DT , at which time the prey dies from starvation.  Like-

wise, we assumed that SEEKING  varies exponentially in 

proportion DX  of the inverse distance X  to the food, as:  
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 As before, we used Panksepp’s description of the RAGE 

system to model RAGE as FEAR multiplied by a function for 

entrapment.  In the absence of more explicit rules, we simply 

write RAGE as a function of FEAR and entrapment, with en-

trapment being a simple summation of the minimum distance of 
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the prey to boundaries in the x and y directions ( YX BB , re-

spectively), and coming into play only when this value is below 

some threshold value EX  , i.e.: 

E

BB

X

Xforeentrapment

entrapmentFEARRAGE

YX

E

<=

=

+ ))min()(min(

*

  (3) 

 

 The prey’s affective state is hence contained in the dimen-

sions of FEAR, SEEKING, RAGE and time, i.e., its affective 

evaluation of the predator and its food, are represented by the 

values of RAGE, FEAR, and SEEKING that result from its in-

teracting with them and its own need for survival and well-

being.  At any given time, these values represent the prey’s se-

mantic understanding of the predator.  The overall affective 

state of the prey at any given time is the net of the positive af-

fect of SEEKING and the negative affects of FEAR and 

RAGE: 

RAGEFEARSEEKINGPREY affectoverall −−=_    (4) 

 This research (Joseph and Levkowitz 2012a) made a con-

vincing case that adaptive behavior was possible with just the 

simpler three emotions.  Once we understand these better, we 

plan to incorporate the more complex emotions not presently 

considered.  Hence, we view this model only as the start of a 

program that will grow to include the more sophisticated emo-

tions as knowledge of these become more available. 

In this earlier work though, the values of EDFD XXXT ,,, in 

the equations were “hard-coded.”  Since the results with this 

hard coding were promising, we felt justified in going on to the 

next stage and evolving these parameter values.   

 

3. Evolving the parameters of the equation 

The goal of Evolutionary Programming (EP) is to model evolu-

tion with learning.  Given our underlying philosophy of con-

straining ourselves to empirically evidenced biology based ap-

proaches, EP appeared to be the natural choice to use over other 

rational optimization methods in order to determine optimal af-

fect values with which to replace the simple hard-coded values 

used in our previous work.  There are several approaches to 

evolutionary programming (see for example [34]) and we used 

the approach known as “mutation.”  Since the focus of this re-

search was not evolutionary programming, we simply used a 

standard approach known as “meta-EP,” which uses self-

adaptation of the parameters with a real-valued representation. 

 Mutation changes a chromosome represented as 

>< nnxx σσ ,...,,,..., 11 into >′′′′< nnxx σσ ,...,,,..., 11  where: 

)1,0(.

))1,0(.1(

Nxx

N

iii

ii

σ

ασσ

′+=′

+=′
    (5) 

and where )1,0(N  is the result of a random selection from a 

Gaussian distribution with a zero mean and a standard deviation 

of 1.  In our case, each instance of the autonomous agent was 

treated as a chromosome, with each of the affect parameters 

EDFD XXXT ,,,  corresponding to the ix , and the corre-

sponding standard deviation iσ  and mean ix  for 

EDFD XXXT ,,,  calculated from the population of surviving 

autonomous agents.  As is typically the case for mutation (Poli, 

Langdon, and McPhee 2008.), we used 2.0=α .  We also en-

forced a standard requirement that: 

00 : εε =′⇒< ii xx where, typically, 10 =ε . 

  

 
 

Figure 1: Setup used to evolve agent parameters 

 

 The general concept was to start with a certain number of 

autonomous agents (prey) and predators.  When a predator 

“killed” an instance of prey, we regenerated a replacement 

autonomous agent according to the mutation scheme above.  

We tried various configurations of environment and numbers of 

autonomous agents and predators, starting with some initial 

“seed values” for the affect parameters.  Figure 1 shows one 

such typical environment—the yellow dots are the autonomous 

agents (prey), the other colors are the predators. 

 Two well-known issues that can arise in this type of action-

selection problem are “dithering” and choices that take the 

agent into local minima.  In dithering, the prey moves back and 

forth between the same two positions, and in local minima, 

prey become “paralyzed” even if the predator is no where near.  

We used two approaches to minimize either possibility.  First, 

in this version of the model, the predator has a degree of ran-

domness built into it each time it chooses the direction of the 

next step to take.  Second, when presented with two equally op-

timal alternatives, the prey randomly chooses between either.  

Together these two approaches seemed sufficient to guard 

against both dithering and local minima.  Further, none of the 

“tracks” used by the prey for any given run ever fully matched 

that from any other run.  In future work we plan to provide the 

prey with the ability to actively target and hunt down the prey 

with no random behavior. 
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 Results were as expected from standard concepts of evolu-

tionary programming: affect parameters changed and evolved 

depending on the number of predators and prey, different space 

and food configurations of the environment, and with differing 

degrees of rates of convergence and stability, and depending on 

the population size.  In short, as expected, we learned nothing 

new about evolution per se.  Rather, we found that the agents 

were able to use this scheme to adapt to their environment, as 

was to be expected.  The basic finding was that EP is a useful 

technique to use, allowing autonomous agents to learn and 

adapt to their environment.  We found that average computing 

time on a low end 2.3GHz Intel CPU for 1000 runs of the 

model was 7.08 seconds, in line with our LeDoux based heuris-

tic of 10 ms., i.e., the model is fast enough for use in real-time 

applications.   
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Figure 2: Stability of evolved affect parameters 

 

Figure 2 shows typical evolution of the parameters, in this case, 

for the example in Figure 1.  Here, initial values chosen based 

on the results of previous EP experiments showed stability.  As 

shown, parameters did not significantly change after about 

30,000 iterations, i.e., the system had stabilized.   

 

4. A “Turing-like test” for affect 

The well-known Turing test [41] opens with the words: "I 

propose to consider the question, 'Can machines think?'" Turing 

goes on to say that, "thinking" is difficult to define and so 

chooses to "replace the question by another, which is closely 

related to it and is expressed in relatively unambiguous words.”  

His question was, "Are there imaginable digital computers 

which would do well in the imitation game?”  Turing felt that it 

was possible to answer this question with an empirical test—the 

now famous “Turing Test.” 

 Likewise, the question for our purposes is not whether ma-

chines can feel emotions but rather, whether they behave as if 

they feel emotions and are able to use these behaviors to sur-

vive.  The mechanistic approach presented here via the equa-

tions implies that “consciousness” or “subjective feels” are not 

required to leverage the ability of emotions to form the basis of 

a decision system such as the one described above.  Further, 

following Turing’s approach of comparing empirical behavior 

of the system to real life behavior, in theory the model should 

allow for non-intuitive behavior observed in real life by etholo-

gists—that of a prey animal moving towards a predator if its af-

fect state so disposes it.  In other words, a prey is observed to 

move towards the predator if the prey’s SEEK value was high 

enough to override its FEAR and RAGE, and there was food in 

the vicinity of the predator. 

 
  

Figure 3: Setup for a “Turing test for affect” 

 

Figure 3 shows a setup we used to test the ability of our affec-

tive systems model to demonstrate this kind of behavior.  We 

programmed a predator (blue) to march only horizontally, 

choosing at random whether to go to the left or to the right, and 

thereby creating a guarded boundary.  To pass through this 

guarded boundary, the prey must expose itself to considerable 

danger.  We programmed the prey (yellow) with the emotional 

system.  All the food is on the side of the predator away from 

the prey and the prey has to cross the predator’s line of march-

ing to get to the food.  

 Initially, we see that the prey stays as far away from the 

predator as per its value of FEAR.  However, as the time since 

it has last eaten increases, its SEEK value goes up and it begins 

to move to the food, despite the presence of the predator.  As 

the predator comes closer to the food, the SEEK value also 

goes up and directs it towards the food.  At some point the 

SEEK overrides the FEAR and the prey moves towards and 

crosses the line of action of the predator.  The position of the 

second piece of food is in the corner: SEEK must exceed 

RAGE (a function of closeness to enclosing walls) before the 

prey will consume this food. 

 We found that the values of the parameters as evolved in 

the environment of (say) Figure 1 were far from suitable for 

such a task.  The prey was never able to summon up enough of 

SEEK to overcome its FEAR.  We had to evolve these values 

specifically for the Turing test environment before we saw the 

expected outcome of the prey overriding its FEAR, making it to 

its food, and thereby surviving.  The evolved value of FEAR 

for this more aggressive situation where Pac-Man had to pass 

the ghost was about 25 times less than in the previous case.  

RAGE (a measure of the prey being trapped by the boundaries) 

was about five times smaller, signifying that Pac-Man had 

evolved more aggressive behavior and so less likely to not ap-

proach Pac-Man or to stay away from the boundaries of its en-

vironment.  Likewise, the evolved values of the prey indicated 
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as much as an order of magnitude reduction in its SEEK factor, 

and a five fold reduction in its FOOD factor, both reductions 

indicating a hardier profile, with reduced dependence on food.   

 This is as expected—parameter values evolved in one par-

ticular environment must be different from those evolved in a 

significantly different (more hostile) environment.  The conclu-

sion was that the evolutionary process did work as expected; 

the model could evolve to exhibit the wide range of behavior 

found in nature: a very fearful prey, or a hardier, less fearful 

prey, depending on the environment it evolved in. 

 The predator uses a random algorithm to determine the direc-

tion (left or right) of its next step.  Consequently, while for any 

given iteration number, the specific values from the model 

across many thousands of runs are different, the general pattern 

of affect is the same for each run.   

 For the initial part of the run the prey remained where FEAR 

and RAGE were lowest.  As time since eating increased, SEEK 

increased; the prey began to explore wider regions of its do-

main despite increases in both RAGE and FEAR.  Finally, as 

time (SEEK) increased, the total of SEEK exceeded the sum of 

RAGE and FEAR and the prey crossed the boundary “pa-

trolled” by the predator, and despite increasing RAGE, ap-

proached the boundary, and ate the food.  Figure 4 shows this 

switch in NET affect for one “Turing test” in which there were 

at least 10 reversals of affect (and hence direction) before Pac-

Man crossed the predator. 

 Heider and Simmel (1944) studied the reactions of human 

observers watching animations of moving triangles and 

spheres.  These observers invariably projected life like behavior 

onto these abstract moving objects, concocting elaborate sto-

ries, including romantic interactions, between triangles and 

squares.  Consequently, rather than rely on subjective interpre-

tations by human observers to judge the realism of the preda-

tor/prey behavior we chose to determine this with more objec-

tive criteria,  that is available for this kind of a test—

specifically, whether Pac-Man demonstrated behaviors typi-

cally observed in predator-prey interactions (see [8] for con-

cept).  Specifically, these were 1) the actual survival rate, i.e., 

the measure of the overall success of the prey behavior 2) re-

treat/advance in the face of the prey 3) lateral avoidance 

(“dodging”) behavior to get past the prey and 4) “freezing” be-

haviors when movement by the prey would put it in the imme-

diate path of the predator (not the same as the “paralysis in the 

absence of the predator” described earlier).   

 On average, over 1,000 runs, we found that the success rate 

of the evolved prey in getting past the predator was above 80%.  

The prey would move retreat/advance with respect to the preda-

tor a minimum of three times per run, coming closer to the 

predator in each subsequent approach, before finally moving 

past the predator.  Also demonstrated in the runs were lateral 

avoidance behaviors (once every three runs), and freezing be-

haviors (once ever run).  Based on these data we felt that the 

model was able to mimic real life prey behavior in a similar 

situation with reasonable fidelity. 
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Figure 4: Variation of NET affect for sample “Turing test”  

 

 The results indicate that EP used in conjunction with the af-

fect model appears to produce reasonable affect-based behav-

ior.  The evolved factors are specific to the environment and to 

the nature of the predator, as they are in nature; for example, 

the deer respond differently to different predators in different 

environments.  Future work will likewise develop affect factors 

specific to different environments and type of objects interacted 

with.  In short, the affect model appears generalizable to situa-

tions that are more complex in terms of environment and types 

of danger.  The results also suggest that there is an important 

place for similar “Turing-like tests for affect.”  Next, we com-

pare our approach with alternate approaches.  

 

5. Comparison with other affect models 

Picard [33] wrote the first book on affective computing where 

she used the terms “affective computing systems” and “emo-

tion-oriented computing” to refer to systems that considered 

emotions.  Following Picard, numerous researchers have done 

similar work.  Space considerations permit us to address only 

the two major groupings of this research—appraisal theory 

based approaches and biologically based approaches. 

 

5.1. Appraisal Theory Based Approaches 

 Appraisal theory by far is the basis of the largest amount of 

work in computational theories of emotion.  In appraisal theory, 

emotions result from cognitive assessments of events in relation 

to one’s “beliefs, desires, and intentions” [5].  The central proc-

ess is “cognitive appraisal” and much work has focused on the 

structural relationship between appraisal variables and specific 

emotion variables and cognitive responses.  Applications in-

clude human-computer-interaction, psychology, and AI and de-

scribed in [14, 36, 40, 35, 9, 29] among others.  Marinier [26] 

used appraisal theory as a source of intrinsic reward in “Eaters” 

a maze much like Pac-Man, but lacking a predator.  In general, 

research in appraisal theory has been active for several decades; 

see Scherer et al. 2010 for a good summary.   

 The key difference between appraisal theory and the biologi-

cal approach we propose is that in appraisal theory, the selec-

tion of appraisal variables is unconstrained by the need for em-

pirical evidence in underlying biology.  Instead, appraisal the-

ory based approaches use “if-then” rules specified from outside 

the system.  Consequently, we suggest a complementary ap-

proach; one completely constrained by the underlying biology 
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of affect, and with rules generated internally based on the inter-

action of the objects with the general goal of maximizing agent 

well-being.  As more information of the biological underpin-

nings of affect becomes available, we surmise that biological 

based approaches, presently very much in their infancy, will 

eventually match the abilities of current, sophisticated, ap-

praisal theory based approaches. 

 

5.2. Biologically Based Approaches 

 Biologically based theories (including ours), try to model the 

biological systems that underlie affect.  For this reason, we 

provide a more detailed review of other such research.  

Velasquez [42] modeled important aspects of emotional proc-

essing, for use as a biasing signal when making decisions.  He 

identified six primary emotions based primarily on ideas from 

Ekman [12] and used “associative networks” comparable to 

Minsky’s K-lines [28]  in which salient external stimuli are 

connected to primary emotions.  The main draw back of his 

system is that the designer explicitly specifies re-

ward/punishment values associated with specific interactions 

with specific objects, and in that sense is arbitrary.  This con-

trasts with our approach where there is no explicit specification 

of the reward/punishment value for each interactions and where 

the agent makes its own affect-based evaluations of objects.  

 Drawing on the work of Pfeifer [31, 32] , Canamero [6, 7] 

used emotions as the mechanism for action selection.  She also 

suggested novel “artificial emotions” not found in nature, but 

which could be useful.  While Pfeifer place basic emotions as 

primary motivators, Canamero considered them second-order 

modifiers.  We do not see the need for “artificial emotions” and 

view the basic emotions as primary motivators.  Canamero 

modeled six basic emotions in a neural net.  We do not believe 

that global neural network implementations account for the 

modular nature of the brain’s affect handling systems. 

 Delgado-Mata et al. [10] used an affective system as part of 

an ethologically-inspired action-selection mechanism for virtual 

animals, to show that integrating emotion resulted in emergent 

behavior of flocking.  They did not explore the use of agents in-

teracting with the objects to develop semantic understandings 

of them. 

 Blumberg et al. [4] used an ethologically inspired computa-

tional model for action selection and learning in an autonomous 

animated creature.  A “Behavior System” computes the right 

control signals to send to the agent’s motor system.  Their ap-

proach is conceptually very similar to the one we propose here 

except their decision algorithm arbitrates among different be-

haviors rather than the basic emotions that drive these behav-

iors. 

 Wright [43] suggested that the assignment of value to an 

emotion is a “self-monitored process of credit assignment,” i.e., 

is assigned by the agent itself.  He pointed to the importance of 

a domain-independent representation of utility for adaptive ar-

chitectures, but did not provide any implementation details.  

We agree strongly with both his suggestions: in our approach, 

agents independently develop affect-based evaluations of ob-

jects interacted with, based on the domain independent criteria 

of maximizing their own well-being. 

 

6. Conclusion 

We aim our future work towards generalizing our approach to 

handle more complex situations than the Pac-Man game.  To do 

this, we plan to explore analytical methods such as reinforce-

ment learning to replace the current “greedy optimization” 

strategy with a more efficient approach; introduce the concept 

of learning during an agent’s lifetime based on the localized 

damage (health) of a single agent; introduce memory and ana-

lytical reasoning; include more emotions such as PANIC so as 

to model social situations, such as the teenage boy on his first 

date; enrich environment diversity by introducing other affect-

enabled agents with different characteristics; improve the equa-

tions used in the affect model by continuing to study the under-

lying empirical evidence as it becomes available from main-

stream neuroscience.  

 Rodney Brooks (2002) proposed a ‘subsumption’ architec-

ture where each layer subsumes the functionality of the layer 

below it.  In our system, there seems an obvious place for a like 

approach: an affect layer subsumes the layer that manages the 

agent’s body, and with a cognitive layer subsuming the affect 

layer.  This three-layer, “triune” architecture offers the possibil-

ity of a new kind of autonomous agent, one that because of its 

ability to develop affect-based understandings of objects based 

on its interactions with them is capable of developing semantic 

understandings of these objects and hence demonstrates human-

like behavior in social or other complex emotional situations.  
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A Meta-Heuristic Approach For Energy-Efficient Multi-Agent Path
Planning

Wenjie Wang, and Wooi-Boon Goh
School of Computer Engineering, Nanyang Technological University, Singapore

Abstract— We address the problem of multi-agent path
planning (MAPP) by taking into account the total energy
consumption of all agents, as measured by their cumulative
distance travelled. A deterministic meta-heuristic technique
called guided iterative prioritized planning (GIPP) is pro-
posed to find good solutions with respect to this cumulative
cost measure in a crowded environment. GIPP progressively
explores a larger search space while incorporating a local
optimum detection and resolution scheme to prevent the
search process from being trapped in an unfeasible locally
optimal solution. Comparative evaluations show that GIPP
strikes a good tradeoff between the solution quality and
computational time.

Keywords: Guided local search, path planning, multiple agents,
meta-heuristic technique

1. Introduction
There exist many MAPP algorithms to navigate co-located

mobile agents. However, it is still a challenging problem to
ensure a dense population of such agents does not collide
with each other as they concurrently move to their respective
destinations. In addition, we may want these agents to
perform this task in the most energy efficient manner by
minimizing the cumulative distance travelled by all agents.
Finding an optimal solution in MAPP can be intractable as
the size of the solution space in MAPP increases rapidly
with the number of agents and the size of the map. For
practical computational reasons, this work adopts a local
search technique to find energy efficient solutions for dense
MAPP problems in a reasonable time. Unfortunately, like
many traditional MAPP algorithms, the local search tech-
nique fails to find viable paths for all agents as the agent
density increases since it gets trapped in locally optimal
solutions that are unfeasible. We overcame this problem with
an idea borrowed from guided local search and proposed a
novel guided iterative prioritized planning (GIPP) algorithm
that knows when to modify the cost function so as to help
the search process escape from unfeasible local optima.

2. Related Work
MAPP algorithms can be categorized into coupled or

decoupled approaches. Coupled approaches combine the
workspace of all agents into a composite workspace, and

then plan the paths for all agents simultaneously. Svestka
and Overmars[4] combined the probabilistically generated
map of each agent into a super graph. The viable paths
for all agents are then obtained by finding a sequence of
collision-free super nodes that connect the start and target
super nodes in this super graph. This coupled approach is
probabilistically complete because of the probabilistically
generated map for each agent. Sharon et al.[6] proposed an
increasing cost tree (ICT) to find an optimal solution with
respect to a cumulative cost function. Though this approach
is guaranteed to find the globally optimal solution, the size
of ICT increases exponentially with the depth of goal node.

Decoupled approaches decompose the MAPP problem
into several sub-problems and then solve these sub-problems
separately. One type of the decoupled approach relies on
some kind of prioritization scheme and then each sub-
problem is solved in a sequential manner based on their as-
signed priorities. Mors et al.[3] proposed a routing planning
algorithm based on free time windows (FTW) to find a viable
path for each agent in a sequential manner. Since the higher
priority agents do not consider the path planning process
of the lower priority agents, they may inadvertently prevent
lower priority agents from finding viable paths. Bennewitz
et al.[1] addressed this issue by not fixing the priority order.
They adopted a randomized and hill climbing search to find a
near-optimal priority order. However, this random approach
is not effective in finding a feasible priority order that
could make viable paths for all agents. Wang and Goh[11]
proposed an adaptive priority re-assignment strategy to find
a feasible priority order but their technique may get stuck
in a priority re-ordering loop. Silver[5] proposed a dynamic
priority assignment strategy in which each agent takes turn to
have the top priority for a period of time. Since it is unknown
how long each agent should be assigned the top priority each
time, dynamic priority assignment is still a challenging task.
Standley[7] addressed this issue by allowing the coupling of
the sub-problems. He proposed an Independence Detection
(ID) that tries to find the independent groups of agents
such that the entire problem can be solved by planning the
paths for each independent group separately. In addition, he
proposed an Operator Decomposition (OD) that can lead to
a significant reduction of node expansions during the path
planning of each independent group if a perfect heuristic is
available. Though the OD+ID algorithm can guarantee the
optimality of the solution, the perfect heuristic in MAPP is
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impossible while the independent groups are difficult to be
obtained in a crowded environment. In this case, the OD+ID
algorithm may suffer from exponentially increasing com-
putational time with the agent count. Standley and Korf[8]
went on to modified OD+ID into a fast maximum group size
(MGS) algorithm by dynamically dropping an optimality
constraint and changing the expanding order criterion. They
then proposed an optimal anytime (OA) algorithm that can
improve the solution quality if more time is allowed. Though
dropping the two constraints in MGS and OA may help
reduce the probability of group merging, it slows down the
convergence rate to an optimal solution and leads to the risk
of endless idle action.

Another type of decoupled approach first solves the single
agent path planning sub-problems independently and then
resolves conflicts using some coordination strategies. Wang
and Botea[10] adopted a puzzle sliding approach to resolve
the conflicts among the paths of agents. Their approach
computes alternative paths for every three locations in the
independently computed path of each agent and then solves
the conflicts among the paths of agents by sliding the agents
with lower priorities to the alternative paths so as to give
way to the high priority agents. However, this approach
may fail to find alternative paths in highly crowded and
narrow spaces. Luna and Berkis[2] proposed two primitive
operations, namely the push and swap operations, to resolve
the conflicts among the paths of agents. However, the push
and swap algorithm requires at least two empty vertices in
the graph, in other words, the push and swap algorithm may
not be able to solve MAPP with one empty vertex in the
graph like the 15 puzzle problem. Since finding an optimal
solution in MAPP can be computationally intractable, the
goal of this work is to find a good energy efficient MAPP
solution in a reasonable time. To this end, we propose an
anytime algorithm, which iteratively improves the solution.

3. Problem Definition
The energy efficient MAPP problem can be described as

follows: each agent Ai for i ∈ {1, ..., n}, is required to move
along a conflict-free route ri from its unique starting point Ii
to its destination Gi. They are required to complete this task
with the lowest possible total energy consumption, which is
assumed to be proportional to a cumulative cost function
that measures the total travel distances of all n agents. The
environment is modeled as a four connected undirected grid
map and time is discretized into a series of unit time steps.
The starting and target locations of each unit-sized mobile
agent are directly mapped to the vertexes in the grid map.
At a unit time step, each agent is allowed to take one of
four move unit actions (i.e. North, South, West or East) that
moves the agent from one node to the neighboring node in
the four-connected grid map. Or it can stay at its current node
by taking an idle unit action, which incurs no energy cost.
A rotation action is assumed unnecessary when changing

directions. Assume the path node ri(t) = (rxi (t), r
y
i (t))

denotes the position of each agent Ai at the time step t, and
the agent Ai reaches its destination Gi at the time step Ti.
So Ti should be large enough such that there is no collisions
with the paths of other (n-1) agents if the agent Ai reaches
its destination after Ti. Since all agents move concurrently,
there exist two kinds of collisions. A node collision happens
when two agents come to the same node at the same unit
time step or one agent moves to a node occupied by static
obstacles S. A head-on collision happens when two agents
moves concurrently along the same edge from the opposite
directions. The Boolean function φi(t) denotes whether the
agent Ai collides with the static obstacles S at the path
node ri(t). The Boolean function Ωi,j(t) denotes whether
the agent Ai collides with the agent Aj at the path node
ri(t). The Boolean function ϕi,j(t− 1, t) indicates whether
there exists any head-on collision between the agent Ai and
Aj during time step t − 1 and t. The Boolean function
φi(t), Ωi,j(t) or ϕi,j(t−1, t) is set to 1 if its corresponding
statement is true, or else to 0. Assume the function di(r)
calculates the travel distance of the agent Ai from its starting
point Ii to its destination Gi. Then the energy efficient
MAPP problem is mathematically described as follows:

minFd(r) =

n∑
i=1

di(r), subjected to (1)

φi(t) = 0 for each {i, t} (2)

Ωi,j(t) and ϕi,j(t− 1, t) for each {i, j, t} (3)

Where i ∈ {1, ..., n}, j ∈ {1, ..., n}, j ̸= i and t ∈
{1, ..., T} (T = max1≤i≤n(Ti)). For convenience, we
refer to (2) as the static constraint and (3) as the dynamic
constraint and they are treated differently in this work.

Since idle action is allowed but incurs no energy cost,
many alternative solutions with the equal cost exist in an
energy efficient MAPP problem. In this case, a preferred
solution is one with as few idle actions as possible. Since
idle unit action and move unit action both take one time step,
tie breaking can be done by choosing the MAPP solution
with the lowest total time step. Assume the function bi(r)
calculates the total time steps of the path ri, then the second
tie breaking objective is given by

Ft(r) =
n∑

i=1

bi(r) (4)

The energy efficient solution is obtained with respect to
two prioritized objectives Fd(r) and Ft(r). We address this
vector optimization by aggregating these two objectives into
a weighted function given by

Fa(r) = w1 ∗ Fd(r) + w2 ∗ Ft(r)

=
n∑

i=1

{w1 ∗ di(r) + w2 ∗ bi(r)}
(5)
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Where w1 > w2 > 0 and w1 + w2 = 1. Since each path
ri is created by a sequence of unit actions, the distance and
time cost functions di(r) and bi(r) can be computed using
the total cost of all the unit actions in the path ri. However,
the idle unit action is treated differently in di(r) and bi(r).
It adds no distance cost to former but contributes to the time
cost of the latter. As such, we can effectively change the ratio
between w1 ∗ di(r) and w2 ∗ bi(r) by changing the relative
cost between the idle and move unit actions. Assume the
cost of the move unit action is 1, then the cost of the idle
unit action is set to α, where (0 < α < 1). As a result, the
energy efficient MAPP problem can be approximated by the
following problem

minFa(r) =
n∑

i=1

fi(r) (6)

Subjected to (2) and (3), where fi(r) = w1 ∗ di(r) +
w2 ∗ bi(r). Since our goal is to find a good solution in a
reasonable time, we next introduce a local search algorithm
for the MAPP problem in (6).

4. Guided Iterative Prioritized Planning
Algorithm

The local search method iteratively finds an improving
solution from a local neighborhood. When evaluating a
larger neighborhood, it is more likely to find a globally
optimal solution at the expense of a higher computational
cost. Using an efficient optimal search algorithm like the A*
algorithm for single agent path planning, we can define n
different neighborhood Ni(r) obtained by applying changes
in one component of the current solution r = (r1, ..., rn).
Beginning with an initial solution, each subsequent solution
is obtained by selecting the best feasible solution from Ni(r)
with respect to the objective function in (6). The iterative
process terminates when no further improvement can be
made. Since dynamic constraints increase rapidly with agent
count, the search in the MAPP solution space is likely to
terminate prematurely when no feasible solution exist in
Ni(r). To address this, the constraints are relaxed by adding
a penalty term that measures the violations of the constraints
into the objective function in (6). Since eliminating the
unfeasible solutions that violates static constraints does not
destroy the connectedness of other solutions in the MAPP
solution search space, computational cost can be reduced by
strictly satisfying all static constraints. As such, the penalty
function includes only a penalty term that measures the
violations of the dynamic constraints and is given by

minFp(r;µ) =

n∑
i=1

fi(r) + µ ∗
n∑

i=1

n∑
j=1,j ̸=i

T∑
t=1

{Ωi,j(t) + ϕi,j(t− 1, t)}

(7)

subjected to (2), where µ is a non-negative penalty coef-
ficient. A fixed penalty coefficient sets µ to a high value.

This has the advantage of fast convergence but may lead
to an inferior solution. The alternative incremental penalty
coefficient that initially set µ to a small value and then gradu-
ally increases it, produces a superior solution but with slow
convergence. For a fast feasible solution convergence, we
adopted the fixed penalty coefficient. At each iteration, the
next solution is obtained by selecting the lowest cost solution
from Ni(r) with respect to the cost function Fp(r;µ) in (7)
and the static constraint (2).

Though the defined neighborhood Ni(r) allows an im-
proving solution to be found in a computationally efficient
manner, the local search method can be trapped in a locally
optimal solution that is unfeasible, especially with high
agent count. This quickly reduces the success rate of the
local search method. In order to escape from the unfeasible
locally optimal solution, an idea borrowed from guided local
search [9] is used to modify the cost function. In this meta-
heuristic algorithm, solution features are first defined and
each solution feature ci for i = 1, ...,m has a corresponding
feature penalty hi (initially set to 1). Each time a locally
optimal solution x∗ is reached, the penalty h′i of the solution
feature c′i with the highest utility presented in the current
locally optimal solution x∗ is increased so as to make x∗

more costly than surrounding solutions without the solution
feature c′i. This helps the search escape from local optima.
The utility for each solution feature ci is calculated as

U(x, i) = Di(x) ∗ gi(x)/hi(x) (8)

where i = 1, ..,m and gi(x) calculates the cost associated
with the solution feature ci and it can be derived from a
cost function. Function Di(x) returns 1 if the feature ci
is present in the current solution x or 0 otherwise. In this
way, guided local search can suppress undesirable solution
features. As a result, we can define the solution features
associated with the dynamic constraints in (3) so as to
steer the search towards a feasible solution and avoid being
stuck in an unfeasible locally optimum. Since the number of
dynamic constraints could be infinite, it will be impractical
to maintain infinite solution feature penalties. Instead, we
define n solution features that are corresponding to the
paths of each agent. Each solution feature ci is defined as
the violation of dynamic constraints imposed by the path
of agent Ai. Guided local search is applied to the MAPP
problem by incorporating the feature penalty to the cost
function in (7) as given by

minFg(r;µ) =
n∑

i=1

fi(r) + µ ∗
n∑

i=1

n∑
j=1,j ̸=i

T∑
t=1

{0.5∗

hi(r) ∗ hj(r) ∗ [Ωi,j(t) + ϕi,j(t− 1, t)]}

(9)

subjected to the static constraints in (2). Then the incurred
cost Di(r) ∗ gi(r) associated with the solution feature ci in

12 Int'l Conf. Artificial Intelligence |  ICAI'13  |



the solution r is given by

Di(r) ∗ gi(r) = µ ∗
n∑

j=1,j ̸=i

T∑
t=1

{hi(r) ∗ hj(r)

∗ [Ωi,j(t) + ϕi,j(t− 1, t)]}

(10)

Since µ makes uniform scaling on utilities of each solution
feature, so we define the utility function U(r, i) for each
solution feature ci as

U(r, i) =

T∑
t=1

n∑
j=1,j ̸=i

{hj(r) ∗ [Ωi,j(t)

+ ϕi,j(t− 1, t)]}

(11)

The intention is to extend local search by making other
agents give way to the agent with the highest penalties. When
an unfeasible locally optimal solution r∗ is encountered,
the utilities of all features are computed using (11). The
penalty of the solution feature with the highest utility is then
increased by a predetermined value ε. This iterative process
stops when a feasible locally optimal solution is found. A
locally optimal solution is deemed to be reached when the
current solution is continuously kept for at least n iterations,
where n is the number of agents. Fig 1 gives the pseudo code
for the proposed GIPP algorithm.

Fig. 1: Guided iterative prioritized planning algorithm.

The initial solution r(0) is not required to be feasible
and it can be generated randomly or heuristically. In our
case, we obtain r(0) by planning an individual path for each
agent with other agents assumed to be absent because it
is easy to obtain and gives the lower bound on the energy
efficient solution. Since the search neighborhood Ni(r

(τ−1))
is obtained by applying changes in one component ri at
each iteration, we essentially have a simple single agent path
planning problem with the incremental positions of other
agents treated as obstacles. In this work, the cooperative A*
algorithm [5] was adopted to find a path for agent Ai at
each iteration. Tie breaking can be done by selecting the
path with the lowest traverse cost.

5. Experimental Results
The simulation program was coded in the C++ program-

ming language and executed on an Intel(R) core2 (2.67
GHz) processor with 2 GB of memory. The performance of
the GIPP algorithm was evaluated with different parameter
settings and against other MAPP algorithms. Performance
was evaluated based on three different criteria. The first is
success rate, which is defined as the percentage of times
in all random scenarios all the n agents found collision-
free paths to their respective destinations. The second is
computational time, which is defined as the average time
taken to compute the viable paths for all n agents in
successful random scenarios. The last is cumulative distance,
which defines the average total travel distance of all n agents
when they move to their respective destinations in successful
random scenarios. This criterion measures the performance
of the algorithms in minimizing the energy efficient cost
function stipulated in (1). All experimental results were
obtained in the 30x20 grid map with 20% static obstacle
density unless otherwise indicated. For each agent count,
the same 100 random scenarios were used in the simulation.

5.1 Evaluation of the GIPP Algorithm
5.1.1 Different cost ratio α
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Fig. 2: Comparative success rate with varying cost ratios α.

We first evaluated how the cost ratio α between the idle
and move unit actions influences the search for an energy
efficient MAPP solution. The performance of the GIPP
algorithm (with parameter settings of δ = (30 ∗ n), µ =
100 and ε = 1) was evaluated using four different idle
unit action cost ratios, namely α=0.01, 0.1, 0.5 and 2. As
the relative cost of the idle unit action decreases (with
smaller α), idle actions will be preferred to move actions.
Since the idle unit actions produce less collision constraints
compared with the move unit action (e.g. head-on collision),
the success rate increases with lower cost ratio α, see Fig 2.
Since idle actions do not consume energy and keep the agent
from detour so as to avoid collisions, a lower cost ratio α also
shortens cumulative distance, see Fig 3. The only downside
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Fig. 3: Comparative cumulative distance with varying cost
ratios α.
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Fig. 4: Comparative computational time with varying cost
ratios α.

of lower cost ratio α is the resulting increase in feasible
solutions evaluated during each solution selection process
and this increases computational cost in a less crowded
environment, see Fig 4.

5.1.2 Varying value for penalty coefficient µ
We also compared the performance of the GIPP algorithm

(with parameter settings of δ = (50∗n), α = 0.5 and ε = 1)
under different fixed penalty coefficients of µ=5, 100 and
1000. A higher penalty coefficient scales up the penalty cost
and this magnifies the penalty term in the cost function,
leading the GIPP algortihm to converge faster to a feasible
solution. As a result, a higher penalty coefficient results in
a higher success rate, see Fig 5. But the objectives fi(r) for
i = 1, ..., n are marginalized in the cost function, leading
to inferior cumulative distance performance, see Fig 6. In
addition, a high penalty coefficient increases computation
cost as it may increases the cost of the lowest cost solution
at each iteration of GIPP, which leads to the evaluation of
more nodes that do not violate collision constraints, see
Fig 7. Our observations suggest that when µ is set high
enough (µ>100), the penalty term already dominates the cost
function. Further increase in µ makes no difference to the
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Fig. 5: Comparative success rate with different fixed penalty
coefficients µ.
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Fig. 6: Comparative cumulative distance with different fixed
penalty coefficients µ.
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Fig. 7: Comparative computational time with different fixed
penalty coefficients µ.
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performance of the GIPP algorithm. In summary, a balanced
parameter setting for the GIPP algorithm was observed to be
µ=100 and α=0.5.

5.2 Comparison with other MAPP Algorithms
The proposed GIPP algorithm was compared with three

other MAPP algorithms. The first is the Windowed Hi-
erarchical Cooperative A* (WHCA*) algorithm[5], which
allows all n agents to move concurrently to their respective
destinations. The second is the Push and Swap (P&S)
algorithm[2]. It is probably the current state of the art
MAPP algorithm for finding feasible solutions in a crowded
environment but it solves this problem by moving agents to
their respective destination one after another. The final one
is the Optimal Anytime (OA) algorithm[8], which is also
an anytime algorithm like GIPP. The comparison was done
for a 30x20 and a 4x4 grid map. The former with agent
count varying from 20 to 200 and a static obstacles density
of 20%. The latter with only agents numbering from 2 to
15. Results were obtained with GIPP parameter settings of
µ = 100, α = 0.5 and ε = 1.
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Fig. 8: Comparative success rate on a 4x4 grid map.

0 5 10 15
10

0

10
1

10
2

10
3

Number of agents (n)

C
u

m
u

la
ti

ve
 d

is
ta

n
ce

 

 

WHCA*(8)
WHCA*(16)
OA
P&S
GIPP(δ=1000*n)

Fig. 9: Comparative cumulative distance on a 4x4 grid map.

The performance of GIPP was compared with the Win-
dowed Hierarchical Cooperative A* with 8 window step
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Fig. 10: Comparative computational time on a 4x4 grid map.

(WHCA*(8)) and 64 window step (WHCA*(64)), the OA
(with a timeout of 1 minute) and the P&S algorithms on
a 4x4 grid map. Though OA is able to find an energy
optimal MAPP solution, it suffers from exponentially in-
creasing state search space due to the group merging. This
translates into a rapidly increasing computational time in
OA. As the agent count increases in the 4x4 grid map,
the probability of group merging increases and therefore
the success rate of OA quickly decrease under the limited
timeout period of 1 minute, see Fig 8. By contrast, WHCA*
and GIPP can both achieve comparable cumulative distance
with OA. However, WHCA*’s success rate quickly drops
as the environment gets crowded. Though success rate of
GIPP also drops as the agent count increases to 15, which
is highly crowded, its success rate can be further improved
if more iterations are allowed. Due to its efficient push and
swap primitives, P&S performs well in finding a feasible
MAPP solution quickly. As the agent count increases to 12,
P&S can obtain comparable high success rate with GIPP at
less computational time, see Fig 10. However, P&S fails as
the environment gets highly crowded, especially when the
agent count increases to 15 because one of the necessary
conditions for its solution is at least two empty vertices in the
map. In addition, P&S results in higher cumulative distances
since it was not explicitly designed to find energy efficient
MAPP solutions, see Fig 9.

We also compared the performance of the GIPP with
the WHCA*(16), WHCA*(64), OA (with a timeout of 12
minutes) and P&S algorithms on the 30x20 grid map. A
larger grid map leads to a longer path for each agent and this
significantly increases the size of state search space for OA.
As a result, OA quickly fails even in a sparse environment
despite the longer timeout of 12 minutes. Fig 11 shows
that the WHCA*’s success rate drops as the agent count
increases because of its insufficient window step. Though
a longer window step does improve its success rate, the
improvement comes at the expense of higher computational
time, see Fig 13. With agent count under 100, WHCA*(64)’s
computational time is higher than GIPP. P&S is more
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computationally efficient in finding a feasible solution than
GIPP in a moderately crowded environment, but as expected,
the energy efficiency of its solution is significant worse than
GIPP. With more iteration, the success rate of GIPP can
approach that of P&S, albeit at higher computational cost. If
energy efficient MAPP solutions are paramount, this increase
in computational cost may not be a serious problem for
offline MAPP scenarios and can be addressed by using more
powerful hardware.

0 50 100 150 200
0

10

20

30

40

50

60

70

80

90

100

Number of agents (n)

S
u

cc
es

s 
ra

te
 (

%
)

 

 

WHCA*(16)
WHCA*(64)
OA
P&S
GIPP(δ=50*n)

Fig. 11: Comparative success rate on a 30x20 grid map.
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Fig. 12: Comparative cumulative distance on a 30x20 grid
map.

6. Conclusions
A meta-heuristic approach called guided iterative pri-

oritized planning (GIPP) was proposed to address MAPP
problems that require energy efficient solutions. Though
the GIPP algorithm does not guarantee that a globally
optimal solution can be found, it is demonstrated the most
energy efficient performance among the MAPP algorithms
evaluated. More importantly, GIPP also enjoys comparable
success rate to the Push and Swap algorithm in a moderately
crowded environment. Since the GIPP algorithm is allowed
to explore the whole solution space, it does have a higher
computational cost compared to WHCA*, especially in
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Fig. 13: Comparative computational time on a 30x20 grid
map.

crowded scenarios. However, such deficiencies in an offline
planning scenario can often be ameliorated by using more
powerful or algorithm-customized computational hardware.
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Abstract—Norms in multi-agent systems are used to regulate the 

behavior of agents, organizations and sub-organizations in their 

environments during a period of time. Much of the work on norms 

focuses on the specification and maintenance of normative system. Little 

work concentrate on the level of individual agents as the impact of norms 

on the different types of intelligent agent programs, as the internal 

modifications in the agents´ decision processes and the background 

information necessary for rationality in an environment governed by 

rules. This paper is a contribution in this direction to the case of model-

based reflex agent. An approach to extend this type of agent was 

formalized and validated it in an implementation of a simple world in the 

Prolog System. The results demonstrate that the approach is adequate 

and must be extended to consider other kinds of intelligent agents: the 

goal-based agents and the utility-based agents. 

Keywords—Model-Based Reflex Agent Architecture; Deontic 

Concepts; Norms 

1  INTRODUCTION 

According to [1], an agent is an entity capable of perceiving 
its environment through sensors and acting upon that 
environment through actuators. Agents are autonomous entities 
that are able to interact through messaging [2]. The most accepted 
way of classifying agents consider the different kinds of internal 
architectures [1, 3]. They play a central role in the development 
process of agents. The agent architecture specifies the 
components that realize the process of deliberation and choice of 
action to be taken by the agent, according with its perceptions and 
other information. 

The choice of the agent architecture may be a non trivial task. 
It has to consider the environment task. So, the internal 
components in the architecture must be adequate to the external 
environment task properties, in order to realize the agent 
objectives, according to a performance measure previously 
established. The complexity of the choice increases if the 
environment task imposes norms to regulate the agents’ behavior 
by describing the actions that can be performed or states that can 
be achieved (permissions), actions that must be performed or 
states that must be achieved (obligations), and actions that cannot 
be performed or states that cannot be achieved (prohibitions). 

As claimed by [4], much of the work developed on norms 
focuses on the specification and maintenance of normative 
system, i.e., the research efforts has been concentrated at the 
macro level of the Multi-Agent Systems. Noticing that very little 
work has been done on the level of individual agents, they 
proposed some adaption in BDI agents to solve tasks in open 
environments with the presence of norms of four types. Strongly, 
influenced by this work, we proposed a contribution in the same 

direction to the case of simple reflex agent based on condition-
action rules [1, 7]. 

We formalized an approach to extend simple reflex agent 
architecture in order do considers a specific kind of norm, that 
is, the obligated actions that must be performed in the 
environment task and the prohibited actions that must not. As the 
work that inspired the approach [4], we did not consider the 
presence of sanctions and the norm related to states, because 
believe it would require the presence of a internal state and, in 
that case, we could extend the model-based reflex agent 
architecture. 

So, this paper is a contribution to the model-based reflex 
agent architecture. It focuses on the second kind of norms, i.e., 
norms that are obligations and prohibitions to achieve states. The 
sanctions are not explicitly considered, but implicitly the 
proposed approach inherits the moral in the simple reflex agent 
[7], that is, in the presence an obligated and prohibited action, the 
agent performs a possible action that is not prohibited. This kind 
of behavior implies in the best agent performance in the task 
environment and defines the notion of rationality in specific 
environments. Future contributions will abolish this moral and 
extend the architecture to consider the presence of sanctions. 

As in [7], we formalized the approach employing the Prolog 
System notation. It was validated in an implementation of a 
simplified version of a vacuum cleaner where the agent can be 
obligated and/or prohibited to perform some/achieve actions and 
states in the environment. The results demonstrate that the 
approach is adequate and must be extended to consider other 
agent architecture. The paper is structured as follows. Section 2 
briefly presents the model-based agent architecture. The concepts 
related to norms are detailed in Section 3. Section 4 describes 
how to combine rightly the use of model-based agent 
architectures with norms. A case study is showed in Section 5 
and, finally, conclusions and future works are discussed in 
Section 6. 

2 MODEL-BASED REFLEX AGENT 

The structure of this agent can be seen as the simple reflex 
agent with condition-action rules [1], with the insertion of a next 
function used to adapt an internal state to deal with partially 
observable environments. This new information describes aspects 
of the environment (called a model) that are not currently 
perceived by the agent´s sensors. Specifically, the next state 
function adapts the current internal state considering the current 
information perception and the information about the effects of 
possible actions in the environment and about how the 
environment evolves independently of the agent´s actions. The 
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Figure 1 presents a schematic diagram of the model-based reflex 
agent that synthesizes the Russell&Norvig´s ideas related to 
reactive agent program [1], as well as the abstract architecture 
point of view proposed by Wooldridge in [5]. 

 

Fig. 1. Schematic diagram of the model-based reflex agent 

In addition to the functional description realized in [6] to the 
simple reflex agent, the description of this new structure adds an 
intermediate step in the five steps scheme. This new synthesis 
assumes that at any instant K: 

(1) through sensors, the agent receives information from the 
environment, i.e., perceptions defined on a set of n possible 
perceptions from the environment (Env), P =  {Perception1, ..., 
Perceptionn}; 

(2) the perception subsystem, see: P  P’, processes each 
perception in P and maps to one possible states P’, that are 
representations of aspects in the perceptual information that are 
not accessible to the agent; 

(3) the next state function, next: P’xS  S, maps states in P’ 
and the current internal state in one of possible new internal state, 
considering the effect of its actions and the analyze of the changes 
in the environment, S = {State1, ..., Statem},; 

(4) the decision making subsystem, action: S  A, processes 
the internal states in S and selects, according an specific rule of 
the set of condition-action rules, one of the actions in the set of 
possible actions for the agent, A = {Action1, ..., Actionn}; 

(5) through actuators, the agent sends the selected action for 
the environment; 

(6) in the interaction K+1, the agent initiates another cycle 
involving the perception of the world through the see function, 
the update of its internal state through next and the selection of 
a new action by action function. 

In this new scheme, the condition-action rules can be seen as 
a set of common associations which are observed between certain 
conditions established from the descriptions of internal states in S 
and certain actions in A. The agent´s designer defines these rules 
having in mind the performance measure that will be applied to 
the agent. In this context, it is expected that, in an adequate 
environment, if the rules are adequate, then the agent will achieve 
its objectives and, consequently, it will be well evaluated. 

3 NORM TYPES AND REPRESENTATION 

This paper considers all types of norms discussed in [4]. The 
classification scheme considers whether norms are obligations or 
prohibitions, and whether they refer to particular actions or to 

states of the world. Table 1 presents the four types of norms and 
their intuitive meaning according to [4]. 

 
 
 

TABLE I.  THE TYPES OF NORM AND THEIR DESCRIPTIONS 

Norms Types Description 

1 obligation(p) agent must try to achieve certain world state p 

2 obligation(a) agent must try to execute certain actions a 

3 prohibition(p) agent must try to refrain from achieving a 

state p 

4 prohibition(a) agent must try to refrain from executing an 

action a 

Each type of norm has activation and expiration conditions 
as, for instance, a well defined validity period of time, 
indicating when the norm is in force and when it ceases to be 
in force. The schematic formalization described in [4, 6] 
includes notions of activation and expiration of a norm, which 
we represent as norm (Activation, Expiration, NormType), 
where Activation is the condition for the norm to become 
active, Expiration is the condition to deactivate (expire) the 
norm, and NormType is the one of the norms in Table 1. For 
an example, considering the vacuum cleaner agent world, the 
following skeleton of norm can be used to inform that the 
agent is obliged to keep the room clean during a period of 
time: norm(room(X), period(Begin, End), obligation(Clean)). 
So as was done in [7], it was sufficient to adapt some aspects 
on the description of these conditions to incorporate norm 
based behavior in the model-based reflex agent structure. 

4 EXTENDING MODEL-BASED REFLEX AGENT WITH NORMS 

In this section we propose an extension to the reference model-

based reflex agent to enable the processing of norms. Most of the 

changes occurred in the next function, as a consequence of the 

insertion of one new mechanism to deal specifically with norms 

related to obligations/prohibitions of states that can/cannot be 

achieved in the world. Norms related to obligations/prohibitions 

of actions are normally asserted in the internal state of the agent 

and there is no need of a special treatment to be made by the next 

function in this case. This occurs because the action function in 

Figure 2 inherited the scheme developed for the simple reflex 

agent in an environment with norms related to actions [7]. So, no 

structural change was made in the previous work.. 

4.1 An Outline of the Approach 

Figure 2 shows the schematic diagram of the Model-based 
Simplex-Reflex Agent in an environment with a specified set of 
norms that restrict its actions. The schematic diagram in Figure 1 
describing the agent, and its associated sequence of six steps, 
was adapted to become valid in the case norms were activated. 
The adaption in the next function, step 3 in the sequence, was 
necessary to deal with environments with norms of Type 1 or 
Type 3. The adaption considered that: (1) norms of Type 1 
implicitly indicate an equivalent norm of Type 2, that is, the 
implicit actions that achieve the obliged state in the equivalent 
norm Type 1; and (2) norms of Type 3 implicitly indicate an 
equivalent norm of Type 4, that is, the implicit prohibited actions 
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that achieve the prohibited state in the equivalent norm Type 3. 
Base on this kind of equivalence, for example, in an interaction k 
in which AC is true and EX is false, any norm of the form 
norm(AC, EX, obligation(clean)) can be “converted” to a norm of 
the form norm(AC, EX, obligation(suck)), because the agent can 
maintains the environment clean by sucking the environment in 
the interaction k. 

 

Fig. 2. Schematic diagram of the model-based reflex agent with norms 

So, based on this kind of equivalence, during an interaction k 
with the environment, two situations of conversion were 
predicted: (1) if the agent’s next function detects that one norm of 
Type 1 is active, then: (a) it uses a successor function to infer the 
actions that transform the current state in the currently obliged 
state, and (b) it asserts in the internal state only one equivalent 
temporary norm Type 2, that is, that one related to the obligation 
of the cheapest action inferred; and (2) .if the agent’s next 
function detects that one norm of Type 3 is active, then: (a) it uses 
the successor function to infer the actions and (b) it asserts all 
equivalent temporary norms related to the obligation of the all 
actions inferred. Each necessary temporary norm inherits the AC 
and EX conditions from the original active norm. In the 
interaction k+1, the agent´s next function retracts all temporary 
norms asserted in the interaction k, and, when necessary, it 
repeats the processing of situations (1) and/or (2). Norms of Type 
2 and Type 4 don´t require a special treatment; the next function 
only asserts in the internal state this kind of norm as a non 
temporary norm. 

Based on all norms Type 2 and Type 4 asserted in the internal 
state, the temporary and the non temporary norms, the agent’s 
action function can select exactly the most successful based on 
the scheme explained in [7]. It involves the definition of three 
different groups of condition-action rules associated with the 
deontic concepts: obligation rules group, to specify the rules 
related with the actions that must be performed by the agents in 
the environment; prohibition rules group, to specify the rules 
that are related with the actions that cannot be performed by the 
agent; and permission rules group, to specify the rules related 
with the actions that can be executed. The conflicts between 
rules from the different groups is avoided as: (1) first, the agent 
looks for actions that are obliged and are not prohibited to be 
performed in the environment; (2) if these actions are 
prohibited, then the agent looks for actions that are not 
prohibited; and (3) in the case where there not exist any 
obligations and prohibitions, the agent looks for a successful 
action that can be performed. 

A more specified description of the outcomes in the decision 
making subsystem of the extended can be found in [7]. So, for 
example, suppose the situation (1) where there is an active state 
norm of the form obligation(clean) and the agent knows that, 
independently of the current state of the room, the suck action 
keeps the room clean, then, employing the next function the 
agent. T. As the first outcome, the next function infers the suck 
action and, as a second outcome, it asserts in its internal state an 
information about a temporary norm of the form obligation(suck). 
Finally, as a third outcome, consequence of the assertion of the 
temporal norm, the action function selects the suck action if it is 
not prohibited. The strategy to select a rational action tries to 
maximize the implicit rewards that are consequences of: (a) the 
selection of an obligatory and not prohibited action; (b) the 
non-selection of a prohibited action, and (c) the selection of 
permitted actions, those which are adequate with the 
environment state conditions and with the agent´s performance 
measure. 

4.2 The Formal Description of the Approach without Norms 

This section presents a declarative description of the model-
based reflex agent illustrated in Figure 1, that is, in an 
environment without norms. The Prolog System was employed to 
formally describe the agent programs in both cases. The Prolog 
definition of agent/2 describes the agent program discussed in 
Section II: 

   agent(P,A):- see(P,Pline), next(Pline), action(A). 

where the definition of see/2 describes the perception subsystem, 
as indicated by Step 2 of the sequence of six steps illustrated in 
Section 2; the definition of nextFunction/2 describes the next 
function defined in step 3, it asserts the information in Pline in the 
agent’s internal state, that is, some predicates employed to 
represent the environment task state; and the definition of action/1 
describes the decision-making subsystem of the agent program, as 
indicated by Step 4 in the sequence. 

 The Prolog definitions next/1 depends on the specific 
environment task. The case study in the last section specifies this 
definition to the case of a vacuum cleaner agent in a very simple 
world. In this section we present the skeleton of the main kind of 
phrase in the definition: 

   next(Pline):- retract_all_ predicates(Pline), 
                asserta_all_predicates(Pline). 

where retract_all_predicates/1 is the definition of retract the set of 
all predicates asserted in interaction k,  but that must be retracted 
from the internal state in the interaction k+1; and 
asserta_all_predicates/1 is the definition of assert the set of all 
predicates that must be asserted in interaction k+1. 

 The definition of action/1 inherits the definition employed in 
the case of the simple reflex agent to describe its decision making 
subsystem based on condition-actions rules: 

   action(A):- do_permission(A). 

where the definition of do_permission/1 describes the Permission 
Rules Group for the agent in an environment without norms, 
which are condition-action rules highlighted in Figure 1. These 
rules depend of the agent’s task environment and must be defined 
according to the available knowledge about the actions that are 
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most adequate to be executed when the environment is under 
certain conditions. The next section of this paper illustrates this 
group of rules for the vacuum cleaner case. 

4.3 The Formal Description of the Approach with Norms 

The declarative description of the model-based reflex agent in an 
environment with norms, illustrated in Figure 2, inherits the 
definition of agent/1 declared to the case without norms. But, in 
order to deal with all types of norms shown in Table 1, the 
definition of next/1 must be adapted:  

   next(Pline):- retract_all_ predicates(Pline), 

  asserta_all_predicates(Pline),  

  retract_all_temp_norms, 
  asserta_all_active_temp_norms. 

where retract_all_temp_norms/0 is the definition of retract all 
temporary norms asserted in the interaction k, and the definition 
asserta_all_active_temp_norms/0 is the definition of assert all 
temporary norms related to the obligation/prohibition of 
executing actions, those that are equivalent to norms related to the 
obligation/prohibition of achieving states. 

So, in order to deal with temporary and non temporary norms 
related to actions, definition of action/1 must be extended too. 
The definition below describes the new action function 
considering the two new groups of condition-action rules 
highlighted in Figure 2:  

   action(A):- do(A). 

   do(A):- do_obligation(A),!. 
   do(A):- do_prohibition(A),!. 
   do(A):- do_pemission(A),!. 

where the definitions of do_obligation/1 and of do_prohibition/1 
are not domain-specific, being generically defined, and are 
related, as we saw that the agent will execute an action which is 
obligated only if it is not prohibited. 

The three rules below compose the Obligation Group and are 
in accordance with [7], but we gave an upgrade in the definitions 
previously described: 

   do_obligation(A):- obliged(Action), prohibited(Action),!, 

             do_prohibition(A). 

   do_obligation(A):- obliged(A). 

   obliged(A):- norm(AC, EC, obligation(A)), is_action(A), 

  is_True(AC), is_False(EX).  

  prohibited(A):- norm(AC, EC, prohibition(A)), is_action(A), 

     is_True(AC), is_False(EC).  

where the predicates is_True/1, is_False/ and is_action/1 must be 
specified according, respectively, with the activation and 
expiration conditions being considered in the arguments of the 
predicates stating norms, and with the symbols/structures 
employed to represent possible actions.  

The first rules of the above definition are related to the 
situation described in row 2 of Table 2, that is, in which the 
activation condition (AC) is True and the expiration condition 
(EC) is False in some norm of Type 2. The outcome of this 
situation is that the agent must perform an action (A) that is not 

prohibited, but is permitted and adequate. The second rule 
considers the case in which none norm of Type 4 is active, that is, 
in which the agent must perform the action that is obligated by 
the active norm of Type 2. 

The three rules below compose the Pohibition Group and are 
in accordance with [7], with an upgrade: 

do_prohibition(Action):- prohibited(A), 

    do_permission(Action), 

   Action \= A, not(prohibited(Action)). 

prohibited(A):- norm(AC, EC, prohibition(A)), is_action(A), 

   is_True(AC), is_False(EC). 

The first rule of the above definition is related to the situation 
described in row 2 of Table 3, that is, in which the activation 
condition (AC) is True and the expiration condition (EC) is False. 
The outcome of this situation is that the agent must perform an 
action (Action) different from the prohibited action (A), but 
which is permitted and adequate, according with the conditions of 
the environment and the rules in the definition do_permission/1. 

According to the last rule in the definition of do/1, if none of 
the prohibitions is active, then the agent must perform an action 
that is permitted and adequate. So, this rule completes the groups 
of rules which the approach supposes be a necessary modification 
to produce a rational behavior in a model-based reflex agent in an 
environment with the presence of all types of norms.  

5 CASE STUDY 

This section describes two experiments considering a very simple, 
but useful, problem to illustrate the ideas discussed in the last two 
sections: the vacuum cleaner agent with local sensors in a world 
containing only two rooms, in two versions: without norms and 
with the presence of norms. We assume the eight possible 
perceptions (P), which were represented by P = 
{[roomA,dirty,dirty], [roomA,,dirty,clean], [roomA,,clean,dirty], 
[roomA,,clean,clean], [roomB,,dirty,dirty], [roomB,dirty,clean], 
[roomB,clean,dirty], [roomB,clean,clean]}. We assume also four 
possible actions for the vacuum cleaner (A), which were 
represented by: A = {suck, right, left, no_op}. The performance 
measure related to the execution of action in the environment 
without active norms offers the reward of one point per each 
square clean (+1) and penalizes with the loss of one point per 
each movement (-1). In the presence of active norms, the measure 
offers three points per obligation (+3) and two points per 
prohibition (+2) that the agent decides to agree. 

A. Extended Vacuum Cleaner Agent 

This section presents a declarative description of the vacuum 
cleaner agent as a model-based reflex agent program in an 
environment with norms, as illustrated in Figure 2. The definition 
of cleaner/2 describes the agent program: 

   cleaner(P,A):- see(P,Pline), next(Pline), action(A). 

 The definition of next/1 depends on vacuum cleaner world 
defined above. The definitions of retract_all_predicates/1 and 
asserta_all_predicates/1, in the skeleton proposed for next/1, were 
designed in following way: 

retract_all_ predicates([in(Room),_]):-  
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 retract(in(_)), retract(is(Room,_)). 

 asserta_all_predicates([in(Room),State]):-  
  retract(clock(T)), T1 is T+1, asserta(clock(T1)),  
  asserta(in(Room)), asserta(State). 

where the predicates in/1, is/2 and clock/1 are dynamic 
predicates used to represent respectively the conditions in the 
antecedents of the rules do_permission/1 and the agent´s 
simplified clock in the experiments. 

The two phrases bellow specifies the definition of is_True/1 
and is_False/ to the vacuum cleaner agent:  

  is_True(Room):- in(Room). 
  is_False(time([Begin,End])):-  

  clock(Hour), Hour >= Begin, Hour =< End. 

 Finally, the definition do_permission/1 implements the 
Permission Rules for the agent in an environment without norms. 
These rules are the condition-action rules highlighted in Figure 1. 
For this Case, was sufficient to generate a definition with six 
phrases, i.e: 

  do_permission(right):- in(roomA), 

   is(roomA, clean), is(roomB, clean), 

   norm(AC, EC, obligation(_)), 

   not(is_True(AC)), is_False(EC). 

  do_permission(left):-   in(roomB), 

   is(roomA, clean), is(roomB, clean), 

   norm(AC, EX, obligation(_)), 

   not(is_True(AC)), is_False(EX). 

  do_permission(no_op):- is(roomA, clean), is(roomB, clean). 

  do_permission(suck):-  in(Room), is(Room, dirty). 

  do_permission(right):-  in(roomA). 

  do_permission(left):-    in(roomB). 

  do_permission(crazy). 

where the two first phrases were inserted in the definition just to 
prevent that the agent ceases to act (no_op) in situations where 
the rooms are clean, but there is some active obligation; and the 
last phrase, was inserted to mark situations in which there are no 
action available to the agent, due to the presence of norm 
restrictions.. 

B. Testing the Vacuum Cleaner 

 Table II highlights the episodes performed by cleaner/1 in 
seven interactions with an environment without norms where, 
initially, the agent is in roomA, and roomA and roomB are dirty. 

TABLE II.  PERFORMANCE IN A WORLD WITHOUT NORMS 

k Episode Val Hist 

1 (roomA, dirty) → sukc 1 1 

2 (roomA, clean) → right -1 0 

3 (roomB, dirty) → suck 1 1 

4 (roomB, clean) → no_op 0 1 

5 (roomB, clean) → no_op 0 1 

6 (roomB, clean) → no_op 0 1 

7 (roomB, clean) → no_op 0 1 

The second column in the table identifies the episode in a 
current interaction k, and the third and fourth columns identify the 

values of performance measure per episode (Val) and history 
(Hist). Since the perception is local and at the agent has an 
internal state to avoid unnecessary movements (interactions four 
to seven), there were no surprises in the behavior of the agent. 
The set of rules do_permission/1 provided a rational behavior for 
the agent. 

Table III highlights the episodes performed by the agent in an 
environment in the same initial state from Table II, but with two 
norms, Type 2 and Type 4, that say respectively: (a) "The agent 
must suck the room-A from 4:00 to 6:00 a.m.", and (b) "The 
cannot go left in room-B from 5:00 to 6:00 a.m.". 

TABLE III.  PERFORMANCE IN A WORLD WITH NORMS TYPE 2 AND TYPE4 

k Episode Val Hist AC 

1 (roomA, dirty) → sukc 1 1  

2 (roomA, clean) → right -1 0  

3 (roomB, dirty) → suck 1 1  

4 (roomB, clean) → left 1 0  

5 (roomA, clean) → suck 3 3 (a) 

6 (roomA, clean) → suck 3 6 (a) 

7 (roomA, clean) → no_op 0 6  

 The last column in the table III  identifies the active norms in 
a current interaction k. There were no temporary active norms, as 
norms of Type 2 do not produce temporary norms. It is important 
to note that only norm (a) was active during interactions five and 
six. The agent won a lot of points sucking a clean room. In an 
environment without norms, the agent would have been penalized 
by this unnecessary action. 

Table IV highlights the episodes performed by the agent in an 
environment where, initially, the agent is in roomA, and roomA 
and roomB are clean. In addition, in this environment there are 
two norms, Type 1 and Type 4, that say: (a) "The agent must 
keep the room-A clean from 1:00 to 5:00 a.m.", and (b) "The 
agent cannot go left in room-B from 1:00 to 5:00 a.m.". Table V 
highlights the active temporary and non temporary norms during 
the first five interactions. 

TABLE IV.  PERFORMANCE IN A WORLD WITH NORMS TYPE 1 AND TYPE 4 

k Episode Val Hist 

1 (roomA, clean) → no_op 3 3 

2 (roomA, clean) → no_op 3 6 

3 (roomA, clean) → no_op 3 9 

4 (roomA, clean) → no_op 3 12 

5 (roomA, clean) → no_op 3 15 

6 (roomA, clean) → right -1 14 

7 (roomB, clean) → no_op 0 14 

TABLE V.  TEMPORARY AND NON TEMPORARY ACTIVE NORMS 

k Temporary AC 

1 roomA    time([1, 5])    obligation(no_op) (a) 

2 roomA    time([2, 5])    obligation(no_op) (a) 

3 roomA    time([3, 5])    obligation(no_op) (a) 

4 roomA    time([4, 5])    obligation(no_op) (a) 

5 roomA    time([5, 5])    obligation(no_op) (a) 

 The cleaner agent won a lot of points in each of the five 
interactions in which the non temporary norm (a) was active. This 
norm is of Type 1 and, in each interaction, the next function 
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asserted an equivalent temporary norm of Type 2. The good 
performance of the agent was due to the fulfillment of this 
temporary norm, that is, the non operation during five 
interactions. According to the last column of Table V, norm (b) 
was not active during any interaction. It happened because in the 
first five interactions the norm activation condition was false, and 
in the two last ones its expiration condition was true. The 
temporary and non temporary norms are shown in Table V. 

Table VI highlights the episodes performed by the agent in an 
environment where the agent is in roomA, and roomA and 
roomB are dirty. In addition, in this environment, there are two 
norms, Type 1 and Type 3, that say: (a) "The agent must stay in 
room-A from 1:00 to 2:00 a.m.", and (b) "The agent cannot keep 
room-A clean from 1:00 to 2:00 a.m.". Table VII highlights the 
active temporary and non temporary norms during the first two 
interactions. 

TABLE VI.  PERFORMANCE IN A WORLD WITH NORMS TYPE 1 AND TYPE 3 

k Episode Val Hist 

1 (roomA, dirty) → no_op 3  3  

2 (roomA, dirty) → no_op 3  6  

3 (roomA, dirty) → suck 1  7  

4 (roomA, clean) → right -1  6  

5 (roomB, dirty) → suck 1  7  

6 (roomB, clean) → no_op 0  7  

7 (roomB, clean) → no_op 0  7  

TABLE VII.  TEMPORARY ACTIVE NORMS 

k Temporary AC 

1 roomA    time([1, 2])    obligation(no_op) 

roomA    time([1, 2])    prohibition(suck) 

(a),(b) 

2 roomA    time([2, 2])    obligation(no_op) 

roomA    time([2, 2])    prohibition(suck) 

(a),(b) 

 During the two first interaction norms (a) and (b) were active. 
Norm (a) is of Type 1 and, in each interaction, the next function 
asserted an equivalent temporary norm of Type 2. Norm (b) is of 
Type 3 and the next function asserted an equivalent temporary 
norm of Type 4. It is important to notice that the agent won two 
points in each interaction. It was due to the fulfillment of the 
obligation in the equivalent temporary norm of (a). But, the non 
operation in room-A during the two interaction, fulfill too the 
prohibition in the equivalent temporary norm of (b), that is, the 
agent didn´t suck the dirty room-A. The temporary and non 
temporary norms are shown in Table VII. 

6 CONCLUSIONS AND FUTURE WORK 

In this work we discuss the influence of the norm concepts 
related to the model-based agent architecture in order to improve 
the performance of the agents executing in an environment 
governed by norms. In the original conception of model-based 
architecture, only permission rules are considered. Now, in the 
proposed approach two new sets of condition-action rules are 
incorporated in order to define prohibition and obligation rules. 
Additionally, the logic to implement the behavior of the model-
based agents is presented. The strategy consists in select the actions 
aiming to minimize the penalties and to maximize the rewards. The 
case study simulates the behavior of a model-based agent in a 
vacuum cleaner word governed by obligation and prohibition rules. 
In this simple scenario, the proposed approach involving the 
implicit definition of norms as condition-action rules provides a 
rational behavior in consistency with the agent architecture 
specifications. Future work includes the analysis of the sanctions in 
the decision making of the architecture. In addition, the analysis of 
the agent behavior for the other agent architectures in the literature, 
considering the influence of norms in the decision making process 
in order to the agents can understand their responsibilities and the 
responsibilities of the others. 
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Coalition-based Approach for Reach Stackers Routing Problem in
Container Terminals
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Abstract— The emergence of containerization had revolu-
tionized the freight maritime transport. The number of the
daily handled containers is continuously growing, and port
authorities are facing new challenges.

Depending on the organization and the level of automa-
tion of the container terminal (CT), different vehicles are
used to transport the containers, such as Automated Guided
Vehicles , Reach Stackers, Straddle Carriers. In our case,
we focus on using Reach Stackers.

Throughout this paper, we present, formulate and pro-
pose a model to solve the Reach Stackers Routing Prob-
lem(RSRP) as a Vehicle Routing Problem with Time Windows
and Pickup and Delivery (VRPTWPD). First, we draw an
analogy between these two problems. Second, we present
a state of the art of methods dealing with the vehicle
routing problems in CT. Finally, we propose an approximate
Multi-Agent method, using coalition formation approach and
implementing heuristics.

We aim to minimize the service time of containers while
respecting time windows and RS capacity constraints.

To assess the performance of the proposed model , we
exhibit an experimental study based on the Mitrovic-Minic
benchmark. The results were very encouraging, showing
a high efficiency ratio and a reasonable number of used
vehicles.

Keywords
Maritime Container Handling, VRP, Negotiation, Multi-

Agent Systems

1. Introduction
Container terminals(CT) are considered as complex sys-

tems and include various decision problems. These decisions
are often formulated as scheduling problems. In [1], authors
classify them into four classes: Arrival of the vessels, Un-
loading and loading of the vessels, Transport of containers
and containers Stacking. Many researchers are interested to
these different issues in order to improve terminals perfor-
mance and optimize resources allocation. The present work
focuses on the container transport problem, inside the CT
and especially the Reach Stackers Routing Problem (RSRP).

When studying this problem we noticed its strong similar-
ity to a well known problem, the Vehicle Routing Problem

(VRP). This problem has been extensively studied and a
multitude of resolution techniques have been proposed. In
the literature, we distinguish many versions of the VRP,
therefore we will try to determine which version is closer to
our problem and draw the analogy between them.

The remaining of the paper is organized as follows. In
Section 2 we present the RSRP and we detail its mathe-
matical formulation. Section 3 provides a literature review
of VRP and containers transport problem in CT. Section 4
describes the proposed approach which is based on coalition
formation. Section 5 reports the experimental results and
finally some conclusions are drawn in section 6.

2. Problem statement
2.1 Description

Depending on the organization and the level of automation
of the CT, various types of vehicles are used to transport con-
tainers, such as Automated Guided Vehicles(AGV ), Reach
Stackers(RS) and Straddle Carriers (SC). In our case, we are
interested in Reach Stackers. We consider a homogenous
fleet where all the vehicles have the same characteristics
(capacity, speed, maximum service time...) and are guided
by a driver.

Fig. 2.1: Terminal organization
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As shown in Fig. 2.1, the RS are scattered on the quay,
which is considered as a kind of depot, and they have to
transport the containers that are unloaded from vessels from
the quay to their locations in the storage area, and collect
other containers from the storage area and stack them on the
quay, to be loaded later on the corresponding ship.

In addition, the operations of pick up and delivery should
take place in well-defined intervals or slots(depending on the
time required for a crane to retrieve the container from the
vessel or the storage areas). Based on this description we
note that the closest version of the VRP, to our problem,
is the VRP with time windows and pickup and delivery. In
Table 1, we dress the analogy between these two problems.

Table 1: Analogy between the VRP and the RSRP
VRPTWPD RSRP

Depot Quay
Vehicles Reach Stackers (RS)

Customers Locations of containers
(container’s coordinates)

Delivery Stacking the container in the
storage area

Pickup Unstacking the container from the
storage area

Time Windows Container’s up-time after it’s
handling by a quay/yard crane

2.2 Mathematical formulation
In this problem we consider several vessels loading or

unloading containers in the current planning period, these
vessels are going to be served by a Reach Stackers fleet.

Table 2: Notations
Symbol Description
Xijv A binary variable indicating whether the vehicle v

carries a container from the point i to j
V A set of vehicles V = {1,2, ..., k}
P A Set of points to visit (location of containers to

pick up (n) and those to deliver(m))
Ttij The duration of the transport of a container from a

point i to j
Tm The duration of containers handling (loading by a

crane from blocks or to trucks ) .
ddvi The date of departure of the vehicle v from i
[ai, bi] The time windows of the operations of pickup or

delivery of a container in a point i.
(xi, yi) The coordinates of the location of a container
Di The destination of the container collected at a point

i
DistMax The maximum distance a vehicle can daily travel.
Distij The distance between the point i and the point j.

In what follows, we use the notations described in Table
2 and we consider the following assumptions:

1) A storage area is either dedicated to the export oper-
ations or the import operations.

2) We have a fleet of Reach Stackers (vehicles) of the
same capacity (One container).

3) The RS are scattered on the quay, this is equivalent to
a one single depot.

4) The Origin and destination of each container are
known in advance.

The objective is to reduce the overall service time of the
entire set of containers and to minimize the maximum
number of RS used. Given these descriptions and hypothesis
we formally define the RSRP as:

min
∑
v∈V

[∑
i∈P

∑
j∈P, j 6=i

Xijv × (Ttij + Tm)

]

Subject to:

∑
i∈P

Xijv = 1,∀j ∈ P et ∀v ∈ V (2.1)

∑
j∈P

Xijv = 1,∀i ∈ P et ∀v ∈ V (2.2)

XiDi v = 1,∀i ∈ P et ∀v ∈ V (2.3)

ai ≤ ddvi ≤ bi,∀i ∈ P (2.4)

ddvi+Tmi+Ttij ≤ ddvj ,∀i, j ∈ P, j 6= i et v ∈ V (2.5)

∑
i∈P

∑
j∈P,j 6=i

DistijXijv ≤ DistMax,∀v ∈ V (2.6)

As we have already presented our objective is to reduce
the service time of the containers transportation. This objec-
tive is subject to the following constraints

• Constraints (2.1) and (2.2) ensure that each point is
visited only once and is only involved in one tour.

• Constraint (2.3) ensures that the RS can visit a desti-
nation point only after collecting a container. Besides,
a full RS can visit another pickup point only delivering
the current carried container.

• Constraint (2.4) states that the operation of
pickup/delivery must be made within a defined
time window.

• The constraint (2.5) is a precedence constraint between
points.

• The constraint (2.6), ensures that the distance traveled
by a vehicle during a route must not exceed the maxi-
mum distance that it can perform.
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3. Literature review
Considering the analogy between our RSRP and

VRPTWPD, we firstly present a review of the main works
related to the VRP. Then, we especially focus on works
dealing with container handling.

Many exact and approximate methods have been proposed
to formulate and solve the VRP in the literature. Among the
most known exact methods,we mention Branch and Bound
algorithm, linear programming and dynamic programming
detailed in [12, 20].

Because of the high complexity level of the VRP and its
wide applicability to real life situations, the most successful
methods in solving VRP and its extensions are heuristic
methods which are described in [5] like Constructive Heuris-
tics, GRASP [7] , Tabu Search [6] and Ant Colony System
[8] .

To our knowledge, distributed methods are also applied to
the general VRP we can site two main systems:
• MAS-Mars System : Proposed by Fischer et al [3],

and based on Contract Net Protocol [3]. This system
is a generic model representing the transport system
in general.It is dedicated to chipping companies.The
vehicle routing problem is considered as a particular
instance of this system.

• TELETRUCK System : Based on Holonic Multi-Agent
Systems and proposed by Burckert et al in [11]. It is an
extension of the MAS-MARS system. In this system,
physical objects (trucks, containers, trailers ...) are mod-
eled as basic agents. These agents must work together in
groups called holons (natural or artificial structure that
is stable and consistent which may be made by other
holons). A holonic system is characterized by a level
of cooperation and/or collaboration more advanced than
the standard SMA.

Another known technique in the field of the MAS was
introduced to the resolution of the VRP: Coalition formation.
In [9], Kefi et al propose a model (Coal-VRP) based on
the formation of coalitions for solving the PTV with time
windows. They distinguish two classes of agents: interface
agent and control agent. The Coal-VRP has been validated
against the Solomon‘s benchmark. This model has been
improved by Boudali et al [10]. They proposed an exten-
sion to Coal-VRP, denoted DyCoal-VRP based on dynamic
coalition’s generation, to overcome Coal-VRP spatial and
temporal complexity.

By studying the literature of the containers transport
problem we noted three interesting findings:

1) The majority of papers dealing with transport problem
in container terminals, propose agent-based Decision
Support Systems (DSS) to optimize the whole con-
tainer terminal operations [14, 15, 16], besides this
few works do not provide any details of how agents
are proceeding or any experimental results.

Table 3: Resolution methods applied to container transport
problems

Author VRP
Version

Applied Method Objective Function

[NIP05] VRPPD Genetic
algorithm

Minimize the used
vehicles and the
traveled distance

[S06] Asymetric-
VRP

Modelization via
MRPP

Resolution via
B&B and
column

generation

Minimizing the
used vehicles and

the traveled
distance

[FZS07] Asymetric-
VRP

Variable radius
and Greedy
Randomized

Procedure

Minimizing the
used vehicles and

the traveled
distance

[MSWZ08] VRP-
TWPD

Modeling : MIP
Resolution :

MAS

Minimizing the
duration of useless

displacements
[BGLO09] DVRP-

TWPD
Distributed ant
colonies system

Minimising the
number of used
straddle carriers.

2) Other works focus on simulating the CT’s operations.
The implemented simulators are used to evaluate the
robustness of operational policies in a CT [18, 19]
and to help stakeholders and to enhances the decision
making process via visualization tools [17].

3) Despite the similarity between the VRP and the
containers transport problem in CT, few researchers
have been interested to this issue, and those that
have considered the container’s transport problem as
a VRP use essentially meta-heuristics and heuristics
approaches.These works are recapitulated in Table 3.

To summarize, we notice that the distributed resolution of
VRP has not been sufficiently and comprehensively surveyed
and compared, especially VRP in container terminal ports. In
this paper, we concentrate on the modeling and the resolution
of RSRP in container port by analogy to VRP with Time
window and pickup and delivery (VRPTWPD). To achieve
this goal we propose a Multi-Agent model based on coalition
formation.

4. Proposed model
This section is dedicated to the description of our Multi-

Agent model denoted CA-RSRP. Though, we will briefly
discuss and argument the choice of an agent-based method.

The problem of containers transport is naturally dis-
tributed, it also requires the use of multiple entities (trucks,
containers, drivers, customers ...). Therefore, Multi-Agent
systems are very well adapted and appropriate to apprehend
such problem [3] . In addition, Multi-Agent systems inherit,
from artificial intelligence domain, the benefit of symbolic
processing (at the knowledge level), so the real-world entities
are easily modeled and manipulated by agents.
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The proposed model is based on a set of Container
Agents (CA) which negotiate and collaborate in order to be
assigned and satisfied by a vehicle. Container agents model
the containers to transport from the quay to the storage
area and vice versa. Each one is characterized by its type (
“delivery” if the container must be transported from the quay
to the storage area, and “pickup” inversely), its origin and
destination, the time window in which it has to be carried.
Each CA has a state that is updated during the solving
process.

The CAs negotiate and proceed in two phases, the Pairs
Formation and the Coalition Formation.

In the following subsections we are going to detail the
phases of the CA-RSRP.

4.1 Definitions
Throughout the remainder of this document we will use

the following terms
• Container agent (CA): an agent that models a container.

We distinguish two types of containers:
– Delivery Container (L): A container that should be

transported from the quay to the storage area.
– Pick up Container (C): A container that should be

transported from the storage area to the quay.
• Status of CA: Throughout the resolution process, each

CA goes through the following status:
– Free: in the beginning of the Pairs Formation

phase.
– Partially assigned (PartA): when it forms a Pair

with another CA.
– Permanently Assigned (PermA): when it is as-

signed to a coalition.
• A Pair: A couple of two CA that will be served

successively by the same vehicle. We distinguish two
types of Pairs:

– Heterogeneous Pair: The CAs forming the Pair
have different types (Delivery or Pickup).

– Homogeneous Pair: Both CAs forming the Pair
have the same type.

• Coalition: A coalition is a group of one or more pairs of
container agents, which can be transported by a single
vehicle.

4.2 Pair Formation
In this first phase, each agent tries to get paired with the

CA with which it is served at lower cost in terms of time.
Because the RS are initially on the quay (in the Depot) , it

is more suitable to transport firstly a delivery CA so that the
RS is not empty when it leaves the quay. Therefore the agent
that initiates the pairs formation phase is a delivery CA.
Thus, each delivery CA sends a request for pairs formation
to all the agents.

Fig. 4.1: Principle of Clarke and Wright saving algorithm

On receiving such a request, each agent calculates the
time required, for a vehicle, to carry him in the same route
with the proposal’s transmitter. After receiving proposals,
each delivery CA send an acceptance to the best proposal’s
sender (the one with which it is carried at the lower cost in
terms of time). A refusal is sent to agents whose proposals do
not meet the constraints of time windows and capacity. The
selection of the best proposal is made by means of a heuristic
inspired from the Clarke and Wright savings algorithm [4]
(see Fig. 4.1). The agents have to confirm the proposals in
the rest of the conversation. Interactions of the CAs in the
pairs formation phase are described in Fig. 4.2.

Fig. 4.2: Interaction between agents in the Pairs Formation
phase

To summarize, the main idea of this phase is to take full
advantage from each displacement of a vehicle. In fact, each
container tries, through negotiation, to get paired with the
container with who he causes the less empty time. It comes
to minimize the duration of empty movements (when the
vehicle is traveling without any load) to can decrease the
overall service time and offer a better fleet utilization.

4.3 Coalition Formation
In the second phase, the pairs formed in the previous phase

negotiate together in order to gather in larger coalitions while
respecting the time windows and RS’s capacity constraints.

When all CAs pass to the state “PermA” the coalition
formation phase is initiated. Each CA is now characterized
by its rank in the pair (first or second).

Agents ranking second in each pair are responsible for
sending requests for coalition formation to the first ranking
CA of the other pairs. These latter will calculate the cost
of an eventual assignment with the request’s sender, verify
the constraints validity (relating to time windows and RS
capacity) and send their proposals to the involved agents.
Fig. 4.3 models the interaction of agents throughout the
Coalitions Formation phase.
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The Coalition Formation phase is inspired from the ECNP
proposed in [3] and the agent communication is based on the
FIPA ACL standard [13] .

Fig. 4.3: Interaction between agents in the Coalition Forma-
tion phase

After receiving the proposals , each agent checks the
capacity and time window constraints and save the coalition
proposals ’ senders in a sorted list according to the waiting
and empty times. When all the proposals are received, the
agent chooses the best bidder pair (top of the list) and
behaves according to the different scenarios as follows:

1) The best bidder pair is assigned to a coalition and
the receiver is not yet assigned : The receiver sends a
“Take Me with you” message, it asks the best bidder
pair if he can incorporate him in his same coalition.

2) The receiver is assigned to a coalition and the best
bidder pair is not yet assigned : The receiver sends a
“Come with me” message, it invites the best bidder to
enter to his coalition.

3) Both the receiver and the best bidder pair are not
assigned to a coalition : The receiver checks if there
is a coalition not yet saturated and tries to fit into it. if
not it creates sends a “Create new” message to inform
the best bidder that he should create a new coalition
and add him to it.

When receiving any of these messages( “Take Me with you”,
“Come with me” or “Create new” ), the agent examines its
contents and decide what action to perform. Then it updates
its status to “PermA” and sends a CONFIRM message to
the issuing agent. When an agent Receives a CONFIRM
message it updates its status to “PermA” and check if all
other agents are in state “PermA”, in which case it sends

them alerts (INFORM message) to inform them of the
termination of the coalition formation phase.

To summarize, this phase is based on the negotiation
between the pairs formed in the previous phase. The CAs
try to gather in coalitions by sending messages and using
simple heuristics to choose the best bidders. New coalitions
are formed only if a CA receives a “Create new” message
and CAs are inserted in different existent coalitions by means
of “Take Me with you” and “Come with me” messages.
Capacity and time windows constraints must be validated
before each one of these operations.

5. Computational results
In this section, we present the tests performed to validate

the proposed model. The first subsection (5.1) describes the
benchmark used and the second one (5.2) presents the results
and some interpretations.

5.1 Test instances
To assess the performance of CA-RSRP so far, we choose

a known benchmark developed by Mitrovic-Minic [2] .
Nevertheless, we have modified it to fit our problem that
considers real world features.

We add a column specifying the type (Delivery/Pick Up)
of the container, and we discard the column of arrival time
seen that we assume that the containers’ arrival times are all
known in advance. The type of each container is determined
depending on its departure and destination locations with
respect to the depot location.The benchmark defines for each
container its starting point and destination coordinates, its
time window and its type ( Pickup/delivery). The tests are
launched 10 times for each instance, and the results shown
in the next subsection represent the average of the 10 tests
values.

5.2 Results
In order to validate the results we defined two measures:
• The Activity ratio:It represents the percentage of time in

which the vehicle is not idle. It’s formulated as follow:

Activity ratio = 1− V ehicle′s waiting time

V ehicle′s service time

• The Efficiency ratio: as one of the objectives that we
have set is the minimization of the empty movements,
it represents the percentage of time in which the ve-
hicle travels while it is loaded. The Efficiency ratio is
formulated as follow:

Efficiency ratio =
V ehicle′s empty time

V ehicle′s service time

In Fig. 5.1 we compare the evolution of the number of
vehicles required to serve 25 and 50 containers.We note
that although the containers number is doubled, the number
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of vehicles is increased ( 5 trucks for 25 containers and 7
trucks for 50 containers). We think that this number can
be reduced if we enhance the model through merging the
formed coalitions with respect to the capacity and time
windows constraints. However, these changes can decrease
the efficiency and the Activity ratios if coalition merging
generates additional waiting and empty times.

Fig. 5.1: Number of required vehicles

As shown in Fig. 5.2, the efficiency ratio is over the 0.6 for
all the instances. Moreover, when the number of containers
increases, this ratio is slightly improved ('0.75). A good
Efficiency ratio evinces a good fleet exploitation.

Fig. 5.2: Evolution of the Efficiency ratio

Although the values of the Activity ratio are declined,
when increasing the number of containers, they are still
encouraging. In fact, this ratio is always between 0.8 and
0.9 for the 25 containers and between 0.7 and 0.8 for 50
containers, as it is exhibited in fig. 5.3.

Fig. 5.3: Evolution of the activity ratio

6. Conclusion
Throughout this article we presented and formulated the

RSRP as a VRP with time windows and pickup and deliv-
ery. Firstly, we have drawn an analogy between these two
problems, then we presented a state of the art of agent-based
methods tackling to VRP in a container terminal.

To solve this problem, we proposed an approximate Multi-
agent model CA-RSRP, based on the coalitions formation
and implementing simple heuristics.

To validate our resolution approach, we provide empirical
study using Mitrovic-Minic benchmarks dedicated to the
VRPTWPD. The results of this study are very promising.
They show a high efficiency ratio and a reasonable number
of required vehicles.
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Abstract – Non-player characters (NPCs) within 

a single-player action-based game have historically been 

easy to kill and often do not work as a team to 

overwhelm the players.  In addition, they generally do 

not adjust strategies based on the player’s behavior.  This 

research proposes that these agents should have 

adjustable behavior parameters that allow them to adapt 

to the behaviors of their opponents.  In particular, this 

research proposes these NPC’s have an adjustable 

aggressiveness towards the player giving them an option 

on whether to hide or to attack. Also, it examines the 

utility of agents that attempt to attack together and work 

in a group using simple decision making rather than being 

individuals. We developed a simulation that gathers 

information regarding the win percentages of teams of 

agents that have various behavior combinations versus 

different types of opponents.  Behavior parameters 

examined include individuality versus teamwork and 

aggressive posture versus defensive posture.  Results 

showed that certain behavior combinations have 

significant utility when the behavior of the opposing 

team is identified. 

 

 Index Terms – Artificial Intelligence, Agent, NPC, 

Group decision making, MMO (Massively Multiplayer 

Online Games), and game loop 

 

I. Introduction 

AI-controlled non-player characters (NPCs) are 

the basis for opposition in single-player and cooperative 

team video games.  These NPCs have historically been easy 

to destroy and often do not work as a team to overwhelm 

the players.  In addition, they generally do not adjust 

strategies based on player behavior.  When a skilled player 

plays against NPCs, the game can become rather easy. 

Fortunately, computer opponents have evolved 

from the simple behaviors found in games such as Pac 

Man and Pong into the realistic war games of today such 

as Killzone, Modern Warfare, and the Battlefield games.  

With these recent increases in AI technology in video 

games, the AI of a game has become a significant selling 

point. Modern game reviewers now keep a place on their 

notepad just for rating the AI in these games, and when 

many players hear that the game has a great AI, they are 

more likely to want to play it. 

Unfortunately, most of a game’s AI resources are 

focused on individual NPC tactics [1].  In the latest 

generation of video games, the AI controlling the NPCs will 

hide if shot at, will also run away from grenades, and will 

look for advantages locations.  However, they are far from 

acting as a team.  Some of the best games out do have 

communication between their AI agents to assist in 

making the game more difficult for the player.  

Nevertheless, communication alone is still rather far from 

group decision-making. 

In action-based games such as FPS games, going 

solo is almost guaranteed to get you killed being as the 

best you can hope for is a 1-on-1 match up.  However 

when running in groups, agents have a much better 

chance to come across match ups that are more in their 

favor.  This paper postulates that coordinating the group 

behavior and adjusting it based upon the behaviors of the 

opposing force can lead to increased success for the NPC 

team and a more rewarding play experience for the 

players. 

Currently, the primary work being done in group 

decision-making in the field of Artificial Intelligence is in 

the game of football (soccer in USA) [2].  Being a complex 

sport with many rules, this research is a great starting 

point within the field of group decision-making.  However 

in the case of action games where destruction is very 

possible, it is not the best starting platform.   

There have been a number of approaches to this 

topic.  Semsar-Kazerooni proposes a game theory 

approach to team cooperation, particularly team grouping 

[3]. Abraham has shown research into NPC team-mates 
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that assist the players [4].  In addition, psychological 

research examines the basis for human grouping and 

movement [5].  

 

II. Approach 

In order to test these hypotheses, two teams of 

five agents are placed on a map containing three bases as 

shown in figure [1].  The goal of the game is to capture all 

three bases.  Alternatively, a team can win by eliminating 

all of the opposing team, as it is assumed the remaining 

team would then be able to freely capture all the bases. 

 
 

 

In this game framework, various combinations of 

grouping and aggression are assigned to each team.  

Agents on a team can tend to group together or spread 

apart.  They can tend towards making risky moves or 

attempt to remain in the relative safety of a base.  Finally, 

when given a choice, they can focus more on capturing 

bases or eliminating enemies.     

  

III. The Agents 

 Agents have multiple attributes that allow them 

to persist and interact within the game world. During the 

development of the agents we wanted to make sure that 

the agents were as individualistic and anonymous as 

possible to ensure that any results were affected by only 

changes within the agent itself. These attributes include: 

 

1. Aggressiveness towards bases versus agents 

2. How aggressive the agent is towards its target 

3. Minimum and maximum distance to other 

teammates 

 

Any of these attributes when changed will affect 

the outcome of each simulation.   The agents’ two 

aggressive targets, bases and agents, make the agent 

choose a particular type of target with a much higher 

certainty.  The minimum distance and the maximum 

distance restrict each agent’s movement to a certain area 

around other agents of its own team.  This facilitates our 

version of grouping.   

In addition, the agents have an armor rating, an 

attack rating, and a sighting distance.  These values affect 

the agents’ abilities to take damage, to deal damage, and 

to see targets.  These values are not varied between 

agents in these experiments.  

 

A. Agent Decisions 

The agents group together by continually staying 

at a certain distance to and from the other agents in its 

group. When agents are set to stay in a group the 

maximum distance is set to 5 while the minimum distance 

is set to 3 which will restrict the agents from moving to far 

from each other. However when the agents are set to be 

non-grouping their maximum distance is set to be 25 with 

the minimum distance staying at 3. Having their maximum 

distance set to 25 allows the agents to move freely 

throughout the map as individuals. 

The aggression of the agents on each team is 

based off of an algorithm that determines where the agent 

will attempt to move. This algorithm is based on the 

notion of temperature.  Agents in the system are attracted 

to higher temperatures.  Each base has a temperature that 

can fluctuate depending on the amount of activity at the 

base.  Each agent’s temperature is based on its health.  As 

each of the agents is injured and has its health reduced its 

temperature goes up drawing other agents towards it. The 

aggression algorithm is based off of the temperatures of 

both the agent and the bases. The equation becomes the 

temperature divided by the distance plus the agents 

corresponding aggression 

 

(temperature/distance)+Aggression  

 

and the object that has the highest value becomes the 

agent’s target. 

If an agent is deemed to be aggressive towards a 

certain object this value is increased by 1 if the target that 

the agent is evaluating is one of these objects. When an 

agent is aggressive, it is only towards agents on the other 

team and bases owned by the other team. If an agent is 

base aggressive then it is not only aggressive towards 

bases of the other team but also ones that are not owned 

by any team. In this context we deemed that an 

Figure 1:  A typical game setup 
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Aggression constant of 1 as an appropriate number as it 

will not cause an agent to give up a very good opportunity 

to attack an object that it is not aggressive toward but is 

enough to cause it to move toward its aggressed target 

most often. If this algorithm were to be moved to a larger 

map with different temperatures this additional number 

would need to be changed to suit the environment.  A 

typical aggression scenario is shown in figure [2].  

 
Figure 2 [In this figure the square team is agent 
aggressive while the triangle team is base aggressive.] 

B. Agent Actions 

 Movement – the agents have two main functions 

allowing movement, a rotate towards function and a move 

forward function.  Each agent plans its movement, and 

then all agents move at the same time, preventing either 

team from benefiting from additional knowledge.

 Attack – When an agent comes within another 

agent’s radius these agents are allowed to attack one 

another. This ability to attack other agents within the 

environment is the key ingredient to any action based 

game. When an agent attacks another agent, it only gets 

to attack one time toward one agent on each trip through 

the game loop. When each agent attacks, it removes the 

amount of attack it has from the enemy agent’s armor 

amount. 

 Take a base – As an agent moves around the 

map it will attempt to move toward agents and bases. 

When an agent comes within a bases radius it will attempt 

to take the base. When an agent takes a base, it removes a 

certain amount of temperature from the adjacent base.  

 

IV. Bases 

Bases represent another key attribute to many 

action based games. Bases create “hot” zones that tend to 

draw agents and players alike, together. In MMOs 

(Massively Multiplayer Online) and FPS games, bases are 

used to increase the amount of people in a fight creating a 

much higher pace of action throughout the game. Without 

anything to draw players and agents together the fighting 

becomes slow and there is a great reduction in the amount 

of fighting, thus reducing the appeal that the game has. 

Along with the agents, the bases also have 

attributes that affect the outcome of each simulation. 

These attributes include: 

 

1. Radius 

2. Temperature 

3. Owner 

 

The radius of the base defines how far away an agent has 

to be to be able to capture the base. When a base’s 

temperature reaches 0 the base is considered taken and 

its owner becomes the team number of the agent that 

captured the base. When all three bases have the same 

owner the corresponding team wins. In order to draw 

agents back to that base the base’s temperature is 

increased by 1 each time the game loop progresses. 

The initial map set up included five agents on 

each team placed just on the outside of the bases on the 

right side of the map (Figure [1]). This style of map 

placement is traditional in both MMO style and also online 

FPS games during any sort of capture the base style 

gameplay. The primary reason for placing the bases like 

this is that it gives both teams easy access to a base and 

then equal access to the third base. This placement 

promotes a fair playing field to make sure that the map 

placement of the bases did not affect the outcome of the 

simulations. To reinsure that this map placement did not 

affect the outcome of our simulations we rearrange the 

placement of the agents giving each team a chance to start 

from either the top or bottom right bases. This change 

produced near exactly the same results allowing for the 

conclusion that the map has no effect on the results. 

 

V. Data 

Each of the scenarios is divided into wins via 

killing off the other team and via capturing all of the bases. 

All of the tested variables did make a significant impact on 

the outcome of the scenarios. In general when each team 

was given a more aggressive tendency towards a certain 

object, they tended to win according to the winning 

scenario of that object more often.  Figure [3] depicts the 

wins based on Team 1 as base aggressive and team 0 as 

base aggressive and both teams grouping. 
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Figure 3 [wins for teams that are grouping with 
aggressiveness towards bases] 

When the teams are more aggressive towards bases they 

tend to capture bases more often than kill off the other 

team, the same can be said about when agents are more 

aggressive towards other agents. This tendency proves to 

us that the attributes in our agent when changed are 

having an effect on the outcome of our results. According 

to our results both base and agent aggressiveness 

improves the teams’ chance of survival and victory. In 

general when aggressive agents play against non-

aggressive agents the aggressive agents win more than 

300 times out of 500. 

 

 
  

 

In the starting hypothesis we decided that due to 

when agents spread out they tend to attack as solo agents 

and that each solo agent will become easily overwhelmed 

by the group of agents. When the simulation was run, the 

data depicted in figure [6] on almost every account 

showed this exact result. The agents that were grouping 

won more often than the agents that were non-grouping. 

The only time that the non-grouping team won was when 

the non-grouping team was agent aggressive and the 

grouping team was agent passive. Thus pointing towards 

our hypothesis that it is good to stick together 

For each different set of attributes the 

simulation was run 500 times in order to eliminate any 

outliers within the series. The attributes were tested with 

both teams set as grouping as in figure [4], both teams as 

non-grouping as in figure [5], and with one team as 

grouping and the other as non-grouping as in figure [6] 

(each of these figures depicts wins for each team 

pertaining to the scenario). 

 In figure [4] the general outline of the data is 

even across the board besides when placing an agent 

aggressive team against a non-aggressive team. We 

believe that the reason for this is when a team groups up 

their ability to make it to all of the bases is restricted 

because the agents pull the whole team to one base and 

then another and can’t attack multiple bases at a time 

thus making it an even playing field for base wins. 

However when the teams group up they are able to kill 

other teams of agents very efficiently, thus increasing their 

ability to win via killing the agents on the other team. The 

difference in the amount of wins when run with two 

different kinds of agent aggressiveness can be attributed 

to the fact that our agents have no survival instincts, 

meaning that if a team that is agent passive turns towards 

a base it may decide to move towards the base rather than 

returning fire. This would allow the agents that are 

aggressive to kill the passive agents with no resistance. 

 

Figure 5  [both teams non-grouping] 
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Figure 4  [both teams grouping] 
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In figure [5] the general outline of the data 

differs quite a lot from figure [4] there are 2 extremes in 

this data rather than just the one in figure [4] and, those 

are when you change both agent aggressiveness and base 

aggressiveness. We believe that the change in agent 

aggressiveness is due to the same reason as when teams 

group up, being that the passive agents tend to allow the 

aggressive agents kill them, however when changing the 

base aggressiveness in non-grouping agents we see a large 

increase in wins. We believe that this is due to the fact 

that when non-grouping agents are base aggressive they 

divide and conquer and are able to take multiple bases at 

a time rather than just one, this conclusion is based off of 

the fact that in our data the teams win by bases almost 2 

to 1 compared to winning with kills.  

 In figure [6] we see the primary data, what 

happens when you change the way the teams group up 

and also their aggressiveness. We see a dramatic change in 

the amount of wins for the team that groups up. Our data 

shows that these extra wins are nearly always wins from 

killing the other team. We believe that this is due to the 

effect of swarming each agent that strays from its group is 

quickly overwhelmed by the team of agents that is 

grouped up. 

 

Figure 6  [Team 1 as grouping – Team 0 as non-grouping] 

 

 

 

 

VI. Future Work 

 This project given the time limitations was not 

able to fulfill all of the desired outcomes. This project can 

take many new directions if given more work and time. 

1. Advanced group decision making.  At this point, 

only basic decisions are being made.  It is 

possible that complex decisions such as having 

some team members assuming aggressive 

behavior while other team members remain 

behind to guard bases could yield interesting 

results. 

2. Complex survival instincts.  In their current form, 

more passive agents do not appear to have any 

benefits.  If agents could choose between 

aggressively pursuing a target versus taking 

cover or moving out of field of fire, survivability 

could be increased. 

3. Enemy strategy discovery.  Further work needs 

to be done to allow the team to determine 

which combination of parameters the enemy 

team is adopting in order to counter that 

strategy. 
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Abstract - When multiple robots are supposed to operate 

together, coordination and communication issues arise.  

"Which robot should execute which task?" is the key question 

of Multi-Robot Task Allocation (MRTA) problem. Among 

several autonomy level approaches being centralized or 

distributed, hybrid approaches have become popular at 

reaching optimal task allocation combining advantages of 

both centralized and distributed approaches. Hybrid 

approaches like auction-based or market-based are also 

named as intentional according to their cooperation model. 

Intentional type allocation model differs from swarm-type 

basically for number of robots employed. This study presents 

development of an intentional MRTA model based on multi-

agent concepts using Java Agent Development Environment 

(JADE). A simple model is built and proposed on prior 

approaches in market-based task allocation in order to 

improve optimality. Experiments are performed using selected 

cases of MRTA literature and results prove that proposed 

model in this study produces optimal solution at each case.  

Keywords: Multi-Robot Task Allocation(MRTA), market-
based, intentional, auction, multi-agent, Java Agent 
Development Environment (JADE) 

1 Introduction 

  MRTA problem has become a key research topic in the field 
of distributed multi-robot coordination in recent years. The 
goal of MRTA is to choose on time a proper action for every 
robot to ensure that they can effectively complete all the tasks. 
Supposing that any individual of the system cannot complete a 
complicated problem, this problem can be decomposed to the 
series of sub-problems on some principles and these sub-
problems can distributed to corresponding individual to solve 
the problem. Presently, there are many methods for task 
allocation grouped in three main approaches: fully centralized, 
fully distributed and hybrid approaches.  
A centralized task allocation approach used for multi-robot 
system suffers from limitations in both system scalability and 
robustness. If the central robot fails, the whole system fails. 
On the other hand, a fully distributed system produces 
suboptimal solution. Hybrid approaches combine both 

centralized and distributed approaches combining their 
advantages. Each individual in the system works for its own 
plan and benefit and at the end global benefit is emerged. 
Market-based approaches are basically built on buying and 
selling goods to the planner or other robots. 
Another classification about multi-robot task allocation is 
based on cooperation which groups task allocation types as 
swarm-type or intentional-type [1]. Swarm-type task allocation 
is performed by large number of robots and it depends on fully 
distributed approach. Intentional-type task allocation is either 
auction-based or market-based. This study mainly investigates 
intentional task allocation mechanisms and builds a taxonomy 
including the related literature and proposed model. Proposed 
model is a mix of prior techniques and includes some 
improvements, finally a novel MRTA task allocation 
mechanism is built which an objective as minimizing the 
overall has cost of given task allocation problems.    
Due to some difficulties of procurement and execution of 
physical robots, agents are reckoned as real robots and 
experiments are carried out. Some of the most known MRTA 
techniques have been implemented at JADE [2]. A framework 
has been built similar to Contract Net Protocol (CNP) [3], 
MURDOCH [4] and TraderBots [5]. Despite the similarities 
between multi-agent and multi-robot systems, the transition 
from agents to robots is not straightforward. Some 
assumptions are made under some constraints. Optimization 
problem is focused instead of localization, mapping, sensory 
or other multi-robot concerns.  
To summarize the contributions, this study has three main 
challenges: An agent-based system development study 
specified to multi-robot domain, a practical taxonomy 
compilation and an optimization study that minimizes overall 
cost by using hybrid techniques.  
Section 2 of this study summarizes related literature. At 
section 3 it is told why JADE is chosen, how it is used and 
development of agent-based systems. Section 4 defines the 
MRTA problem and provides proposed model with 
comparisons to similar models including a novel taxonomy. 
Results on the experiments are discussed in Section 5 and 
study is concluded in Section 6.  
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2 Related Work 

 For the last decade, the number MRTA studies have been 
increasing year by year in order to handle the growing 
demands. Unmanned air and underwater vehicles, exploration, 
Robocup, security, disaster response, intelligent house, 
assembly lines and factories   are some of the recent examples 
employed MRTA principles. MRTA studies have been 
classified according to autonomy level.  
Centralized approaches employ optimal assignment and 
Hungarian algorithm [6][7]. The Hungarian algorithm allows a 
"minimum matching" to be found. This can be used in 
instances where there are multiple quotes for a group of 
activities and each activity must be done by a different agent, 
to find the minimum cost to complete all of the activities. This 
method helps finding optimum solution but as activities and 
agents are increased, it turns to be solved in a long time (O 
(n3)). The Hungarian algorithm is provably complete and 
optimal. A central planner is employed which has all the 
information about the environment (robots, tasks, map and the 
obstacles). Planner makes calculations and assigns tasks to 
each robot. Task execution agenda of each robot can be 
calculated and sent by central planner as well. At this type of 
autonomy level; robot does exactly whatever planner wants. 
On the other hand, distributed approaches give all decision 
responsibility to the robots. To give an example, some models 
are based on emergent behaviour like swarm systems which 
robots don't work explicitly together [8]. Robots don't need to 
obey a planner, they use their nearby information. Local 
optima can be succeeded but it is hard to reach global 
optimum.  
Some models depend on intentional behaviour which robots 
cooperate for a common purpose [1]. Intentional task 
allocation can be executed either auction-based [4] or market-
based [5]. The nuance between both is represented at Fig. 1. 
Planner can be a central agent like a computer or it can be any 
of the robots. 

 
a) 

 
b) 

Fig. 1 Intentional task allocation; a) auction-based b) market-
based 

 

Examples to intentional task allocation have been increasingly 
appeared since the end of 90's. BLE (Broadcast of Local 
Eligibility) system uses a Publish/Subscribe method to allocate 
tasks that are hierarchically distributed [9]. M+ proposes a 
scheme for negotiated task allocation, it allows for dynamic 
task reallocation of subcomponents of complex tasks [10]. 
ALLIANCE is developed for robust, fault tolerant, fully 
distributed heterogeneous multi-robot systems. As there is no 
negotiation process, communication cost is low [1]. Gerkey 
and Mataric published a taxonomy study and presented a 

framework based on Publish/Subscribe and first price auction 
mechanism, MURDOCH. According to taxonomy, robots are 
classified as single-task robots (ST) and multi-task robots 
(MT) and tasks are classified as single-robot tasks (SR) and 
multi-robot tasks (MR) [4][11]. TraderBots is the first 
introduced market-based MRTA study in the literature. Robots 
exchange their tasks if they negotiate. An individual seeks for 
its own benefit and then optimum result is reached. Market 
economy principles can be applied to multi robot systems 
according to this approach [5]. The most comprehensive study 
on task structures are held by Zlot which deals with complex 
tasks built on task trees and how to decompose them [12]. As 
an extension to TraderBots, Kalra proposed HOPTILES for 
tightly coupled robots [13]. Aforementioned approaches are 
based on single robot tasks; however some researchers 
attacked multi-robot task problems. Vig and Adams coined the 
term "multi robot coalition formation (MRCF)" [14]. MRCF is 
allocating multi-robot teams to different tasks (ST-MR 
problem). Tang and Parker proposed a model named 
ASyMTRe that enables switching between single robot tasks 
and multi-robot tasks dynamically [15].  Hasgul et al. applied 
project management principles for task scheduling to multi-
robots successfully [16]. Kaleci et al. combines market-based 
approach and optimal assignment [17]. 
This study is focused especially on CNP, MURDOCH and 
TraderBots among all these approaches. CNP is also a de 
facto protocol of FIPA [18] and closely related to agent world. 
MURDOCH is examined as an auction based model and 
TraderBots as a market based model. 
 

3 Multi-Agent Systems and JADE 

Multi-robot and multi-agent research areas include similar 
concepts, sometimes robot experiments are performed in agent 
domain. Therefore at the level of explicit coordination among 
multiple individuals, the differences in techniques used by 
multi-agent and multi-robot systems are in fact very few [4]. 
Although robotics researchers employ sophisticated 
techniques while designing single robot control systems, they 
have tended to use techniques that are already well known in 
the agent community when designing explicitly coordinated 
multi-robot systems. Although it has some constraints and 
fidelity problems, agent are advantageous at developing large 
teams of robots, scalability, cost, development time, 
demonstration, flexibility. One can easily develop a robot-like 
agent and integrate it any agent system that is FIPA-compliant.  
There are several agent development environments which can 
be classified according to their purpose.  RETSINA [19], 
SEAGENT [20] and JADE [2] are presented as general 
purpose ones whereas CONSENSUS [21] and iJADE [22] are 
developed for a specific purpose.  
JADE is selected as an agent development environment among 
several agent development framework alternatives taking into 
below factors account:  
- FIPA compliance 
- Development environment (Eclipse support)  
- Comprehensive documentary 
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- Technical support and live forum 
- Amount of developers worldwide 
Messaging system and behaviours of JADE are frequently 
used in this study. It is quite easy to send and receive 
messages. Messages are queued in a message list and executed 
by order. JADE encapsulates developer from the complexity 
of communication; there is no need for an expertise at TCP-IP 
or sockets.  
JADE behaviours are easily developed as well. JADE isolates 
developers from parallel programming and threading issues by 
bringing behaviours into use. Examples to some JADE 
behaviour are OneShot, Cyclic, Ticker, Waker, Simple, 
Sequential, and Parallel. The only requirement to use 
behaviours efficiently is to build a feasible schedule. Activity 
design is an important phase of agent development.  
Agents can be initiated manually by executing its code, or 
dynamically by calling from another agent. JADE agents are 
FIPA-compliant, to this end, these agents provide 
interoperability. It is possible to join a JADE agent container 
using not only computers but also mobile phones or tablets 
from any geographical location that has internet connection. 
Four types of  agents have been developed for this study:  

Robot Agent:  

Robot Agent behaves like a autonomous real robot. It senses, 
decides and actuates. Obstacle sensing and avoidance have not 
been implemented yet, but robots are sensible to battery level 
and task announcements. For example, when battery level is 
low, it cannot bid to any tasks, it looks for a suitable charge 
station and goes to charging. Robot Agent is informed about 
map of the simulation world including walls, other robots and 
obstacles.  

Auctioneer Agent:  

Auctioneer Agent has a planner role. It is informed about all 
the tasks, charge stations and robots. When a robot is added to 
the system, Robot sends acknowledgement message to 
Auctioneer Agent in order to introduce itself. Auctioneer 
Agent is also responsible to help robots to find suitable charge 
station, to perform centralized optimal assignment and to 
inform graphical user interface agent.          

Terrain Agent:  

Terrain Agent shows the terrain, tasks and robots on a 
graphical user interface. Robots send their momentary 
information (location, budget, battery level, completed tasks, 
charge count) with messages where Auctioneer Agent sends 
task and charge station information.   

SimManager Agent:  

SimManager Agent is responsible for selecting terrain model, 
defining robots and tasks, Travelling Salesman Problem 
(TSP) type (tour or path), random seed for task creation and 
execution approach (Centralized, auction-based or market-

based). Some information is read from configuration files. 
Creation and initialization of all other agents are triggered by 
SimManager Agent. 

4 The Problem and Proposed Work 

One of the optimization objectives at multi-robot task 
allocation is minimization of the cost, in other words 
maximizing the throughput as a definition used in industrial, 
manufacturing processes [23]. This study focuses on cost 
optimization of Multi-depot Travelling Salesman Path 
Problem (MD-TSPP) [5]. Differences of this problem from the 
well-known TSP are listed below: 
a)  There is only one salesman at TSP. MD-TSPP includes 
more than one salesman departing from different depots.  
b)  The initial city can be indefinite at TSP where departing 
depots of salesmen must be known at MD-TSPP.  
c) TSP is often considered as a tour that salesman must return 
to its initial location.  MD-TSPP is considered as a path, 
salesman stays at the last city visited waiting for a new task. 
(Tour means that the salesman must return to the starting city, 
Path means that the salesman will not return to the starting 
city, but just visiting each city once and only once.) 
In this study, salesmen are the robots and tasks are the cities 
that robots must visit. The distance between two cities is the 
cost of travelling between two tasks. If a robot visits a city, 
that task is marked as completed. If all the tasks are completed 
by the robots, overall goal is accomplished. When the robots 
are not executing tasks, they remain stationary at their current 
locations. 
Let cij be the cost for the jth robot to visit the ith city from the 
(i-1)th city in its tour (where the 0th city is the starting location) 
The robot cost function for the jth robot is computed as 
follows:  
                 nj 
rcost (j) = ∑ cij        (1)  
         i =1   
 
Where nj is the number of cities in the tour for robot j. The 
team cost function is:  
 
      m   
tcost =  ∑ rcost (j)        (2)  
            j=1 
 
where m is the number of robots [5]. 
      This study differs from TraderBots that TraderBots 
approach condones the multiple visits for a city by a robot or 
different robots which means the global task is complete when 
all cities are visited by at least one robot. The approach in this 
study permits only one visit for each task considering that it 
would help minimizing the cost.  
      Another difference from TraderBots lays at the robot's 
situation when all of its tasks are completed. Robot makes a 
route plan when execution starts and this plan is dependent on 
its tasks. If it is wanted to return to its initial location, it must 
add that to its own route plan as an additional task.  
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The problem becomes more complicated if tasks are 
dynamically introduced into the system and the robots must 
reconfigure to execute the new tasks in real time. 
 

 
Fig. 2 Task allocation steps  

Task allocation steps are examined in depth according to 
several nuances.  

(A) INITIAL TASK ASSIGNMENTS 

Once the system is started, tasks are assumed as unassigned. 
For a fast start-up, tasks can be allocated to the tasks in 
different ways. Most inconvenient but easy way is random 
allocation. This technique distracts reaching optimum 
solution. Greedy assignment is a feasible and practical 
solution that can fail in some circumstances. Optimal 
assignment is an expensive solution for initial assignments if 
followed with a trade process, but it eases finding better 
results. PRIM allocation, on the other hand, is proposed as an 
alternative to combinatorial assignment and it has the best 
score at cost/performance [24]. Random and greedy 
assignments may be preferred when large number of robots 
and tasks are used.  
If random assignment is selected Tasks are assigned to robots 
using random number generator.  
For the other assignment types, following procedure is 
applied:    
At the moment simulation is started, a central planner 
(Auctioneer Agent) has all the tasks. It announces all the tasks 
to all the robots. Robot agents bid for each task. Bids are 
calculated according to metrics, in this study the only metric is 
distance (task to robot). Each robot is equipped with a map of 
the world, which enables it to calculate the cost associating 
with visiting each of the tasks. Thus, the robots bid for each 
task based on their estimated costs to visit that city.  
Distance is computed according to Euclidian distance. If         
u = (x1,y1) and v = (x2, y2) are two points on the plane, their 
Euclidian distance is given by  

d(u,v) = √ (( x1-x2)
2 + (y1-y2)

2) .       (3)  

Robot bids are recorded into a proposal matrix. When all the 
proposals are delivered to the Auctioneer Agent, it executes 
selected assignment algorithm ( m: number of robots ).  

i. Greedy: Best matching m tasks are assigned to robots 
(one task for each robot). Shortly; m tasks are 
assigned to the their closest robots.  

ii.  PRIM:   Best task is assigned to the robot with best 
offer. Shortly, a task that has lowest cumulative 
distance to the robots is assigned to the closest 
robot. Ony one task is assigned at each iteration.  

iii. Optimal: Hungarian Algorithm is executed to make task 
assignments.   

 
As soon as first assignment is completed, second assignment 
process (announcement + bidding + assignment) is executed.  
Assignments are done iteratively until all the tasks are owned 
by the robots. At each iteration, proposal matrix is cleared in 
order to catch changing conditions. 

(B) TASK EXCHANGE BETWEEN ROBOT 

(TRADE PROCESS)   

Initial task assignment is followed by a trading phase at 
market-based task allocation. But this process can be by-
passed through task execution phase.  

Role Assignment  

Robots can bid for tasks, can announce tasks to sell or can do 
both of these at the same time concurrently. If all the robots 
try to sell all of their tasks at the same time, a complicated 
situation may be emerged.  
After revising several studies, sequential objective-based 
seller robot employment model is preferred. At this model a 
robot is selected as a seller and others are informed to wait 
task offers. Robots define their most unsuitable tasks. 
Unsuitable task is worst task for the robot according to the 
cost. Robots ask themselves the question “How much my way 
is shortened if I get rid of this task?” for each task and the 
answer is sent to Auctioneer Agent. Auctioneer Agent assigns 
the robot which is candidate for maximum cost reduction as 
seller robot for the current trade.  

Auction Type  

Seller robots can announce for only one task, more than one 
task or combinatorial task bundles at each trade. 
Combinatorial trade requires much processor power, because 
all the task pair combinations should be taken into account 
[25].  
In this study, single item-objective based method has been 
used which is related to proposed seller robot selection 
technique; unsuitable task is announced.    

Bid Valuation and Auction Clearance  

At a market, one has to protect its own profit. Each trade 
should satisfy both buyers and sellers, bids should be efficient.  
Bid can be calculated simply as Euclidian distance between 
the robot and the task. If number of tasks for a robot is lower 
than 20, TSP calculation can be used. Seller robot announces 
the task with the price as cost reduction assuming the task is 
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sold. Candidate robots calculate their cost increment assuming 
the task is bought. If amount of increment is lower than 
announced price, candidate robot bids for that. Fig. 3 
illustrates that Euclidian distance calculation fails at some 
situations. WP2 (Way Point 2)  is very close to Robot 2 but it 
is not reachable easily. To this end, TSP approach is suitable 
for this case.    
 

 

Fig. 3 A map to show an example to failure of direct Euclidian 
calculation 

There are several bid valuation strategies in the literature as 
well. Joundeau et al. Used wavefront calculation [26]. Kaleci 
et al. has taken dynamical and sensor models of robots into 
account [17]. 
Auction usually results as selecting best bid owner as the 
winner. Accepting incoming bids and transition to auction 
clearance last until all bids are OK or until time is out.  

Termination of Trading Phase 

When market reaches to stability and there exists no other 
tasks to trade, robots should begin execution as soon as 
possible. Whether the system is stable or not can be decided 
after searching trade situations. If there is no trade executed 
for while, it means that there is no profit for a robot to buy or 
sell any tasks anymore.  

(C) TASK EXECUTION   

After all auctions and task exchanges between robots end, 
each robot has a task list to do. Tasks are executed one by one 
according to one of the below ways:  

i. Next task from the list: Robot executes the task list from 
the beginning to the end without sorting.  

ii. Nearest task: Robot executes the nearest task to its 
current location.  

iii. Schedule: Robot creates a plan calculating either TSP 
path or TSP tour.    

 
Some limitations and assumptions must be considered as well. 
Each items in the below list complicates the solution a bit 
more.  

- Battery life, locations of charge stations and charging 
time 

- Unknown or newly introduced tasks 

- Unknown or newly introduced robots 
- Failure of a robot or lost communication 
- Obstacle avoidance 

5 Experiments and Results 

Proposed model is applied into a developed agent based 
simulation environment. This software is convenient to 
perform experiments with below variables :  

- Terrain model (dimensions, walls, obstacles)  
- Number of robots 
- Number of tasks 
- TSP type (tour or path)  
- Bid Valuation (Euclidian or TSP) 
- Intention type (With or without trade)  
 

Examples of well-known MRTA studies in the literature are 
applied and results have shown that proposed model always 
reaches the optimal solution. Hungarian Algorithm is used for 
initial task assignments for all the experiments presented in 
this section. After initial assignments, four types of experiment 
configurations established:  

- TSP tour with trade 
- TSP tour without a trade 
- TSP path with trade 
- TSP path without a trade 

 
The number at the mid-bottom of each figure represents the 
final total cost for the related experiment setup. Fig. 4 
represents four snapshots of Zlot example therefore 470 is the 
total cost of the simulation of Fig4.a. Money unit in these 
trade examples is pixels. Dimension of each map is 400 * 300 
pixels.  There are three robots and 5 tasks to do for Zlot 
example. It can be seen that trading is more advantageous at 
TSP tour problems.  

 

 
a) 

 
b) 

 
c) 

 
d) 

Fig. 4 Snapshots from the simulation: Zlot example [12]       
(a- TSP Path without a trade, b- TSP Path after trade, c- TSP 

tour without a trade, d- TSP tour after trade) 
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Fig. 5 illustrates an example from TraderBots warehouses. 
Robots exchange their tasks in order to achieve optimality. 
Although initial task assignments here are different from 
TraderBots, result is the same, optimal solution. This means 
that, proposed model fits for all similar problems.  

 

a)                    

 

b) 

Fig. 5 Snapshots from the simulation: TraderBots warehouse 
example (a- TSP Path without trade b- TSP Path with trade)  

Table 2. Cost savings for examples 

Example Without 

trade 

With trade Saved (%) 

Zlot – TSP 

Path 

470 458 3 

Zlot – TSP 

Tour 

882 743 18 

TraderBots 2146 1624 24 
PRIM 252 146 42 

 
Table 2 lists cost saving for each example experiment. It can 
be said that benefits of task exchange between robots 
incredibly increase when a) there are some obstacles in the 
area b) TSP tour approach is used. Also some experiments are 
performed with randomly distributed tasks and robots in an 
empty area (no obstacle).  
 
As a final example, two rooms example can be shown (Fig. 6). 
It can be seen clearly from the figure what if market-based 
approach is not selected. Robot1 and Robot2 stay at their own 
rooms and they save 35% according to the total cost of their 
initial task assignments executed.  
 
Experiment results clearly show that the combination of trade 
based approach with transition method between different 
regions using TSP gives promising results. Transition  method 
should be improved by using legacy and novel motion 
planning techniques.  
 

6 Conclusions 

As a result of the focus on multi-robot systems, multi-robot 
coordination has received significant attention. In particular, 
MRTA has recently risen to prominence. The complexity of 
the multi-robot systems being studied has increased.  
 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 6. Two doors example (a- without trade, b-  with trade) 

 

 
An agent-based MRTA model has been presented which is a 
hybrid approach combines trade-based task allocation, optimal 
assignment and TSP solution. This model produces more 
optimal results and suitable for larger teams and task 
collections as well.  A simple way to select most unsuitable 
task for the robot has been presented.  
Among several alternatives, JADE is chosen as development 
environment. CNP, MURDOCH and TraderBots principles 
are applied to the system. Tackling with delayed messages and 
conflicting behaviours, it is possible to implement a real-like 
multi-robot system with JADE. In this study, optimization 
strategy has been focused on instead of specific nature of 
multi-robot domain like sensory system, localization, mapping 
and etc.  
Taxonomy is compiled including literature research and 
proposed techniques. Example cases of well-known multi-
robot research are tested on the developed framework and it is 
seen that framework gives optimal results. Proposed model fits 
for all similar problems. Future work will include combining 
trading and execution phases to work concurrently and 
developing a fault-tolerant mixed environment 
(indoor/outdoor) multi-robot system.  Improvement at efficient 
bidding and assignment strategies specialized to a warehouse 
system will be another research objective.  
 

a)  

b)  
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Abstract— Recent work in the AI literature has studied
the properties of voting schemes for performing preference
aggregation. An important technical issue that arises is
manipulation of voting schemes: a voter may be able to
improve the outcome (with respect to his own preferences)
by reporting his preferences incorrectly. Meir et al. [11]
have studied this phenomenon as a dynamic process in
which voters may repeatedly alter their reported preferences
until either no further manipulations are available, or else
the system goes into a cycle. Here we show how potential
functions are useful for showing convergence in variants
of this setting, and for obtaining upper bounds on the
convergence rate. We focus on plurality voting with weighted
voters, and obtain bounds on the lengths of sequences of
manipulations, that depend on which types of manipulation
are allowed.

Keywords: Voting protocols, Game Theory (non-cooperative),
Modeling the dynamics of Multi-Agent systems

1. Introduction
One of the newer areas explored in artificial intelligence

is multi-agent systems, which analyzes interactions between
multiple agents, each of which with its own personal ob-
jectives. One of the actively growing subareas explored in
multi-agent systems is computational social choice theory
that provides theoretical foundation for preference aggrega-
tion and collective decision-making in multi-agent domains.
Computational social choice is concerned with the appli-
cation of techniques developed in computer science, such
as complexity analysis or algorithm design, to the study of
social choice mechanisms, such as voting . It seeks to import
concepts from social choice theory into AI and computing.
For example, social welfare orderings developed to analyze
the quality of resource allocations in human society are
equally well applicable to problems in multi-agent systems
or network design.

People often have to reach a joint decision even though
they have conflicting preferences over the alternatives. The
joint decision can be reached by an informal negotiating
process or by a carefully specified protocol. Over the course
of the past decade or so, computer scientists have also
become deeply involved in this study. Social choice theory
investigates many kinds of multiperson decision-making
problems. Multiperson decision-making problems are impor-
tant, frequently encountered processes and many real world
problems involve multiple decision makers. Voting is one of

the most popular way of reaching common decisions. The
study of elections is a showcase area where interests come
from computer science specialists as theory, systems, and
AI and such other fields as economics, business, operations
research, and political science.

Voting is a well-studied method of preference aggregation,
in terms of its theoretical properties, as well as its computa-
tional aspects [12], [15]; various practical, implemented ap-
plications that use voting exist [16], [1], [14]. In multiagent
systems, it is of crucial importance to be able to aggregate
the preferences of multiple agents in order to achieve their
joint goal even though their individual beliefs may vary over
the alternatives (candidates). Voting is a general method of
reconciling these differences. A social choice function is a
function that takes lists of people’s ranked preferences and
outputs a single alternative (the “winner” of the election). A
good social choice function represents the will of the people.
However, in voting one of the major issues is manipulation.
Manipulation in voting is considered to be any scenario in
which a voter reveals false preferences in order to improve
(with respect to that voter) the outcome of the election. A
manipulative vote in considered successful if it changes the
election outcome. This has various negative consequences;
not only do voters spend valuable computational resources
determining which lie to employ, but worse, the outcome is
less likely to be one that reflects the social good. Gibbard-
Satterthwaite, Gardenfors, and other such theorems open the
door to strategic voting, making voting a richer phenomenon.
In order to achieve some standard of non-manipulability
in voting schemes, in most previous work the complexity
of the manipulation is considered where one could try to
avoid manipulation by using protocols where determining a
beneficial manipulation is hard. For a survey, see [2].

Here we establish bounds on the length of sequences of
manipulations that voters can perform. We obtain bounds in
terms of the different types of moves that lead to successful
manipulation. In this paper we do not concern ourselves
with the impact of manipulation on social welfare; we
treat manipulation as an “occupational hazard” and ask the
question: in a system where manipulation may occur, when
can we guarantee that the voters will end up satisfied with
their (possibly manipulative) votes, in the context of the
votes offered by the others? Put another way, we suggest
that in various real-world situations, it may be better to
reach a poor decision than no decision at all. We can regard
the voting system as a game in which each voter has,
as pure strategies, the set of all votes he may make. (In
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plurality voting, a vote is just the choice of a single preferred
candidate.) Each voter has a type, consisting of a ranking of
the candidates that represents his real preferences. We ask
whether pure Nash equilibria exist for any set of voter types,
and more importantly whether such an equilibrium can be
reached via a sequence of myopic changes of vote, by the
players. This can be regarded as a very simplistic model of
a negotiation process amongst the voters, and we would like
to ensure that it does not end in deadlock.

We focus on plurality voting, the best-known voting sys-
tem, and one that is known to be susceptible to manipulation,
both in practice and theory [6], [7]. We assume that voters
have full knowledge of the reported preferences of other
voters. Voters manipulate based on their true preferences.
Voters change their vote (make a manipulation) after observ-
ing the current state and outcome. If a voter cannot affect the
outcome at some state, he simply keeps his current reported
preference. The process ends when no voter has objections
and the outcome is set by the last state.

a) Manipulation dynamics: The model is similar to Meir
et al. [11]: at each step, a single voter may change his
reported vote so as to (according to his own preferences)
improve the winner of the election. In game theory, this is
sometimes called the elementary stepwise system (ESS) [3]:
at each step a single player makes a myopic best or better
response. Given any fixed voting rule (such as plurality,
considered here) there is a well-defined notion of a valid
move: the voter should change the outcome of the election
to one that he prefers. Observe that a voter may switch
his support to another candidate in response to the moves
of other voters, so that a sequence of moves occurs. This
sequence may stop at a steady state where no voter has an
available manipulation, which in game-theoretic terms is a
pure Nash equilibrium (in which a voter’s pure strategies
consist of the set of possible votes that he may announce,
and submit to the voting system).

A related dynamical model was considered by Airiau and
Endriss [8], in which at each step, a voter is selected at
random and may propose a single alternative to the one
currently winning the election; a pairwise vote takes place
between the current winner and the new alternative. As
is [11] cycles may arise; the ability of the chosen voter
to select a single alternative for a pairwise election indeed
makes it possible to exhibit cycles which cannot be escaped.

b) Potential functions: Potential functions were originally
used in the context of game theory by [5]; the paper of [4]
showed an equivalence between potential games and con-
gestion games. Potential functions are valuable for proving
the existence of pure Nash equilibria and the convergence
of best response dynamics.

Given a process involving a finite set S of states, suppose

we have certain allowed transitions between states (here,
a state is a profile of reported preferences and a transition
is a manipulation by a single voter, changing his reported
preference). A potential function

Φ : S → IR

should have the property that any allowable transition from
state S to new state S′ should always increase the value of
Φ. (One could alternatively require the value of Φ to always
decrease.) If it’s possible for Φ to only take a finite number
of distinct values, this will show that the process of making
transitions must terminate.

Here states can be defined as the profiles of reported
preferences of voters, where a reported preference (also
known as a declared preference, or an announced preference)
is the vote that a voter submits to the social choice function
in use. A transition is a manipulation move (change of
reported preference) by a single voter. Suppose transitions
always cause Φ to increase. Then the process must terminate,
and a simple bound on the number of steps is the number
of alternative values Φ can take.

c) Our results: We focus on plurality voting with weighted
voters, in which each voter reports a single preferred can-
didate. A voter’s weight is fixed throughout. The score of
a candidate is the total weight of voters who support that
candidate, hence the winning candidate is the one with
highest score, and we assume a standard lexicographic tie-
breaking rule in which a candidates have a given total order
on them that determines the winner if two or more of them
have maximal score. [11] also considers this tie-breaking
rule, and compares it with a randomized one.

We investigate rate of convergence, i.e. the number of
steps of manipulation that may be needed to reach a pure
Nash equilibrium. We focus on types of manipulations where
there are no cycles in the state/transition graph, where
convergence is guaranteed, and we analyze bounds on the
number of steps required. The rate of convergence will be
expressed as a function of the number of voters n, the
number of candidates m, the ratio wmax of maximum to
minimum weights, and the number of distinct weights K.
Guaranteed convergence may also depend on types of ma-
nipulation available; a classification is given in Section 2.2.

Section 2.4 identifies combinations of types of moves that
are able to lead to cycles of manipulation moves. Section 3
considers combinations of move types where convergence is
guaranteed, and exhibits various potential functions to obtain
upper bounds on the number of manipulation steps possible.
Alternative types of moves seem to require alternative po-
tential functions, and we give upper bounds as expressions
in terms of the parameters n, m and K.
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2. The Model
2.1 Preliminaries, notation

In an election, n voters express their preferences over a
set of m alternatives. In general, each voter reveals linear
preferences: a ranking of the alternatives. Let us denote
the set of alternatives A, where |A| = m, and a set of n
voters V = {1, 2, . . . , n}. Let L = L(A) be the set of linear
preferences over A; each voter i ∈ V has true preferences
�i∈ L. These true preferences are constant. Voters also have
“reported preferences” (not fixed) associated with a state
of the system. For each voter i ∈ V state S has reported
preferences for i denoted as �S

i . Another notation a �S b
represents that candidate a is preferred over b, with respect
to reported preferences in state S.

We denote the preference profile, consisting of the voters’
reported preferences, by �S

V= 〈�S
1 ,�S

2 , . . . ,�S
n〉. A voting

rule is a function f : LV → A, that maps preference profiles
to winning alternatives.

In most of our results we use a weighted voting system.
A weighted voting system is one in which the preferences
of some voters carry more weight than the preferences of
other voters, and the candidate with the highest score as
defined in Section 2.2 becomes the winner. Our results have
dependence on the voters’ weights. We have results for 3
different weight settings.

1) General weight setting:
A weight function is a mapping w : V → IR+. For this
type of setting we have bounds in terms of m and n.

2) Bounded real weight setting:
All n voters have real-valued weights in the range
[1, wmax]. For this setting we seek bounds in terms
of wmax as well as m and n.

3) Bounded integer weight setting:
Voters have integer weights in the range
{1, . . . , wmax}. In this setting, the weight function is
a mapping w : V → IN. We seek bounds in terms of
wmax, m and n.

An additional parameter K, the number of distinct weights,
can also be added to all 3 settings of weights.

2.2 Types of moves
There are various different types of moves that a voter can

perform to make a manipulation. The following classification
of moves applies to the plurality rule, where each voter
reports a single candidate.

1) Loser to new winner: A move from candidate C to
C ′, where neither was winner beforehand, and C ′ is
winner after move.

2) Loser to existing winner: A move from candidate C
to the existing winner C ′ to improve the score of C ′.

3) Winner to loser: A move from a winning candidate C
to C ′ to make C ′′ a new winner where C ′′ is different
from C and C ′.

4) Winner to winner: A move from a winning candidate
C to a new winning candidate C ′ because the manip-
ulator prefers C ′ over C.

a) Winner to larger winner: A move from a winning
candidate C to another candidate C ′ such that C ′

is winner after the move with total score more
than the previous score of C.

b) Winner to smaller winner: A move from a win-
ning candidate C to another winning candidate
C ′ in which the new score of C ′ is less than the
previous score of C.

c) Winner to winner of same size: A move from
a winning candidate C to another winning
candidate C ′ in which the new score of C ′ is
equal to the previous score of C.

[11] considers sequences of moves of type 1, 3 and 4. Moves
of type 2 do not change the winning candidate. So, type 2
moves arguably need not be considered in a game-theoretic
setting, although upper bounds on convergence rate would
ideally allow type 2 moves to take place. Type 3 is arguably
unnatural since (for plurality), a type 1 move C −→ C ′′

would have the same effect, and be more natural.
Observation 1: In a sequence of states where tie-breaking

is not needed, moves of type 1, 2 and 4a all increase the score
of the winner. Hence, the score of the winning candidate may
be used as a potential function to show termination for these
types of manipulation move. In a sequence of states where
ties may occur, we still have termination for moves of types
1, 2 and 4a, since there is a bound of m on the length of
any subsequence in which the score of the winner does not
increase.

Most of our upper bounds are for sequences of moves
of types 1,2 and 4a. We shall see however that in some
situations one can design “smarter” potential functions that
are more useful for showing a faster convergence rate.

We assume that some tie-breaking rule applies if 2 can-
didates receive the same level of support.

The following example illustrates how voters may change
their votes in response to each other.

Example 1: The Chairman’s paradox: Suppose there are
voters V = {1, 2, 3}, alternatives A = {A,B,C}. Suppose
that voter 1 has preferences A �1 B �1 C, voter 2 has
preferences B �2 C �2 A and voter 3 has preferences
C �3 A �3 B (a Condorcet cycle). Suppose further that in
the event that the voters vote for distinct candidates, then
the choice of voter 1 (the “chairman”) is the winner. This
rule of breaking ties in favor of voter 1 can be implemented
with voter weights: let voter 1 have weight 3

2 while voters
2 and 3 have weight 1.

If initially the voters support their favorite candidates, then
voter 2 has an incentive to deviate, and he migrates to voting
for C. Afterwards, no further migrations are possible. The
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chairman’s least favorite candidate is chosen.1

Suppose instead that initially voter 1 votes for B, and
voters 2 and 3 vote for C. Then voter 2 can migrate to
B (type 4a move), after that, voter 1 migrates to A (type
4b move), at which point the voters are supporting their
preferred candidates. So, voter 2 returns to C (suggesting
that voter 1’s myopic move to A was a tactical blunder).

2.3 Implementation of lexicographic tie-
breaking via additional voters

We show that given any instance of a set of weighted
voters where ties may occur, and a lexicographic tie-breaking
rule, there exists a (somewhat larger) instance in which no
ties occur, but the behavior of the original instance is simu-
lated. This means that while Example 2 uses a lexicographic
tie-breaking rule, that is mainly for convenience and there
is no need to assume that tie-breaking needs to take place.

Proposition 1: Let V be a set of weighted voters and
let A = {A1, . . . , An} be a set of alternatives. Assume a
lexicographic tie-breaking rule under which Ai is preferred
to Aj for i < j. Let S be a sequence of strategic moves by
the voters V .

Then there exists a set of weighted voters V+ = V∪V ′ for
which the same sequence S of strategic moves may occur
without tie-breaking; furthermore the additional voters V ′
have no incentive to move.

Proof: Let ε be the smallest positive winning margin
that can occur for a winning candidate, amongst all possible
votes of V . We construct V ′ as follows.
V ′ contains voters vi, 1 ≤ i ≤ n− 1 with weights ε.2−i.

vi has true preferences

�i= Ai � Ai+1 � Ai+2 � . . . � An � A1 � . . . � Ai−1.

vi initially votes for his favorite candidate Ai. We claim
that none of these voters vi (that comprise V ′) ever have
an incentive to switch their support. This can be seen by
an inductive argument: v1 can resolve ties that may occur
amongst voters in V but has insufficient weight to have
further effect on the outcome. The remaining voters in
V ′ have less weight than v1, so v1 has the incentive to
resolve those ties by staying with his preferred candidate
A1. Suppose alternatively that A2 is the winner amongst
voters V with the tie-breaking rule. Then v2’s vote for A2

will implement that tie-break, meanwhile v1’s vote for A1

is insufficient to let A1 win, since the tie was between A2

and Aj for j > 2; A1’s support (amongst V) falls short of
A2’s by at least ε. v1 has no incentive to move, since the
best he can do is allow A2 to win.

A similar argument applies to voters vi for i > 2;
given that v1 . . . vi−1 support A1 . . . Ai−1 respectively, vi

1The paradox [13] is the stronger result that under the impartial culture
assumption, where preference lists are chosen at random, the chairman
actually does worse on average than the other voters!

can resolve ties between Ai and Aj for j > i, so continues
to support Ai. Meanwhile, v1, . . . , vi−1 can do no better than
allow Ai to win.

2.4 Combinations of move types that can lead
to cycles

Proposition 4 of [11] gives a simple cycle of manipulation
moves involving just 2 manipulating voters, using moves
of type 1 and 3. The following new example shows that
cycles are also possible using only moves of types 1 and
4. Let {A,B,C,D,E} be the candidates. Assume ties are
broken lexicographically, in favor of A, then B, then C,
then D. Proposition 1 shows how to modify the example so
that no tie-breaking need occur. This example contrasts with
Theorem 3 of [11] that shows convergence in the case of
deterministic tie-breaking and unweighted voters.

In addition to the voters {1, 2, 3} that make manipulation
moves, we assume extra “passive” voters that never move,
as follows: A is supported by a voter with weight 1.6, B is
supported by a voter with weight 1.9, C is supported by a
voter with weight 2, D is supported by a voter with weight
1.9, E is supported by a voter with weight 1.8.

Example 2:
Voter true preferences weight

1 BECAD 0.1
2 DEBAC 0.2
3 AECDB 0.4

The tables below show the sum of weights of voters
supporting each candidate, for a cyclic sequence of states
S1, S2, . . . , S9 = S1. The manipulation move is given above
each table: the notation i : X −→ Y means that voter
i switched his support from X to Y to obtain the state
indicated in the table.

State S1

A B C D E Winner
2 2 2 1.9 2 A

State S2, 1 : B −→ E (Type 1 move)
A B C D E Winner
2 1.9 2 1.9 2.1 E

State S3, 2 : E −→ D (Type 4c move)
A B C D E Winner
2 1.9 2 2.1 1.9 D

State S4, 1 : E −→ C (Type 1 move)
A B C D E Winner
2 1.9 2.1 2.1 1.8 C

State S5, 2 : D −→ B (Type 1 move)
A B C D E Winner
2 2.1 2.1 1.9 1.8 B
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State S6, 3 : A −→ E (Type 1 move)
A B C D E Winner

1.6 2.1 2.1 1.9 2.2 E

State S7, 1 : C −→ B (Type 1 move)
A B C D E Winner

1.6 2.2 2 1.9 2.2 B

State S8, 2 : B −→ E (Type 4a move)
A B C D E Winner

1.6 2 2 1.9 2.4 E

State S9, 3 : E −→ A (Type 4b move)
A B C D E Winner
2 2 2 1.9 2 A

In common with the examples of [11], it is possible
to escape this cycle and reach a pure Nash equilibrium,
by selecting alternative valid manipulation moves. It is
an open question as whether there exist alternative moves
where cycles can be escaped. These examples are important
in ruling out the possibility of applying our approach in
Section 3 below, to less restricted manipulation moves.

3. Bounds on the number of manipu-
lations, under constraints on the move
types

Our first result is a simple extension of Observation 1.
Theorem 1: In the general weight setting, the process of

making type 1, type 2 and type 4a moves terminates within
m.min(2n, nK) steps.
The bound is thus better for small K. Proof: We use
the potential function Φ(S) = Nwin(S), where Nwin(S) is
the score of the winning candidate at state S. Consider a
transition from state S to new state S′. If no tie-breaking
was needed, for these moves we have Φ(S′) > Φ(S), so the
potential increases. If tie-breaking was applied (possible for
a type 1 move) we may have Φ(S′) = Φ(S); in this case
the winner in S′ has (by the tie-breaking rule) priority over
the winner in S, so at most m − 1 such moves can occur
consecutively. There are at most 2n distinct possible values
for Nwin(S) since the level of support of any candidate C is
determined by, for each voter i, the binary choice of whether
i supports C. This gives the upper bound of m.2n on the
length of a sequence of moves.

If K is the number of distinct weights in the system,
the level of support for a candidate C is determined by K
numbers in {1, . . . , n}. For each weight, if we are given the
number of voters having that weight who support C, then
we have the score of C. Hence there are ≤ nK values for

this quantity, and we get the upper bound of m.nK on the
length of a sequence of moves.

If instead of a limit K on the number of distinct weights,
we have a limit wmax on the ratio between largest and
smallest weights, then we see next that can also obtain
polynomial bounds. The result is straightforward if weights
are integers (Theorem 2) and a more interesting proof also
holds for real-valued weights (Theorem 3).

Theorem 2: In the bounded integer weight setting, the
process of making type 1, type 2 and type 4a moves
terminates within 1

2 (n · wmax)2 steps.
Proof: We are looking for an upper bound on the

number of moves that applies to the case where weights
of voters are integers and belong to the set {1, . . . , wmax}.
Let Nj(S) be the total weight of voters supporting candidate
j at state S; wi represents the weight of voter i. We define
the potential function of state S as,

Φ(S) =
m∑
j=1

(Nj(S))2 (1)

Suppose a transition from state S to S′ is caused by a
voter i with weight wi moving his vote from candidate x
to candidate y. The increase in potential for Φ between two
successive states S and S′ is:

Φ(S′)− Φ(S) = 2 · wi · (Ny(S′)−Nx(S)) (2)

where Nx(S) is the sum of weights of voters that voted for
candidate x at state S and Ny(S′) is the sum of weights
of voters that voted for candidate y at state S′. Since
weights are integers, with each move the potential function
Φ increases by at least 2. Also, (n ·wmax)2 is the maximum
potential attainable, occurring when n voters all of weight
wmax vote for the same candidate. Hence, under the discrete
integer weight setting at most 1

2 (n ·wmax)2 number of type
1, type 2 and type 4a moves are required to terminate the
process.

Next we show that for the same types of move, we obtain
a polynomial bound on the number of steps if instead of
limiting K, we limit the ratio wmax between the largest and
smallest weight.

Theorem 3: In the bounded real weight setting, the pro-
cess of making type 1, type 2 and type 4a moves terminates
within mn3(wmax)2 steps.

Proof: We apply two non-negative potential functions
Φ and Ψ whose values lie in [0, n2(wmax)2] and [0,mn]
respectively. Φ is real-valued; Ψ is integer valued. We will
see that any transition increases Φ or reduces Ψ (or both),
and for transitions where Φ increases by less than 1, Ψ is
reduced. This gives the claimed bound on the number of
moves.

We use the potential function Φ from Equation (1) and
we know the potential difference between two consecutive
states S and S′ is the same as (2), i.e. Φ(S′) − Φ(S) =
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2 · wi · (Ny(S′) − Nx(S)). So, Φ increases with each
migration. We find the length of the sequence of moves
when Φ(S′) − Φ(S) is greater than or equal to the weight
of the migrating voter and the maximum possible number
of steps are n2(wmax)2 as the maximum possible potential
being attained when n voters all of weight wmax vote for
the same candidate. To find an upper bound on the number
of moves in which Φ(S′)−Φ(S) is less than the weight of
the migrating voter we introduce another potential function
Ψ.

Ψ(S) =
∑
i∈V
| {x ∈ A : Nwin(S)−Nx(S) < wi} | (3)

where wi is the weight of voter i ∈ V . Nwin(S) and Nx(S)
are the total support of the winning candidate and any other
candidate x at state S, respectively.

Note that for any state S, 0 ≤ Ψ(S) ≤ nm; the highest
possible value nm arises in a state where the gap between
the winning and all other candidates is less than the weights
of voters.

Lemma 1 below shows that in a transition where Φ
decreases by less than 1, Ψ decreases by at least 1. That
imposes a limit on the number of nm on the number of
consecutive transitions where Φ reduces by less than 1.
The result follows since there can be at most n2(wmax)2

transitions where Φ increases by at least 1.
Note that the value of Ψ can actually increase, in steps

when Φ increases by more than 1, so this approach does not
immediately yield a stronger bound than the one claimed.

Lemma 1: If a move by a voter with weight in [1, wmax]
reduces Φ by an amount less than the weight of the migrating
voter, then it reduces Ψ by at least 1.

Proof: Suppose voter i with weight wi moves from x to
y; let S and S′ be the original and the new state, respectively.

The potential difference between two successive states S
and S′ is:

Φ(S′)− Φ(S) = 2 · wi · (Ny(S′)−Nx(S))

equivalently,

Φ(S′)− Φ(S) = 2 · wi · (wi − (Nx(S)−Ny(S))

In order for Φ(S′)−Φ(S) < wi, the value of wi−(Nx(S)−
Ny(S)) must be less than 1

2 , i.e.,

wi −
1

2
< (Nx(S)−Ny(S)).

For both types of move to take place, we already know that
(Nx(S) − Ny(S)) < wi. For Φ(S′) − Φ(S) < wi, gap
between Nx(S) and Ny(S) should be greater than wi − 1

2
and less than wi.

At state S, when voter i migrates from a winning can-
didate or a loser to a new candidate y, we know that
Nx(S) − Ny(S) < wi. After migration, for both types of

moves Nwin(S′) − Nx(S′) > wi. This shows the potential
Ψ decreases with migration of voter i. Because at state
S, Nx(S) − Ny(S) < wi was true. After migration of
voter i, at state S′ there is at least one voter i for which
Nwin(S′) − Nx(S′) < wi is false. So, clearly potential Ψ
reduces by at least 1.

We extend Theorem 3 to a setting where a small number
of voters may have weights larger than wmax; we show that
if the number k of such voters is logarithmic in n we still
have a polynomial bound. More precisely we have

Theorem 4: In the bounded weight setting, the process of
making type 1, type 2 and type 4a moves terminates within
2km2n3(wmax)2 steps when k voters have weights > wmax.

Proof: Divide the n voters into two categories: k
“heavy voters” having weights > wmax and the remaining
n − k “ordinary voters”. Let {1, . . . , k} be the heavy vot-
ers, with weights w1, . . . , wk, assumed to be arranged in
descending order so that for i < k we have wi > wi+1.

Notice that for any pair x, y of candidates, if voter 1
(the heaviest voter) migrates from candidate x to y using a
move of type 1,2 or 4a, then if S is the new state, we have
Nx(S) < Nwin(S)−w1, i.e. the support of x is less than the
support of the winner by more than w1. Hence, thereafter
x cannot possibly win, since the support of y is less than
the support of the winning candidate by a quantity greater
than w1 (the largest weight of any voter). (As an aside, x
could possibly become the winner if a move of type 4b was
allowed.)

Hence, voter 1 may only migrate at most m−1 times, and
furthermore, may not return to a candidate that he previously
supported.

Consider voter 2. If voter 2 migrates from x to y, then
in order for him to return to x, it is necessary for voter 1
to migrate to x beforehand. By an argument similar to the
above, no voter with weight ≤ w2 is able to make x the
winner. Since we have seen that voter 1 may only move to
x once, it follows that (for any x) voter 2 may only move
to x (at most) twice.

Applying the above idea repeatedly, for any candidate x,
for i ≤ k voter i may only migrate to x at most 2i times,
which results in a bound of 2i.m on the number of moves
i may make.

Theorem 3 applies in the presence of heavy voters that
do not migrate, so that in between any pair of moves by
heavy voters, the ordinary voters may only make at most
mn3(wmax)2 moves in total. This results in the overall
bound of 2km2n3(wmax)2 on the number of moves of all
voters.

We know from Example 2 that transitions of types 1, 4a
and 4b may cycle (the type 4c move can be made into one
of type 4a by adding the low-weight voters as discussed).
We show next that combinations of types 4a and 4b do not
have cycles, and neither do combinations of types 1 and 4b.

The following lemma is used in the proof of Theorem 5:
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Lemma 2: In the unrestricted real weight setting, the
process of making type 4a and 4b moves terminates within
n · (m− 1) steps.

Proof: Notice that in a type 4 moves (either 4a or 4b)
when a voter moves from candidate x to y, that means that
he truly prefers y to x.

Technically we are using the potential function:

χ(S) =
∑
i∈V
| {x ∈ A : x �i voteS(i)} | (4)

where voteS(i) is the candidate supported by i in state S.
We complete the proof with the observation that each

migration reduces χ by at least 1 in a single move of type 4,
and χ is at most n·(m−1) (that upper bound occurs in a state
where all voters vote for their least-preferred candidate).

Theorem 5: A mixture of type 1 and type 4b moves
converges within 2nmn steps.

Proof: For a mixture of type 1 and 4b moves, we have
the following observation.

Observation 2: At every time step the total weight of
voters supporting the second-highest supported candidate
either remains the same or increases when moves of voters
are of type 1 and 4b.
We use a similar potential Φ as we have used in Theorem 1.
But this time instead of score of the winning candidate,
our potential function is based on the score of the 2nd-
highest candidate as per Observation 2, the support of the
2nd-highest candidate increases or remains the same. Let
N2nd(S) be the score of the 2nd-highest candidate at state
S. So the potential function is

Φ(S) = N2nd(S).

From Observation 2, the score of the 2nd-highest candidate
never decreases. So the largest number of times the size
of the second-highest candidate can increase is 2n as there
are 2n possible set of voters. The support of the 2nd-
highest candidate can remain the same when a move is of
type 4b. From Lemma 2 we know at most mn consecutive
moves of type 4b are required to terminate the process of
manipulation. So the support of the second-highest candidate
remains the same at most mn times and hence the possible
number of type 1 and 4b moves are ≤ 2nmn.

3.1 Bounds in terms of K
We consider in more detail the results obtainable in the

case where the number of distinct weights K is small. We
begin with a simple result for the case of unweighted voters
(i.e. where K = 1). For this situation, [11] (Theorem 3) gives
an upper bound of m2k2 where k is the number of voters
that may manipulate, and best-reply moves are assumed. The
following result is for moves just of types 1 or 2, but on the
positive side, better-reply moves are also allowed.

Theorem 6: With a lexicographic tie breaking rule, if all
the voters have weight 1, any sequence of type 1 and type
2 moves has length at most n2 or mn.

Proof: With type 1 move the votes of the new winner
either remains the same or increases and with type 2 move
the total votes of the winner will always increase. So with
both these types of moves the votes of the winner never
decreases. The tie breaking rule has a significant impact on
outcome. If there is more than one winner then the candidate
who is first in the sequence is the winner. Applying potential
function from Equation 1, potential Φ increases with each
such migration and is bounded by n2.

Suppose there are K distinct weights where weights
are positive real numbers and let there be n voters where
n ≤ K. For this setting we seek bounds in terms of K as
well as m and n. For K different real weights we obtain
improved bounds for Theorem 3 and Theorem 5 in terms
of K, n and m.

Theorem 5 The bound of Theorem 5 can be improved
to nK using the general observation that the support of any
candidate may only take at most nK distinct possible values,
and Theorem 5 uses the potential function consisting of the
total weight of voters supporting the second-most supported
candidate.

Theorem 3 The bound of Theorem 3 can similarly be
improved to nK · mK. The proof uses the two potential
functions denoted Φ and Ψ. We noted that Φ may only
take nK distinct values since it represents the support of
the winning candidate.

For Ψ, we rewrite Equation 3 as follows. Let W be the
set of distinct weights; |W| = K.

Ψ(S) =
∑
w∈W

| {x ∈ A : Nwin(S)−Nx(S) < w} | (5)

Ψ cannot take a value larger than mK. Then we claim that
in a similar way to the proof of Theorem 3, if Φ is not
reduced in a manipulation move, then Ψ is reduced by at
least 1.

4. Conclusions and further work
These results, in conjunction with the ones of [11] provide

quite a complete knowledge of what combinations of types
of manipulation move can result in cycles. In the cases where
cycles cannot occur, we also obtain polynomial bounds on
the lengths of sequences of manipulations. We note that for
alternative voting rules, we have some preliminary results
that suggest that it is generally easier to find cycles (those
examples require just 2 voters that change their reported
preferences).

In cases where polynomial bounds have been obtained
that depend on parameters K and wmax, there remains the
possibility that polynomial bounds exist that do not depend
on those parameters, but just on m and n. Example 2 and
examples in [11] indicate that one might alternatively want
to consider relaxing the assumption of worst-case selection

48 Int'l Conf. Artificial Intelligence |  ICAI'13  |



of manipulation move, and show that where cycles exist, it is
still possible to reach an equilibrium after a reasonably small
number of steps. One reasonable question to investigate is
the possible convergence of randomly-selected manipula-
tions. A rich range of results have emerged in other game-
theoretic contexts. We have fast convergence to approximate
equilibria in congestion games that require exponentially-
long paths to reach exact equilibria [9]. In the context of
matching markets it is found that simple local search heuris-
tics may be stuck in a cycle for exponentially many steps,
even when there are short paths to Nash equilibria [10].
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Abstract— Nowadays, multi-agent system is become 

promising means for the development of distributed systems, 

however its disadvantage is that it lacks the interconnection with 

semantic web such as Ontology Web Language (OWL). In this 

article, we aim to present a semantic knowledge model of an 

agent suitable for discrete environments as well as 

implementation and a use of such model using different softwares 

(JENA, JADE, JESS and Protégé) in order to allows 

interconnection of Agent and Semantic Web technologies which 

can be used in an agent based application where such 

interconnection is needed. 

 Keywords— Multi Agent System ; Web Ontology Language 

(OWL); Java Expert System Shell (JESS); SPARQL1.1. 

I.  INTRODUCTION  

 

Multi-Agent System (MAS) is a powerful paradigm in 

nowadays and is become promising means for the 

development of distributed systems [1, 2, 3]. In Multi-Agent 

System the interoperability allows agents to communicate and 

cooperate in order to attain their own objectives and 

sometimes to solve a common problem. As part of the open 

multi-agent system, heterogeneous agents, is designed by 

different organizations and in different languages and can 

dynamically join or leave the system. This implies a dynamic 

environment changing functionality, which makes the problem 

of interoperability of heterogeneous agents very complex. 

Among the proposed solutions, FIPA [4] proposes 

specifications that ensure interoperability at different levels. In 

FIPA-ACL communication protocol already offers the use of 

ontologies for describing the content of messages. 

Unfortunately, ontologies are most often used simply to write 

the format of messages exchanged forgetting the semantic 

part.  

 

The Semantic Web [5, 6] is an extension of the current web. 

According to the World Wide Web Consortium (W3C),"The 

Semantic Web provides a common framework that allows data 

to be shared and reused across application, enterprise, and 

community boundaries"[7]. The main goal of the Semantic 

Web is to enable users to find their applications more 

efficiently by allowing the machine to understand and respond 

to human request according to their meaning. For that to 

happen, Web resources must be described using a set of W3C 

standards and technologies to enable its processing. Among 

these standards are Resource Description Framework (RDF), 

RDF Schema and the Web Ontology Language (OWL) [8], all 

of which aim to provide a formal description of concepts, 

terms and relationships within a given knowledge domain. 

 

Java Agent Development Framework (JADE) is a software 

framework for the development of multi agent applications in 

compliance with The Foundation for Intelligent Physical 

Agents (FIPA) specifications [9]. Many approaches to build 

knowledge model for JADE agent can be found. The most 

promising approach is using ontology based knowledge 

representation which is one of the main standards for the 

Semantic Web proposed by World Wide Web Consortium 

(W3C), and it is based on Description Logic (DL). 

Representing knowledge based on ontology provides many 

advantages over other representations. The traditional 

approach used conventional rule engine. Java Expert System 

Shell [10] (JESS) is a familiar rule engine written entirely in 

Sun’s java language, provides a powerful tool for developing 

systems with intelligent reasoning abilities. The Jess gives the 

possibility for building Knowledge in the form of declarative 

rules and facts, and reason about it.  

 

The aim of this article is to build an agent knowledge 

model that takes advantages of description logics expressivity 

used in semantic web technologies OWL. A behavioral 

architecture is implemented to build an intelligent agent in 

JADE platform with knowledge models based on OWL 

ontology which is implemented in Protégé. Moreover, Jess 

language was used to enrich the ontology with logic and 

functionality. Then, we used The Jena Semantic Web [11] 

Toolkit which is a Java Application Programming Interface 

(API) and software toolkit for manipulating RDF, RDFS, 

OWL and SPARQL which can be used to query data that is 

structured in hierarchies. 
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This paper is structured as follows. In section 2, we give an 

overview of the multi-agent systems and the different agent 

architecture. Section 3 introduces the benefits of introducing 

ontology and semantic web into these systems. Section 4 

introduces the Ontology web Languages which is based on 

Description Logic and explains how to build knowledge 

model in JADE platform. Section 5 illustrates how steps to 

build successfully the Semantic Web application; finally, we 

draw conclusions in section 6. 

II. RELATED WORK 

 

At the beginning of the decade, the publishing of the agent 

technology roadmap [12] pointed out the lack of 

interconnection between multi-agent systems and semantic 

web technologies. Since then, several applications and 

frameworks have been developed to bridge this gap: 

 

B.Schiemann et al. [13] proposed Owl-dl as a FIPA ACL 

content language in order to facilitate the building of simple 

interaction protocols that are based on information dialogues 

and to separate of speech act semantics from content semantic. 
One limitation of this approach is that they only use 

propositions or referential expressions in the content field of 

speech acts (Inform and Query-ref). 

 M. Laclavik et al. [14] presented a semantic knowledge 

model of an agent suitable for discrete environments as well as 

implementation and a use of such model using the Jena 

semantic web library, the JADE agent system and model it in 

the Protégé ontology editor. 

M.Babik et al. [15] described how semantic web technologies 

can be applied in multi-agent system and an agent knowledge 

model was created to allow the   possibility to model the agent 

environment, agent context and its results. The agent 

knowledge model was developed and extends the JADE agent 

system, which is the most popular MAS toolkit. 

A.M.Zarafin et al. [16] proposed a semantic description of 

multi-agent systems, showing the advantages regarding 

integration with Web semantic technologies. 

M.Obitko et al. [17]  presented how semantics and ontologies 

can be employed in industrial systems, considering 

particularly distributed, agent-based solutions and 

demonstrated the integration of new manufacturing ontology 

with an agent-based simulation and control system MAST. 

N.B.Aldabagh et al. [18] developed a comparative study 

between the implementation of an intelligent agent in JADE 

platform with two different knowledge models. The first one 

is based on OWL ontology, the second is by integrating the 

agent with the Jess. 

III. MULTI AGENT SYSTEM 

 
An agent is defined as “person who’s acting on behalf of 

other people” [19]. In the context of computer science, mobile 
agent is considered as an entity that moves from one machine 
to another in the network to perform certain tasks on behalf of 
the user [20]. Mobile agents have the following properties 

which distinguish them from other programs: Adaptability, 
Autonomy, Communication, Mobility and Persistence [21].  

Agent architectures are the fundamental mechanisms 
underlying the autonomous components that support effective 
behavior in real-world, dynamic and open environments. From 
the start, initial efforts are focused on the development of 
intelligent agent architectures [22], FIPA develop open 
specifications, to support interoperability among agents and 
agent based applications. FIPA give nothing about how to build 
internal knowledge in an agent, leaving that to the developers. 
Thus, we can see different approaches to build intelligent agent 
in different FIPA complaint agent systems [23]. 

 Many agent architectures are developed to support 
intelligent agent: 

 Reactive architectures implement decision-making as a 
direct mapping of situation to action and are based on a 
stimulus–response mechanism.  

 Belief Desire Intention (BDI):  Are the most popular 
agent architectures and can reason about their actions. 

 Behavioral architecture: An agent has many behaviors 
and it can be executed in sequence or in parallel 
depending on the task to effect. This architecture is 
more suitable for used in real applications and our 
implementations will based on it. 

 

A. JADE 

 

The Java Agent Development Framework (JADE) is a 

flexible agent platform that provides a middleware layer for 

the development of distributed multi-agent systems in 

compliance with FIPA specifications [9]. It provides the 

following mandatory components for agent’s management:  

 

 AMS (Agent Management System), which besides to 
provide white page services as specified by FIPA and to 
play the role of authority in the platform.  

  DF (Directory Facilitator), which provides yellow 
pages services to other agents.  

 ACC (Agent Communication Channel), which is 
responsible for sending and receiving messages on an 
agent platform. 

Among the advantages of JADE is the ability to integrate 
with others java implementation tools, like Jena .This tool can 
be used to build knowledge model within an agent and reason 
over it. 

 

B. Building Knowledge Model in JADE 

 

Knowledge of the agents is stored in the Web Ontology 

Language (OWL).It rests primarily on two existing and linked 

APIs from JENA and Protégé. The JENA framework is an 

open-source Semantic Web framework for Java that provides 
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APIs to build semantic Web applications managing the RDF 

and OWL languages. It also provides methods to write and 

read in RDF/XML, along with a SPARQL (Query Language 

for RDF) query engine. The Protégé-OWL plugin is described 

as an extension of Protégé that supports OWL. Protégé is a 

free, open source ontology editor and knowledge-base 

framework. The Protégé-OWL API provides methods to load 

and save OWL and RDF ontologies, and to edit these 

ontologies in a powerful way.  
 

IV. ONTOLOGY AND SEMANTIC WEB 

 
Ontology is a term which has been used to name the 

general discipline of metaphysics, in the traditional first 
philosophy of Aristotle, It is, many times, faced as a 
complement to the idea of epistemology (science of 
knowledge) [24]. Ontology based knowledge representation 
allow the developers to share knowledge between different 
entities, also to reuse it over well defined Web ontologies. Thus 
such knowledge model will improve interoperability between 
different agents in different platforms. 

 

    The utilization of ontologies is mainly related to the 
Semantic Web (SW). SW (Figure1) aims to provide a common 
framework in order to allow data to be effectively shared and 
reused. It is envisioned as an extension of the World Wide Web 
that brings the semantic description of content so that it can be 
found, processed and integrated by software agents more 
effectively [25]. The core semantic web technologies are 
Resource Description Framework (RDF) and Web Ontology 
Language (OWL).  

 

 
                    Figure1: The semantic web diagram by W3C 

 

V. WEB ONTOLOGY LANGUAGE 

 

Web Ontology Language (OWL) it’s a language 

recommended by the W3C for expressing ontologies in the 

Semantic Web [3]. OWL comes in three increasingly 

expressive sublanguages. OWL-DL is a one of sublanguages 

which provides the maximum expressiveness with complete 

and decidable reasoned. Such languages are based on 

Description Logic [24]. 

 

A. Description Logics 

 

Description Logics (DL) are a family of knowledge 

representation formalisms used to represent ontology based 

knowledge. The basic syntactic building blocks are concepts 

which correspond to classes, roles which represent 

relationships between two concepts or concept and a data type 

and individuals which represent classes instances. In DL the 

knowledge base consists of a: 

 TBox(terminological box): which contains definitions 
and assertions about classes and properties. 

 ABox(assertion box): which contains the facts about the 
instances (individuals) in terms of basic classes, 
properties and classes. 

 

VI. EXAMPLES 

 

 First step: 

We create a simple ontology using protégé (Figure2).  

 

 

 
Figure2 : The ontology 

 

 

 Second step 

The next step is to enrich the ontology. This is managed 

using the JessTab plugin of Protégé which allows writing code 

in Jess in the protégé environment. 
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     For example if we want to add an individual F7 to the class 

Ford (Figure3) with three datatype: title, price (prix) and state 

(etat) .The code writing in Jess is as follow: 

 

(make-instance F7 of Ford (title "Ford cayen") (prix 200000) 

(etat "excellent")) 

<External-Address:SimpleInstance> 

Jess> (mapclass Ford) 

Ford 

Jess> (facts) 

f-0 (object (is-a Ford) (is-a-title "Ford cayen") 

(OBJECT <External-Address:SimpleInstance>) 

(prix 200000) (title "Ford cayen") (etat "excellent")) 

For a total of 1 facts. 

 

 

 
Figure3:The exuction of the code 

 

 

 Third step: 

We develop two agents: 

 AskAgent 

 Answeragent 

       The answer and ask agents use the same ontology, but 

with different individuals. In Figure 4 you can see the model 

of the AnswerAgent. For example, the model contains five 

brands: Ford, Renault, Volswagen, Peugeot and Mercedes 

.The brands ford contain 7 individuals: F1, F2, F3, F4, F5, F6, 

and F7. 

 

 
 

Figure4: The model of AnswerAgent 

 

 

 Forth step 

A user selects a type of resource for which the AskAgent 

search. The type of the resource is passed to an agent by the 

XML-RPC method call. One of the AskAgent behaviors is 

activated and the AskAgent produces the SPARQL query and 

passes the ACL QUERY message to the AnswerAgent. 

 
(QUERY-REF 

 :sender  ( agent-identifier :name AskAgent@khaoula-

PC:1099/JADE ) 

 :receiver  (set ( agent-identifier :name AnswerAgent@khaoula-

PC:1099/JADE ) ) 

 :content  "PREFIX ont: <http://fsts.ac.ma/agents.owl#>  

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>  

SELECT ?x ?y WHERE { ?x  ont:prix ?y.FILTER (?y>94000)}"  

 :language  SPARQL  :ontology  http://fsts.ac.ma/agents.owl ) 

 
        The AskAgent asks the AnswerAgent to return to it all 

cars it has in the memory with the condition the price is 

superior of 94000. The AnswerAgent receives an ACL 

QUERY message and performs an SPARQL query on its 

memory. The result is passed as various ACL INFORM 
messages consisting of the RDF description of requested 

resource. 

 
(INFORM 

 :sender  ( agent-identifier :name AnswerAgent@khaoula-

PC:1099/JADE ) 

 :receiver  (set ( agent-identifier :name AskAgent@khaoula-

PC:1099/JADE ) ) 

 :content  "<rdf:RDF 

    xmlns:rdf=\"http://www.w3.org/1999/02/22-rdf-syntax-ns#\" 

    xmlns:owl=\"http://www.w3.org/2002/07/owl#\" 
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    xmlns:j.0=\"http://fsts.ac.ma/agents.owl#\" 

    xmlns:xsd=\"http://www.w3.org/2001/XMLSchema#\" 

    xmlns:rdfs=\"http://www.w3.org/2000/01/rdf-schema#\"> 

  <owl:Class rdf:about=\"http://fsts.ac.ma/agents.owl#Ford\"> 

    <rdfs:subClassOf 

rdf:resource=\"http://fsts.ac.ma/agents.owl#Voiture\"/> 

  </owl:Class> 

  <j.0:Ford rdf:about=\"http://fsts.ac.ma/agents.owl#F5\"> 

    <j.0:title 

rdf:datatype=\"http://www.w3.org/2001/XMLSchema#string\" 

    >Ford Mondeo</j.0:title> 

    <j.0:etat 

rdf:datatype=\"http://www.w3.org/2001/XMLSchema#string\" 

    >presque une épave</j.0:etat> 

    <j.0:prix 

rdf:datatype=\"http://www.w3.org/2001/XMLSchema#int\" 

    >120000</j.0:prix> 

  </j.0:Ford> 

</rdf:RDF>"  
 

When the AskAgent receives an ACL INFORM message, 

it stores its context into its memory model.  

 

 Five step 

When a user clicks on the “getXML” button, we get the 

result in the XML format. 

 
<Agent ID="AskAgent"> 

  <resource> 

    <Volkswagen ID="V4"> 

      <titre>Volswagen Caddy Tramper</titre> 

      <etat>révisé régulièrement</etat> 

      <prix>160000</prix> 

    </Volkswagen> 

  </resource> 

  <resource> 

    <Volkswagen ID="V2"> 

      <etat>presque une épave</etat> 

      <prix>150000</prix> 

      <titre>Volswagen Caddy Maxi</title> 

    </Volkswagen> 

  </resource> 

  <resource> 

    <Renault ID="R6"> 

      <title>Renault Scenic</title> 

      <prix>95000</prix> 

      <etat>presque une épave</etat> 

    </Renault> 

  </resource> 

  <titre>AskAgent</titre> 

</Agent> 

 

VII. CONCLUSION 

 

Multi-Agent System (MAS) is a powerful paradigm in 

nowadays and is become promising means for the 

development of distributed systems. However its disadvantage 

is that it lacks the interconnection with semantic web 

standards such as Ontology Web Language (OWL). 

 
This paper presents how semantic web technologies as 

Ontology web Language (OWL) can be applied to build an 

intelligent JADE agent. So, an agent knowledge model was 

created using protégé and using JESS language to enrich the 

ontology. Then, using Jena which provides methods to write 

and read in RDF/XML. Last but not least the use of Sparql1.1 

like Filter which restricts solutions to those for which the filter 

expression evaluates to true. 
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Abstract - The dynamism required  in the continuous 
aggregation of the results of all subsidiary planning 
activities in a project into a consistent document(the 
project plan), the effective and progressive elaboration of 
such a document with updates ,the continuous 
communication requirement during project execution 
activities coupled with the computational effort required 
for various ongoing performance evaluation analysis and 
the constant coordination of changes across the entire 
elements of a project is definitely overwhelming to the 
project manager using conventional Project Management 
Information System. This paper proposes the exploitation 
of the dynamism of intelligent agents to support project 
integration management, a core knowledge area of 
project management. Using the Belief-Desire-Intention 
(BDI) agent architecture this paper defines an intelligent 
agent based framework to support project integration 
management. 
 
Key Words: Intelligent Agents, Project Integration 
Management. 
 
 
1. Introduction 

 
Artificial Intelligence (AI) is currently applied in many 
fields. One of such fields is project management. Project 
management is the application of knowledge, skills, tools 
and techniques to project activities to meet project 
requirements [PMBOK]. Project management is 
accomplished  through the application and integration of 
its processes: initiating, planning, executing, monitoring 
and controlling[PMBOK].A sizeable number of research 
works[1,2,3,4,5,6,7] have approached the subject matter 
of applying  AI/Expert system(ES) to project 
management. These efforts address various areas 
including knowledge-base project schedule planning, 
using ES to analyze and control project schedule, 
intelligent project estimate validation, intelligent quality 
prediction model of risk allocation in construction 
contracts etc. 
 

This paper focuses on the application of intelligent agent 
concepts in project integration management. However the 
proposed framework is not meant to be viewed as an 
effort to replace the project manager with artificial 
entities, rather is conceived to be an intelligent tool to 
assist the project manager .It is intended to enable the 
project manager to focus less on too many details and 
focus on the pig picture while the complex details of 
ensuring effective coordination of information across the 
project scope is left to intelligent agents. 
 
The rest of the paper is organized as follows. Next section 
gives background information on intelligent agents. 
Section 3 provides the definition of project integration 
management and stresses the need to apply AI techniques 
to it. Section 4 provides background information on BDI 
architecture. Section 5 presents the design of the proposed 
agent framework, stating the underling scheme for the 
construction of its BDI structure. Finally section 6 
concludes the paper. 
 
 
2. Intelligent Agents 

 
The concept of intelligent agents belongs to the field of 
artificial intelligence (AI), a branch of computer science 
[14, 15]. The idea of intelligent agents was introduced in 
the mid-1950s [15]. Agent technology has constituted a 
remarkable field of research interest for about a couple of 
decades or more. Agent systems has been used in various 
applications such as workflow, scheduling, optimization, 
distributed systems, groupware, air traffic control, 
automated  manufacturing, space shuttle, 
robotics[9,12,13].However the exact nature of an agent 
has been the subject of extensive debate within the 
research community, in the sense that there is little 
agreement about the definition of what an agent could be 
and what architecture is most suitable to 
use[9,10,11].Though there is not a universally accepted 
definition of intelligent agent, there is a broad consensus 
that agents should have the property of autonomy. They 
may also have other attributes, such as social ability, 
reactivity, pro-activeness, rationality and mobility, etc 
[15, 16]. 
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In the way of presenting a definition in this paper, agents 
can be defined as autonomous entities that act within an 
environment, that is, agents are free to choose their own 
actions [17].An agent is often referred to generally as an 
entity(piece of software) that accomplishes some tasks on 
behalf of its user. Agents may react to stimulus from their 
environment and are also capable of changing their 
environment. Pro-activeness is the ability of the agent to 
pursue goals and persist in trying to achieve its set goals. 
Autonomy is the ability of the agent to act without 
necessarily being told to take particular actions. The agent 
social attribute means its ability to team up with other 
agents towards the actualization of some goals. Situated 
in an environment the agent influences and is also 
influenced by its environment. The agent perceives its 
world through sensors and affects its world via 
actuators.  
 
A number of different approach have been reported for 
modeling agent oriented systems[18,19,20,21,22,23]. One 
of such agent modeling paradigm reported in the literature 
as a mature and commonly adopted architecture is the 
BDI (Belief, Desire, Intention) model. The BDI agent 
architecture is adopted in the definition of the agent based 
project integration management framework carried out in 
this paper. 
 

3. Project Integration Management 
and the need for AI techniques 

 
Project integration management is one of the project 
management knowledge areas [PMBOK]. The project 
management knowledge areas describe project 
management knowledge and practice in terms of its 
component processes. Project integration management 
includes the processes required to ensure that the various 
elements of the project are properly coordinated 
[PMBOK]. Project integration management includes the 
following major processes [PMBOK]: Project Plan 
Development- taking the results of other planning 
processes and putting them into a consistent, coherent 
document. Project Plan Execution- caring out the project 
plan by performing the activities included therein. 
Overall Change Control-coordinating changes across 
the entire project. These processes interact with each 
other and with other project management knowledge 
areas.  
 
 In the course of project integration management, the 
project plan is progressively elaborated by updates and 
controlled and approved through integrated change 
control, which together recursively overlaps with project 
plan execution processes requiring extensive(depending 
on project complexities) and dynamic coordination of 

information to direct the various technical and 
organizational interfaces in the project. Change request 
could unexpectedly emanate from stakeholders, previous 
project assumptions may have been proved wrong 
(requiring alterations somewhere), a project task may 
have been delayed requiring update to project schedule 
etc. Hence it could be safely said that the relationships 
existing among the iterative and overlapping processes 
that constitute project integration management are not 
linear. It is well known that handling situations involving 
non linear interactions are best addressed using intelligent 
techniques. This paper approaches this problem domain 
by reasoning within the context of intelligent agents.   
 
A real time project integration management framework 
based on AI concepts is most appropriate for instance to 
enable the project team identify variances (in cost, budget, 
schedule etc.) or potential risk early, before they become 
serious threats to success. Early and real-time (or near 
real-time) notification of serious variations in project 
elements will definitely help in avoiding serious errors 
that might lead to costly rework of deliverables. 
 
4. The BDI Agent Architecture 

 
The underlying principles of the Belief-Desire-Intention 
(BDI) architecture were established in the mid-1980s 
based on the philosophical work by Bratman[24,25]. As 
reported, the foundation of this agent architecture is based 
on the premise that a rational entity must have three 
cognitive structures: Beliefs, Desire, and Intentions. 
These structures are often referred to as the agent’s 
mental attitudes. 
 
Beliefs represent the agents knowledge of the world or the 
information it has about the state of the environment. The 
agents beliefs may be implemented as a variable, a 
database, a tuple , a set of logical expressions, or some 
other data structure[18].Beliefs can also include inference 
rules that allow forward chaining to lead to new 
beliefs[26]. Desire (understood to be more or less 
synonymous with goals) represents the motivational state 
of the agent, that is, what the agent is trying to achieve. 
However it is argued in the literature that Desire if 
represented all, have only a transient representation as a 
type of event. The desire has been referred to as the 
agents information about objectives to be accomplished, 
or priorities associated with various current objectives, 
either of which are thought to be generated 
instantaneously or functionally, and thus not requiring any 
state representation [18]. Goals play a central role in some 
of the properties of rational systems as described by BDI 
theories. Goals are essentially a partial state of the world 
which the agent has decided to achieve [27]. In 
computational terms, a goal may simply be the value of a 
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variable, a record structure, or a symbolic expression in 
some logic [24]. 
 
A typical BDI agent [28, 29, 30] has a so-called 
procedural knowledge constituted by a set of Plans which 
defined sequences of actions and test steps to be 
performed to achieve a certain goal or react to a specific 
situation [31].plan which can be viewed as special form 
belief represent the information about the means of 
achieving certain future world states and options available 
to the agent [30, 18]. Looked at another way, plans are 
sequences of actions that an agent can do to achieve one 
or more of its intentions [26]. Intentions represent the 
deliberative state of the agent, that is, which plans the 
agent has chosen for eventual execution. Events are 
triggers for reactive activity by the agent, and may update 
beliefs, trigger plans or modify goals [26]. Events can be 
generated externally by other sources or internally by the 
agent or other agents. Internal events are those that are 
created by the agent itself. This allows other plans that the 
agent may have to be invoked. External events are those 
which are not created by the agent and may be created by 
either the environment or by other agents. When an event 
is perceived, the agent may choose to execute certain 
plans. 
 

5. The design of the framework 
 

The framework consists of a number of cooperating 
intelligent agents designed to ensure dynamism in the 
capture of the vast details (e.g relating to change request, 
performance reports, information on authorized work etc.) 
that is continuously generated by the processes required in 
project integration management. T his enables the 
dynamic communication of project information and work 
instruction to project team members e.g. via automated e-
mail, sms, alerts etc. This intelligent infrastructure 
possesses the dynamism to intelligently react to changes 
(e.g. in project scope, budget, schedule etc.) in the 
environment thereby ensuring proper synchronization of 
information between the different project integration 
management processes in real-time. This provides reliable 
and consistent update of required communication to 
project stockholders. The major components of the 
framework are independent agents, each providing unique 
services for successful project integration management. 
Based on the requirement for project integration 
management and the communication and synchronization 
requirement within the framework, the following agents 
are identified for the system: Plan Development Agent, 
Project Execution Agent, Change Control Agent and 
Interface Agent. 
 5.1.   Defining the BDI structure for    
          the framework 

 
For the description of the complete BDI (agents mental 
attitude) to assign to the agents identified, the software 
development process to capture system requirement in the 
sequence of Intentions, Desire, and Belief [24, 32, 33] is 
utilized. This model specifies that goals are extracted 
from system requirements, Plans (Intentions) from 
activity diagrams, and beliefs (data moving in the 
environment) from data flow diagrams. In the case of the 
proposed framework, from overall requirement for project 
integration management, the goals(outputs from each 
constituent process in project integration management) 
are discovered, then the intentions(project management 
activities that should be executed when certain goals are 
reached) are identified, and the beliefs(information from 
subsidiary project planning activities, informational 
output from other project integration management 
process) that will be necessary for each goal to be 
completed are extracted. From this the completed BDI 
structure to assign to each agent in the framework is 
defined. 
 
 5.2.   The Plan Development Agent 
 
Fig.1 (inspired by [34]) shows the BDI structure of the 
Plan development Agent. The agent is shown alongside 
other agents in the framework to clarify data exchanges 
(that also alter the agents’ mental attitude) between the 
agents. It also shows overlap of processing activities 
among   the agents as required for successful project 
integration management.   
Beliefs: the beliefs of the plan development agent are (1) 
the beliefs as indicated in fig.1 - this beliefs stem from 
other subsidiary planning activities in the project (2) 
project management plan update – this stem from the 
execution of intentions (plans) in the Project Execution 
Agent and the execution of intentions in the Change 
Control Agent. Intentions: the possible intentions of the 
Plan Development Agent are as indicates in fig.1. The set 
of plans to execute embodies procedural knowledge 
involved in the control of project scope, control of 
schedule, performing quality control, controlling cost etc. 
The agent can exploit inference rules within a knowledge-
base while deliberating on these activities The execution 
of the plans in the intention list is to ensure verification, 
control and update actions that ensure the coherent 
coordination of all subsidiary planning processes and 
resulting documentations. The intentions are sets of 
algorithms that are iteratively processed as project 
planning activities are carried on. These activities are 
executed when goals are reached. Goals: The goal the 
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Plan Development Agent is trying to achieve is the 
project management plan.  

The project plan being a document that  is progressively 
elaborated by updates and controlled and approved 
through integrated change control process[PMBOK], 
means that the Plan Development Agent has to 
continuously observe(or probe its environment) for the 
next percept. The agent will continue to process its belief, 
execute actions iteratively in order to achieve its 
intentions based on a set of algorithmic steps in its 
intention structure. For instance, during the planning 
process of project integration management, to achieve the  
intention control scope, the agent would have to execute 
 
 
 
 
 
 

 
 
 
                                                                                                                                                                             
plan 

 

 

 

 

 

 

 

 

 

 

 
Fig.1 BDI structure of the Plan Development Agent 

 

steps(algorithms) to ascertain whether inputs from 
subsidiary  planning activities are within the project 
scope.  

Furthermore a scope change would mean update to 
project plan (hosted in Project Management Information 
system-PMIS). This means the agent would have to 
update its beliefs, computationally which entail executing 
steps to update the project management plan. The agent 
sends instructions to update an external PMIS. The agent 
is motivated by the attainment of its goals. The attained 
goal further constitutes events that trigger deliberation 
(intention execution) in the other agents in the framework. 
The goals/intentions further create/update the agent 
beliefs (referring mainly to the updates to the project 
plan).   
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5.3.  The Project Execution Agent 
 

Fig.2 shows the BDI structure of the Project Execution 
Agent. Like fig.1 it shows overlap of processing activities 
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among   the agents as required for successful project 
integration management.   
Beliefs: referring to fig.2, the data(arrows) entering the 
agent constitutes its beliefs. These include: Project 
management plan, Approve change request, signals from  
the enterprise/performing organization coming via the 
interface agent.  
Intentions: the possible intentions (change control, 
schedule control, perform quality management etc.)  are 
indicated in the figure.  
Goals: work performance information, deliverables, 
project document updates, change request, work 
performance information (indicated by signals moving out 
of the agent). 
 
The Project Execution agent continuously probe or query 
the project management information system (i.e. the 
environment in order to obtain belief from its store or 
from other agents.) as project execution advances.If the 
agent arrives at project integration management goals, 
that is finds deliverables, project document updates 
made, etc , it commits to the execution of some intentions. 
For instance if the agent arrives at the goal deliverable, 
the agent executes the steps in the intention perform 
quality control; possibly if the agent arrives at the goal 
work performance information for example, the steps in 
the  intention control scope, control schedule, control 
cost, perform quality assurance  are executed. Based on 
such executions, a change request might be sent to the 
change control agent. Execution of steps in the intention 
report performance might entail the agent sending 
messages to the interface agent to send e-mail to project 
stakeholders, comparing work output information with 
baselines to measure the variance, updating the key 
performance indicator document etc. Based on the 
appropriate goal being reached, the execution of steps in 
the intention control cost might entail running algorithms  
to verify whether expended cost are within the variance as 
specified in the cost management plan(a subsidiary 
project management plan[PMBOK]).    
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Fig.2.BDI structure of the Project Execution Agent 

5.4 The Change Control Agent 

Goals: project management plan update, project 
document update, change request Beliefs: project 
management plans, change request, 
enterprise/organization assets/factors, information from 
the execution of intention within other agents in the 
framework. Intentions:  perform quality control, 
documentation, escalate change request to change control 
system. 

The change control agent monitors its environment 
continuously for events. If its beliefs change, for instance 
if there is a change request, it commits to the execution of 
its set of intentions. Change request can come from other 
agents (from execution of intentions by the plan 
development agent or project execution agent, from the 
environment (from the project team or stakeholders). The 
change control agent does not approve changes. It needs 
human input. The change control agent routes any 
change request to a Change Control System (CCS). The 
CCS is in this case an external system. This is the 
performing organizations change control system. In some 
organizations the CCS is called the change control board 
or the technical review board. This is a group of people 
responsible for approving or rejecting changes to a 
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project. The routing of the change request to the CCS for 
approval might take the form of file update, database 
entry, or e-mail etc. If the agent perceives an approved 
change event from the CCS the agent executes intention 
steps to update the project plan, update the project 
baselines. This might have the effect of triggering the 
execution of steps in the intention perform quality 
control. 

5.5  The Interface Agent 

This agent manages user interaction with the framework 
i.e. handles message commutation between the framework 
and external entities. For instance it enables the project 
manager to assign support task to the framework. 

Conclusion 

This paper has focused on the task of explicitly 
representing the complex iterative and overlapping 
information interchanges and processing among the 
Project Integration Management processes in the form of 
BDI structure, providing the basis for the development of 
agent based systems to support project integration 
management. The work is still subject to further 
development especially in the area of collab oration and 
negotiation protocols for agent-agent interaction (and 
possibly human agent teaming technique), leveraging 
with project management principles and practice. Further 
step in this research would be to further develop the 
framework towards full implementation.  
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Abstract – The research paper deals with actual problems 

of semantic studies using methods of corpus linguistics. It 

overviews a new research area - distributional semantics. 

The method for extracting translation correspondences 

from a parallel corpus using context vector spaces is 

described. The model was tested on a parallel corpus of 

patent texts in Russian and French. An approximate 

evaluation of precision is 78%. False positive results can be 

explained by two main reasons. In the first place, 

productive syntactic transformations result in translation 

correspondences containing two words which are 

semantically equivalent but belong to different parts of 

speech. In the second place, words are often part of multi-

word expressions and in such cases a correct single-word 

translation correspondence cannot be found.   We propose 

to enhance existing models by moving from single lexemes 

to multi-word expressions.  

Keywords: distributional semantics, vector spaces, multi-

word expressions, collocations, parallel corpora. 

 

1 Distributional Semantics  

Models Overview 

Distributional semantics is a field of linguistic 

research that aims at calculation of semantic proximity 

between different linguistic units using their distributional 

properties in large linguistic corpora. Distributional models 

are used in numerous research projects dealing with 

semantics of natural language and have a diverse range of 

potential and working applications. Main application areas 

of distributional semantics models are: lexical ambiguity 

resolution, information retrieval, document clustering, 

automatic extraction of lexicographic information 

(dictionaries of semantic relations, multilingual 

dictionaries, semantic maps of different subject areas), 

modeling of synonymy, document topic detection, 

sentiment analysis, bioinformatics.  

Theoretical foundations of distributional semantics go 

back to the distributional methodology proposed by Z. 

Harris [1, 2]. Similar ideas were expressed by the founders 

of structural linguistics F. de Saussure and L. Vitgenstein. 

The theoretical basis of distributional models is the 

distributional hypothesis stating that linguistic units with 

similar distributions have similar meanings [3, 4].  

Linear algebra is used as the computational 

instrument and as the means of model representation. First 

the information on linguistic units distribution is 

represented in the form of multidimensional vectors. These 

vectors constitute a matrix, in which vectors correspond to 

linguistic units (words or word combinations) and 

dimensions correspond to contexts of different sizes 

(documents, paragraphs, sentences, word combinations, 

words). When a matrix is populated from texts, semantic 

proximity between linguistic units can be calculated as the 

distance between vectors. 

To compute the distance between vectors one can use 

various formulas: Minkowski distance, Manhattan distance, 

Euclidean distance, Chebyshev distance, scalar product, 

cosine measure. The most widely used formula is the 

cosine measure: 
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where xi and yi represent frequency counts for different 

dimensions of the vectors. 

There are many different types of distributional 

semantics models which differ according to the following 

parameters: 

 type of the context (its size, left or right, 

ranking); 

 measure used to calculate the frequency of a 

word in a given context (absolute frequency, 

entropy, mutual information etc.);  

 method used to compute the distance between 

vectors (cosine measure, scalar product, 

Minkowski distance etc.); 

 method used to reduce matrix dimensionality 

(Random Projection, Singular Value 

Decomposition etc.). 

The most popular distributional semantics models are 

Latent Semantic Analysis which was designed to solve the 

synonymy problem in information retrieval [5], and the 

model of Hyperspace Analogue to Language created as the 

model of human semantic memory[6]. 

The idea of semantic vector spaces was first realized 

in the information retrieval system SMART[7]. Documents 

from a text collection are represented as vectors in a vector 

space. A user inquiry is viewed as a pseudodocument and 
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is also represented as a vector in the same vector space. 

The system finds n vectors  of documents which are closest 

to the vector of the inquiry. The results are sorted by 

distance between vectors which reflects semantic proximity 

and shown to the user.  

Later on the idea of semantic vector spaces was 

applied successfully to other semantic tasks. For example, 

in the research [8] a vector space was used to evaluate 

semantic proximity of words. The system reached the 

accuracy level of 92.5% on TOEFL tests to choose a 

synonym out of a set of words, average human result for 

this test being 64.5%. 

At the present time there are many research projects 

aimed at unifying the model of vector spaces and working 

out a common approach to different tasks of detection of 

semantic relations from text corpora [9]. 

2 Alignment Models Overview 

The task of finding single-word translation 

correspondences from parallel texts is part of the alignment 

problem and is discussed in numerous papers. In [10] an 

alignment is defined as an arbitrary relation between source 

and target language words (including correspondences of 

one word to an “empty” word and of one word to several 

adjacent words). However, the development of alignment 

models that are able to deal with this general model is 

difficult. Most often there are additional constraints to the 

general definition of alignment. Usually each source word 

is assigned to exactly one target word (including empty 

words). Some papers propose to add linguistic knowledge 

to alignment models that is used to filter out incorrect 

alignments. 

The alignment models were first implemented by 

Brown and colleagues [11]. They use aligned parallel 

corpora and establish a translational relation between terms 

that occur with similar distributions in corresponding text 

segments. 

There are two types of alignment models: heuristic 

models and statistical alignment models. Heuristic models 

are more widely used by researchers as they are easier to 

understand, implement and tune.  

Heuristic models use a function of the similarity 

between words of two languages. Most often variations of 

the Dice coefficient are used as the similarity function: 

 

 
)()(

),(2
),(

ji

ji

fCeC

feC
jidice






 (2) 

 

where f, e are the source word and the target word, C(e,f) is 

the co-occurrence frequency of e and f in the parallel 

corpus, C(f) is the frequency of f in the source sentences, 

C(e) is the frequency of e in the target sentences. 

For each sentence pair a matrix with association 

scores between every source word and every target word is 

built. Then the word with the largest association score is 

chosen as the translation correspondence for a given word. 

Within the statistical approach to alignment, the 

translation probability 
)|Pr( 11

IJ ef
  which describes the 

relationship between a source language string 
Jf1  and a 

target language string 
Ie1  is modeled. Statistical models 

depend on a set of unknown parameters Θ  that is learned 

from the corpus. For each sentence pair (fs, es), the 

alignment variable is denoted by a = 
Ja1 . The unknown 

parameters  Θ are determined by maximizing the likelihood 

on the parallel training corpus: 
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The expectation maximization algorithm is typically 

used to perform this maximization. 

The paper [10] provides a comparison of error rate 

percentages for different alignment models. Heuristic 

models give the best result of 21.5% error rate and 

statistical models give the best result of 16.4% error rate 

for the training corpus of 0.5 K. 

The papers [12, 13] introduce the cognitive approach 

to alignment using semantics of language units. A new 

grammar formalism called Cognitive Transfer Grammar 

(CTG) is described. The basis of CTG is composed of the 

proto-typical language structures, their most probable 

positions in a sentence, statistical data about the 

distributive characteristics of structures, the schemes of the 

complete parse of sentences. 

In CTG the functional values of language structures 

are determined by the categorial values of head vertices. 

Probability characteristics are introduced into the rules of 

derivation in the form of the weights assigned to the parse 

trees.   

The cognitive approach to alignment is based on the 

principle « from the meaning to the form ». It establishes 

correspondences between structures belonging to different 

language levels, for example : word → word, phrase 

structure → phrase structure, word → phrase structure, 

morpheme → word, morpheme → phrase structure. 

The elementary structure of CTG is a transfeme. A 

transfeme is a unit of cognitive transfer, i.e. a semantic 

element embodied in a translatable semantically relevant 

language segment taken in the unity of its categorial and 

functional characteristics, that establishes semantic 

correspondence between language structures, which belong 

to different language levels. The types of transfemes are 

determined by the rank of transfemes: 

 rank 1: lexemes as structural signs, i.e., a word, 

considered as a categorical - functional unit 

without taking into account the specific lexical 

value of this word; 
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 rank 2: a word combination, i.e., the syntactic 

structure, which consists of two and more 

syntactically connected words, but never a 

complete sentence (clause); 

 rank 3: a clausal unit, i.e., dependent 

(subordinate) clause; 

 rank 4: a sentence (either a simple sentence or 

the main clause of a complex sentence); 

 rank 5: a scattered structure, i.e., a word group, 

which is characterized by a syntactic and semantic 

unity, but is discontinuous, i.e., between the 

members of the group there appear other language 

objects, which are not the members of this group; 

 rank 0: the morphological units, which are not 

independent words, but which form a part of a 

lexeme of a source language, and in the language 

of transfer can be expressed by a clause and the 

units of other ranks.  

Transfemes are represented as the rewriting rules in 

which a nonterminal symbol is in the left side and right 

sides contain the aligned pairs of chains of terminal and 

nonterminal symbols belonging to the source and target 

languages:  

 

 T → < ρ , α, □> (4) 

 

where T is a nonterminal symbol (transfeme), ρ and α are 

the chains of the terminal and nonterminal symbols which 

belong to Russian and English, � is the symbol of 

correspondence between the nonterminal symbols occuring 

in ρ and with the nonterminal symbols occurring in α. 

During the alignment of parallel texts on the basis of CTG 

the process of derivation begins from the pair of the 

connected initial symbols Sρ and Sα, further at each step 

the connected nonterminal symbols in pairs are copied with 

the use of two components of uniform rule. 

The linguistic knowledge base described in [13] 

comprises the following components : 

 the initial basic collection of grammar rules 

represented in the formalized form (CTG); 

 the mechanisms of expansion and refinement of 

the system of rules, implemented by means of the 

methods of machine learning on parallel texts. 

The CTG allows to automatically extract syntactical 

translation rules from parallel texts. Texts need to be 

aligned on the level of sentences and on the level of words 

before the rule extraction module can start working. 

Different types of phrase structures are described as 

functional meanings together with their categorial 

embodiments. The transferability of phrase structures is 

possible when language units belonging to the same 

functional transfer fields (FTF) are chosen in the source 

and the target languages, notwithstanding the difference of 

their syntactic categories. The most important FTF are the 

following: 

 Primary Predication FTF (complexes of finite 

verbal forms and tensed verbal phrase structures); 

 Secondary Predication FTF (non-finite verbal forms 

and constructions, subordinate clauses comprising 

the finite verbal forms); 

 Nomination and Relativity FTF (language structures 

performing the nominative functions, including the 

sentential units); 

 Modality and Mood FTF (modal verbs and word 

combinations expressing modality, subjunctivity 

and conditionality); 

 Connectivity FTF (lexical – syntactic means 

employed for concatenation of similar syntactic 

groups and subordination of syntactic structures); 

 Attributiveness FTF (adjectives and adjectival 

phrases, nominal modifiers of different kinds); 

 Metrics and Parameters FTF (language means for 

presenting entities in terms of parameters and 

values, measures, numerical information).  

3 Extracting Translation  

Correspondences from Parallel Texts 

Our research is aimed at implementing the model of 

semantic vector spaces to extract single-word translation 

correspondences from parallel texts.  

The paper [14] describes a method for applying 

distributional semantics models to extract translation 

correspondences of single terms from aligned parallel texts. 

In general, systems extracting translation correspondences 

use the co-occurrence frequency of terms in the source and 

the target language in aligned segments as the basis for 

their work. The authors of [14] propose to use sentences 

rather than words as a minimal unit for analysis as “the 

primary meaning bearing unit is the utterance, the coherent 

expression of something meaningful by a speaker or a 

writer”. Lexical units occurring in the same sentence are 

linked by syntagmatic relations and the sentence in the 

source language as a whole is related to the sentence in the 

target language by the relation of translation 

correspondence. Thus each word in the source sentence is 

related to each word in the target sentence.  

In the model proposed in [14] the identification 

numbers of aligned regions are used as dimensions of 

vectors. Context vectors describing words of source and 

target languages are put in the same vector space.  To 

compute the correlation between words the cosine measure 

is used. Words of different languages whose vectors are 

closest to each other are considered to be translations of 

each other. This approach is especially efficient when one 

needs to find not only the best translation but several ways 

to translate a term.  

Within the framework of our research a test corpus of 

parallel texts in French and Russian aligned at the level of 

sentences was created. It comprises texts of scientific 
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patents from different areas. The volume of the corpus is 

100000 word tokens. The texts were uploaded into the 

online corpus management system Sketch Engine [15] 

which provided morphological annotation of texts (lemmas, 

parts of speech and grammatical characteristics). 

We developed a vector space model for extracting 

single-word translation correspondences and tried its work 

on the test corpus. The model is characterized by the 

following parameters: 

 type of linguistic units: single terms; 

 type of context: aligned regions; 

 frequency measure: absolute frequency; 

 method used to compute the distance between 

vectors: cosine measure. 

The computer program realizing this model was 

implemented by Charnine M. M. [16].  

Before populating the vector space we preprocessed 

the texts in the following way: 

 words were replaces by lemmas  

 the most frequent words were removed (mainly 

functional words such as prepositions and 

conjunctions) 

 punctuation marks were removed. 

In the result of application of the vector space model 

we received a list of single-word translation 

correspondences, for example:  

moyen (“means”) → средство (“means”) 

caractériser (“to characterize”) → отличать (“to 

characterize”) 

moins (“less”) → мера (“measure”) 

notamment (“in particular”) → частность (“detail”). 

In many cases a translation correspondence contains 

two words which are semantically equivalent but belong to 

different parts of speech, for example:  

connaître (“to know”) → известный (“well-known”).  

Words of different parts of speech can translate each other 

in certain contexts but such word pairs in general should 

not be included in a translation dictionary. Thus the results 

produced by the vector model need to be filtered so that 

only words with the same category are left. 

At the same time translation correspondences 

containing words of different syntactic categories provide 

an interesting by-product as examples of this kind 

correspond to productive syntactic transformations 

occurring during translation. 

The most frequent transformations of syntactic 

categories for patent texts are the following:  

 verbal infinitive (French) → noun (Russian)  

For example, 

traiter (“to process”)  → обработка 

(“processing”). 

 noun (French) → adjective (Russian)  

For example, 

crochet (“hook”) → крюкообразный (“hook-

shaped”). 

 verbal infinitive (French) → adjective (Russian) 

For example, 

connaître (“to know”) → известный (“well-

known”). 

Information about shifts of syntactic categories is a 

useful resource for development of a syntactic transfer 

module of a Machine Translation System.  

On the other hand, words are often part of multi-word 

expressions for which the number of words is different in 

two languages, for example:  

au moins (“at least”) → по меньшей мере (“at least”).  

In such cases it is not possible to find a correct translation 

correspondence using the existing vector space model.  

We envisage enhancing the current vector space 

model by moving from single words to multi-word 

expressions or collocations. By collocations we mean 

statistically stable word combinations. Computational 

linguists use different statistical measures to extract 

collocations from texts. As it is stated in the paper [17], the 

Mutual Information Measure (MI) gives the best results on 

average. It can be computed using the following formula: 

 

  (5) 

 

where n is the first word of a collocation; c is the second 

word of the collocation, f(n,c) is the absolute frequency of 

two words occurring together, f(n), f(c) are the absolute 

frequencies for each single word, N is the size of the corpus 

in tokens. 

Using MI on the texts from the test corpus we 

compiled a dictionary of multi-word expressions in Russian 

and French for the subject area of scientific patents. The 

following step will be to adjust the vector space model so 

that it can find translation correspondences of collocations 

from parallel texts. 

4 Conclusions 

The paper overviews main research areas and models 

of a new linguistic discipline – distributional semantics. 

Multi-dimensional matrices of linear algebra are used as 

the mathematical model, which represent a suitable 

formalism for computer realization. Using distributional 

models it is possible to automatically compile different 

linguistic resources on the basis of large corpora: semantic 

dictionaries, translation dictionaries, semantic maps of 

subject areas.  

The present research aims at implementing 

distributional approach for compiling a dictionary of 

translation correspondences on the basis of a parallel 

corpus. The task of finding single-word translation 

correspondences from parallel texts is part of the alignment 

problem. The paper overviews different approaches to 

alignment:  heuristic models, statistical alignment models, 

cognitive approach. Heuristic models are used most widely 
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as they are easy to implement. The best practical results are 

obtained using statistical alignment models. The cognitive 

approach to alignment aims at establishing 

correspondences between structures belonging to different 

language levels, for example : word → word, phrase 

structure → phrase structure, word → phrase structure, 

morpheme → word, morpheme → phrase structure. The 

Cognitive Transfer Grammar described in [12, 13] makes it 

possible to automatically extract syntactical translation 

rules from parallel texts. 

In the result of the present research a vector space 

model for extracting single-word translation 

correspondences from a parallel corpus was implemented 

and tested on a parallel corpus of patent texts in Russian 

and French. The results of testing the model can be divided 

in the following groups: 

 correct correspondences (semantically 

equivalent words of the same part of speech); 

 semantically equivalent words of different parts 

of speech; 

 fragments of multi-word expressions; 

 erroneous correspondences. 

Correct correspondences constitute 78% of results. 

Translation correspondences containing words of different 

syntactic categories correspond to productive syntactic 

transformations occurring during translation. This 

information can be used for development of a syntactic 

transfer module of a Machine Translation System. 

Fragments of multi-word expressions cannot be processed 

correctly using the current vector space model. Multi-word 

expressions (also called collocations) occur frequently in 

texts so it is necessary to include collocations into the 

model. 

The first step consists in extracting collocations from 

texts in Russian and in French independently. This can be 

realized using statistical measures of association. The 

Mutual Information Measure (MI) gives the best results on 

average [17]. Using MI on the texts from the test corpus a 

dictionary of multi-word expressions in Russian and 

French was compiled. The next step will consist in 

including multi-word expressions in the vector space and 

finding translation correspondences between them by 

computing the distance between vectors. 
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 Abstract – The paper introduces the architecture and 

functionality of the knowledge-based information 

retrieval technology developed at Vertical Search 

Works. A large-scale language-independent ontology 

is used during indexing, query analysis, and document 

retrieval as part of a web-scale vertical search engine. 

Three specific areas are examined: the knowledge 

resource, its visualization and editing toolbox, and 

ways of fine-tuning the ontology to enable intrinsic 

consistency checks will be discussed; using the 

knowledge resource for indexing and query analysis 

purposes, concentrating on how the ontology-driven 

semantic latching and disambiguation module tackles 

challenges arising from ambiguous input; tools for 

evaluating the performance of knowledge-based 

information retrieval available at Vertical Search 

Works.  

  

Keywords: information retrieval, ontology 

engineering, disambiguation, vertical search engine  

  

1  Introduction  

Vertical Search Works (VSW) maintains and 

develops the Excalibur semantic web search engine 

(inherited from Convera) and the Editorial Related 

Advertising system (inherited from FirstLight ERA). 

Together these use semantic and linguistic processing 

of web pages to provide vertical search portals and 

context-sensitive advert placement. Behind the scenes, 

Excalibur relies on a large scale general-purpose 

ontology (loosely informed by WordNet), extended for 

the various verticals that are supported. The ontology 

includes both subsumption and lateral relations, 

supports inheritance and reasoning, and is used to latch 

and disambiguate concepts within unstructured natural 

language text.   

Matching adverts to articles is handled essentially 

as a search problem, where the query is the article on 

which the adverts appear, and the search corpus is the 

set of available adverts including landing page, ad title 

and description, and any other available meta-

information. The task is slightly different because the  

key information from the article is not the content per 

se, but what it implies about the likely demographic of 

the reader. This means that the interpretation of articles 

and adverts is asymmetrical.   

  

2 Structure and management of 

knowledge resources  

The section will outline the structure of knowledge 

resources maintained by Vertical Search Works and 

discuss engineering, visualization and maintenance 

principles as well as maintenance and quality 

assurance tools developed at Vertical Search Works. 

2.1 VSW knowledge resources  

The word "synset" is used here to refer to concepts 

represented in the ontology that may be referenced in 

text (the name is inspired by WordNet's synonym sets). 

Structurally, the ontology features a language-

independent layer of concepts, a language-specific 

layer of expressions, topic-specific facets, and domain-

specific verticals. Having verticals in the ontology 

allows concepts to be clustered without restructuring 

the core ontological hierarchy. Vertical clustering thus 

adds to the flexibility and adaptability of the 

knowledge resources to different applications.   

Like many general purpose ontologies including 

SUMO, DOLCE, Cyc, OntoSem (see [5], [1], [3], [4]), 

the VSW ontology has an upper ontology of entities, 

processes, attributes and relations, with further mid-

level subclasses, augmented with lateral links (e.g. has 

theme, acts in, is the author of, is an accessory for). To 

maintain an acceptable level of abstraction during 

document retrieval, top-level ontological branches are 

inaccessible to the disambiguation and indexing 

modules. There are over half a million known 

concepts, including not only collections, but many 

individual known entities.   

The ontology incorporates a lexicon of over two 

million expressions. Each expression is annotated with 
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a language, sensitivity to stemming and folding (case, 

diacritic, and punctuation), and other such restrictions. 

Most expressions are in English or are universal 

(language independent labels like proper names). 

The expressions in the VSW lexicon are primarily 

direct natural language, but some are composed of 

other synsets to reflect semantic compositionality in 

language. An expression can incorporate by reference 

either all synonyms for a synset, or all synonyms for 

the synset and its subsumed descendants. For example, 

one of the expressions on the concept for “wood floor” 

is “$$cpr.005QO $cpr.000ZW”. Here “$$cpr.005QO” 

denotes the concept of wood and all its children (e.g. 

oak, pine), and “$cpr.000ZW” denotes synonyms of 

“floor” (e.g. “plancher” in French, “piso” in Spanish). 

Compositional expression can mix synsets and words; 

another expression on “wood floor” is “$cpr.000ZW 

made of $$cpr.005QO”.  

The underlying representation of Excalibur's 

ontology is a set of frame-and-slot flat files. These are 

managed in a source-control system in parallel to 

source code, and are branched and merged in the usual 

ways. Ontologists do interact with these flat files, but 

also have a variety of other tools for viewing and 

editing the ontology. The ontology is also translated 

into other languages, such as RDF.   

Verticals are topic areas (e.g. medicine, food, 

finance, photography, boxing, etc.) that may be used 

for the following purposes:   

1) Concept grouping: each concept may be in zero or 

more verticals. This is deduced from ontology 

links and subsumption reasoning;  

2) Document classification: documents may be in 

zero or more verticals, depending on the verticals 

of the concepts they contain; document 

membership is ranked.  

3) Search interface specialization: the query system 

can be configured to prefer in-vertical 

interpretation of ambiguous expressions, and to 

prefer in-vertical result documents.   

The mechanism of document search and retrieval 

described in (3) also incorporates facet- and drilldown-

based search options.  

Facets are document classifications, mostly 

applied by a pattern matching language based on 

concepts and word lists.   

Drilldowns are groups of concepts, members of 

which might usefully be offered as narrower searches 

in some search interface.   

Word and phrase lists are compiled that are useful 

for purposes like document classification, and 

detection of spam and adult content   

  

2.2 VSW knowledge resource check and 

quality assurance toolbox  

Editing the ontology  
Ontologists modify knowledge resources in a 

number of ways: flat file editing, generating 

knowledge resource change files, and by using an 

online knowledge resource and management tool 

called SAGE.  

 

Flat file editing  
The most flexible and powerful way is simply to 

open the flat file representation in a text editor or to 

apply ad hoc editing scripts to those files. This is 

always available as a fallback mechanism, but is not 

the easiest way to perform day-to-day tasks. In 

particular, it is especially vulnerable to clashing with 

changes made by others. Source control merging is 

available and is, of course, invaluable, but is not 

semantic aware and cannot handle duplicate symbols 

and the like. The flat file format is frame-and-slot and 

does not directly represent additions and deletions.  

  

Generating Knowledge Resource change files  
For batch edits, and automatic symbol generation, 

there is a simple text format designed to represent 

additions and deletions of frames and slots. Such 

change files are often created by hand, but there are 

also several tools and scripts that can generate them. 

Because these change files represent an edit to the 

ontology and are less sensitive to edit conflicts, they 

are easier to polish over time and circulate for review. 

   

SAGE  
A web-based editing interface is also available. It 

can offer the frame-and-slot representation of some 

part of the ontology, such as some existing concept 

with all slots and inverse slots. The user can then add, 

remove, and modify slots, and even create new nodes 

(again with automatic symbol generation). Any 

difference between the set of assertions initially 

presented, and the set of assertions saved is taken to be 

the edit that the user intends. Such additions and 

deletions accumulate in a session that can be reviewed, 

abandoned, committed to source control, or passed on 

to another ontologist for review.   

Underlying SAGE is a database reflecting the 

latest state of the ontology as submitted to source 

control, and a second database representing all the 

editing sessions and their respective modifications. 
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The history of any assertion or synset can be tracked 

over time, and proposed future changes can be 

detected. Simple reasoning can be performed against 

the ontology, either from the perspective of some point 

in the source control history, or through the lens of a 

specific session. An API is available for creating new 

sessions and populating them with changes from an 

external source.   

This means that SAGE provides a framework for 

integrating human editing and review with any source 

of knowledge, and will be able to support such services 

as concept creation wizards, ad hoc intrinsic tests, and 

other ways to suggest changes automatically.   

 

Browsing and visualizing the ontology  
SAGE provides a way to browse the ontology, 

frame-by-frame, but a more powerful facility is 

embedded in every Query Front End (QFE). This 

additionally provides implementations of the special-

purpose reasoning incorporated in the indexing and 

query pipelines, such as that for triggering verticals and 

facets, and ancestor latching. A key feature provided 

allows the user to enter a short document in a text field 

and immediately view how the text is processed by the 

tokenizer and stemmer, and all potential latches 

permitted by dictionary matching. Output may be 

formatted in HTML for human viewing, or in XML for 

use by external visualization tools.   

The QFE provides multiple buttons to visualize 

an ontology node in various ways. These visualizations 

are provided using Graphviz [10], and are driven by 

data provided by the QFE's debugging XML API. All 

ontology diagrams shown in this paper were taken 

directly from this tool. These always reflect the state of 

the knowledge resources in use by some search or 

indexing cluster. The QFE provides a SAGE "Edit" 

button on every synset that allows immediate 

lightweight correction of any issue by any engineer.  

Figure 1 below illustrates the representation of 

the polysemous word “Java” in the knowledge 

resources with its three senses mapped to respective 

ontological concepts. The graph displays lexical and 

ontological subsumption. Relatively few horitzontal 

links are shown here because the three focal concepts 

are not strongly related. The chains of subsumption BT 

(“broad term”) and BI_noI (“uninheritable broad 

term”) links lead to top-level collections “physical 

object” and “mental object”, which are known to be 

disjoint (via the DJ link). BT_noI links point to top-

level concepts that are excluded from inheritance, and 

 

Figure 1: mid- and top-level ontological branching 
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the HOMY (“homonymy”) links capture the three-

sense polysemy of the word “Java”.  

   

Consistency checks in knowledge resources  

As part of assuring quality and coverage in the 

knowledge resources, intrinsic consistency checks are 

routinely performed, either as basic validation or as 

reports (which are permitted to have extant violations). 

Below is a concise list of basic principles that inform 

internal consistency check in the ontology. Consistent 

implementation of the principles should prevent 

unwarranted cyclicity, reflexivity and redundancy in 

vertical and horizontal link chains and also ensure 

minimal depth of concept description, sufficient 

partition of concept classes, and enable domain and 

range link restrictions. 

 

Knowledge resource quality principles: 

• No broken links (links to undefined nodes) or 

duplicate nodes are allowed.    

• Every concept must have at least one 
explicitly defined horizontal link  

• Relations are irreflexive and anti-symmetric 
unless defined otherwise.  Irreflexive 
relations defined as transitive are acyclic. 

• Asserted links are not redundant with the 
inferential closure, such as subsumption links 
between a node and its grandparent.  

• Collections defined as disjoint have no 
instances or sub-collections in common   

• Every node has a description and a parent 
description available in every supported 
language so that it can be described to the user 

• No pair of sibling concepts is ontologically 
(that is, ignoring the lexicon) 
indistinguishable. 

• Links comply with any domain and range 
type constraints defined for the relation. 

• Every indexable concept occurs at least once 

in the corpus.   

• Every indexable concept falls into at least one 

vertical.   

• Special identifiers (e.g. homepage URLs for 

known entities) are well-formed.   

3 Using knowledge resources in 

information retrieval  

The section will discuss the ontology-based 

architecture of document indexing, including 

disambiguation, and query analysis developed at 

Vertical Search Works. 

3.1 Using ontology during indexing  

During indexing, documents pass through a 

number of phases of processing: HTML parsing and 

boilerplate detection, language detection, tokenization 

and stemming, expression matching, disambiguation, 

dynamic entity extraction, and document 

classification.    

Below is a brief outline of the indexing pipeline: 

HTML parsing and boilerplate detection:  
The HTML DOM (Document Object Model) is 

extracted, and the nodes are classified into core 

content and boilerplate.  The text of the document 

is extracted from the core content.   

Language detection:  
Using character trigrams, the language of the 

document is established.   

Tokenization and stemming:  
The document text is converted into a stream of 

tokens. Each token may have variants depending on 

stemming, case-folding, diacritic-folding, and 

punctuation-folding. Token keywords and bigrams 

are assigned ranks.   

Expression matching:  
The token stream is compared to synset 

expressions, subject to any expression-specific 

matching restrictions. Candidate latches are 

identified.  

Disambiguation  
The disambiguation module serves to “latch” 

surface expressions to underlying ontological concepts 

and calculate reliable confidence and rank scores for 

each concept found in the document. Lexically 

ambiguous input may result in multiple concept 

candidates for a single input string. The latching, 

confidence and rank estimation rely on a window-

based spreading activation network (a well-established 

procedure – for more details see [2] and [6]). The 

network is biased towards any vertical the document is 

known to be in a priori, the set of candidate latches 

from the entire document, and the set of candidate 
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latches in immediate proximity. A set of primary and 

secondary latches are selected and ranked.   

Figure 2 above illustrates the “activation network” 

generated by propagating initial and progressively 

aggregated weights via ontological links. Resulting 

activation weights exceeding a threshold determine the 

“latching” to the selected concept, which is further 

indexed and also reinforces surrounding “latch” 

candidates. The input sentence is “Apple and Sun 

distributed new versions of Java”, and the ambiguous 

proper nouns are successfully “latched” to appropriate 

concepts (highlighted) by gaining mutual support from 

proximate “latch” candidates. The activation link 

chains, including link types and directions, are 

available for viewing via collapsible widgets. For the 

tokens “new” and “of”, two senses with case-sensitive 

expressions NEW for the synset “Network of 

Executive Women” and OF for the synset “oxygen 

fluoride” were initially considered as latch candidates 

but discarded due to the lack of activation support.  

A key feature of this disambiguation process is 

that it is applied to all candidate latches, not just those 

that are known to be ambiguous in the knowledge 

resource. The need to be able to process a large amount 

of potentially unattested input (product, brand, titles, 

band names, etc.) during run time dictates a number of 

assumptions about the nature of data and the 

functionality of the text processing architecture. First, 

we assume that our KR will always be incomplete, 

because any otherwise unambiguous lexical item or 

expression may also appear as the title of a movie or 

the name of a band. Second, it is assumed that 

incomplete coverage in the knowledge resources 

should be supplemented dynamically, i.e. the system 

should have the functionality required to detect and 

resolve this situational ambiguity when no adequate 

expression could be found in the knowledge resources. 

As a result, during text processing the system is given 

considerable leeway in selecting potential latch 

candidates and may even choose to ignore an 

expression available in the knowledge resources if 

there are strong contextual considerations against it.  

As a limited form of relevance blurring, ancestor 

synsets (collections and super-collections) of the 

selected latches are also added to the document as 

indirect latches. For example, if a document mentions 

"poodle" then we would recognize that the document 

was (at least weakly) about dogs, mammals, animals, 

etc.   

 

 

 
Figure 2: Activation network and disambiguation display tool 
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Dynamic entity extraction  
Dynamic entities such as telephone numbers, email 

addresses, and recipe preparation times are extracted 

automatically. The system not only detects a particular 

telephone number but also segments it into meaningful 

“roles”, i.e. area codes, domain names, etc.  

More sophisticated entity extraction rules, 

developed in an in-house language, allow for 

programmatic gathering of named entities and 

concept-concept relations based on ordered sequences 

of concept expressions and key lexical items. To 

illustrate, in sentences like “Richard Reid was a 

member of Al-Qaeda” and “Jerry Stackhouse played 

for the Pistons” the membership relation between the 

individuals and respective groups would be extracted 

automatically based on the same triple rule. Triple 

rules are a powerful means to extract information from 

unstructured natural language text: resulting triples can 

further be stored in an RDF repository for reasoning, 

search, lookup, classification and retrieval purposes. 

 

Document classification  
The Excalibur indexer also executes a large number 

of facet rules.  These are defined in a similar way as 

entity extraction rules, but the goal here is to provide 

high-level categorizations about the document. An 

example would be a facet rule detecting news article, 

academic article, FAQ, clinical guidelines that 

describe tobacco use in a positive light.  Facet rules are 

very powerful, and can match syntactic sequences, 

mere proximity of terms, or specific parts of a 

document. 

 

3.2 Using ontology during query analysis  

The indexing process described above extracts the 

concepts underlying the natural language text of 

document, but the typically user query is also 

expressed in natural language.  In the simple case 

where the query refers to a single concept within the 

application vertical, then it can be interpreted directly 

using an ontology-based lexicon.  For more complex 

cases, disambiguation is required.   
VSW’s patented approach ([7], [8]) is to use the 

query as a keyword search against a vertically-
restricted corpus.  The results of that search are then 
used to translate the query into synsets, or into a hybrid 
of synsets and residual keywords.  The system 
examines the locations in the result documents where 
the query terms appear.  These are scored for length, 
proximity, and corpus statistics. A semantic 
interpretation of the user query is then selected, 
possibly with alternative interpretations for interactive 

clarification dialogue.  This approach allows Excalibur 
to interpret multiple concepts in the user query in 
accordance with their relation to each other and, when 
appropriate, to fill in missing words. There are other 
layers in the query pipeline concerned with business 
logic and presentation, but these are beyond the scope 
of this paper.  
   

4  Performance evaluation and 

validation  

The evaluation cycle of the ontology parallels that 

of Excalibur’s software development. It comprises five 

key elements:  validation, black box end-to-end 

testing, glass box tests and desk-check QA, and 

reports. 

Validation  
This is a basic check of syntax and some simple 

inherent properties, such as acyclicity in transitive 

relations (see above). It is performed repeatedly 

throughout the cycle. Anyone editing the ontology will 

perform the test locally before committing changes to 

source control. In the same way that it checks that the 

source code will build, CruiseControl ensures that the 

ontology in source control passes validation. All 

components that use the ontology perform the same 

checks on every load, making it part of the indexing 

cycle.   

Black box end-to-end  
A key property of the ontology is that it performs 

well at its intended task within a software architecture. 

In order to test the search quality of the end-to-end 

system, Excalibur uses the TREC [9] approach of 

taking typical user queries and a set of documents that 

have been manually evaluated against those queries. 

These tests are not binary pass/fail, but rather measure 

the extent to which the system selects good documents 

as relevant and rejects bad documents, and to which it 

ranks good documents above bad ones.   

Initially the GOV corpus was used, but this was 

subsequently supplanted by an internally-developed 

test corpus focused on typical user queries against 

typical web documents in the verticals of interest. Bad, 

good, and very good results are distinguished, and the 

votes of multiple evaluators are combined. The TREC 

measure “prefs_simp”, ignoring unevaluated 

documents, was found to be most useful. Results can 

be broken down by vertical and examined at the level 

of queries and individual search results.  The low level 

of data means that fine-grained results must be used 
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with caution. The absolute results are less important 

than relative changes seen as the code and ontology are 

modified day-to-day.   

The test corpus used for this end-to-end testing is 

included in every index, from development to 

production. The tests are executed daily against all 

indexes and the results reviewed frequently.  

   

Glass box semantic tests  
As part of the general tests of the Excalibur 

platform, there are automated pass/fail tests that 

evaluate specific semantic applications of the 

ontology, in performing query expansion, synset 

latching, or document classification. These are 

performed as part of daily builds, and every 

deployment of a production index. These tests are 

developed either as regression tests for issues resolved, 

or as functional tests of enhancements.   

  

Desk-check QA  
Desk-check QA (manual verification of completed 

bug fixes) is routinely performed as part of knowledge 

resource development and maintenance work at VSW.  

Most ontology revisions relate to reported bugs or 

enhancement requests, and are therefore subject to the 

usual software defect tracking and change 

management processes. They are therefore reviewed 

and tested in the same way as the software. Automated 

glass-box tests may be developed at this point. Desk-

check QA practice has proven useful in identifying 

broader classes of problems from specific instances. 

For example, identifying missing classes of child 

concepts after observing isolated (i.e. reported 

separately) instances of reifying siblings has been 

instrumental in ontological acquisition. 

  

Reports and reviews 
A final area of quality assurance in the KR is that 

when issues are detected, the team brainstorms ways to 

detect other instances of the same issue automatically. 

Typically such new intrinsic tests will expose many 

existing problems (and benign exceptions), so they 

cannot immediately be made part of the core intrinsic 

tests used for validation. Instead they are first 

presented as reports, and used to sweep the ontology 

clean over time.   

  

5  Conclusion  

 This paper described the large-scale ontology used 

by VSW as part of a web-scale semantic search engine. 

Unstructured documents and user queries are both 

assigned meaning using the lexical knowledge 

embedded in the ontology. Tools and process for 

knowledge acquisition, ontology maintenance, 

validation, and visualization were presented. In 

particular, certain principles were outlined for ensuring 

the consistency of the ontology and its usefulness for 

text processing. The process of disambiguation was 

discussed, with particular reference to relevant in-

house visualization tools.   
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Abstract – The method to provide the Internet user with 

useful information, while using search engines is presented. 

Here we mean the systematization of search results according 

to user’s interests, and also showing advertisement which 

could be interesting for the user. We introduce concept of 

"user profile", consisting of keywords/terms, reflecting user 

interests. The discovering of such keywords is done by parsing 

user queries and visited websites. The proposed method uses a 

tree of categories linked to related websites and to the 

advertising. From these websites we retrieve primary 

keywords characterizing categories. The primary keywords 

are extended with new associated ones (called secondary) 

which were obtained by the methods of distributive semantics. 

By comparing keywords of user's profile and keywords of the 

categories we determine relevant categories and useful 

information (including advertising). The use of distributional 

semantics methods allows us to obtain good results even on 

short search queries. 

Keywords: user behavior analysis, user interests; cognitive 

technologies; semantic analysis of Internet texts; text 

classification. 

 

1 Introduction 

 One way of increasing the quality of Internet search 

engines and other Internet systems is the use of knowledge 

about the characteristics of users. Such characteristics may be 

gender, age, interests of users in the form of keywords, etc. 

Having more complete information about the user, the search 

engines can provide more "personalized" results, as follows: 

 Show to user the content which he/she is interested in 

(articles, music, movies, books, etc.); 

 Adjust the sequence of the search results for the user. 

For example, the search engine can show more 

interesting to the user web page in a higher position. 

 Optimize the selection of advertising, showing to the 

user only those web pages and pictures that can be 

interesting to him/her. 

 

Typically, data about the features and characteristics of a 

particular user are not explicit in the Internet. At the same 

time, the Internet has a large set of data about the user's 

actions while using the computer. By using such data it is 

possible to recover the missing information about users with 

sufficient accuracy. The data about the user actions includes: 

 history of visits of the various Internet pages; 

 user search history; 

 history of clicks on hyperlinks and banners; 

 history of purchases from online stores; 

 video viewing history; 

 history of listening audio files. 

 

In this article, to determine the characteristics of a user we 

consider only two types of actions: the history of visits and the 

search history. We introduce a method that gives the 

possibility to automatically find the characteristics of users by 

linguistic analysis of search queries and visited web pages.  

2 Representation of user interests 

 To solve the problem of automatic identification of user 

interests we chose an approach based on automatic analysis of 

the history of user queries and visited websites. We also use a 

training set of categorized webpages to build classifier that 

contains not only keywords/terms of the training set, but also 

associatively related terms. The analysis of the user history 

includes automatic classification of visited webpages and 

discovering/mining keywords/terms that characterize the 

current user. 

The user's interests can be represented as a set of pairs 

<keyword, weight>. For example, a shopper can have the 

following interests: <dress, 70> <cosmetics, 40> <handbag, 

20>, and the interests of the sports fan can be represented as 

follows: <sports, 30> <football, 60> <volleyball, 20>. Here 

the numbers are representing the weight of the keyword, 

which expresses a particular interest in a certain scale. Note 

that a specific user interest may also be represented as a point 

(or vector) in a multidimensional vector space of 

keywords/terms. This way a vector of user interests is formed. 

This representation allows us to introduce a measure of 

semantic similarity between interests of different users 

(proximity of points in keyword/term space). Also this 

representation helps us to automatically identify the groups of 

users with similar interests. 
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To classify the interests of users we use the category tree 

(taken from the Internet), where each category corresponds to 

a specific theme, expressed by the keywords or terms 

(football, indoor football, American football) and has links to 

the relevant explanatory texts (websites, articles). These texts 

are used as a training set for the process of automatic 

categorization and discovering keywords/terms that are 

related to each category. These category keywords/terms are 

represented as triples     <keyword, category, weight>, 

where weight is a number that describes the significance of 

the keyword for identification of the category. Let's call such 

keywords as primary. The number of such triples can be 

extended by including of keywords/terms that are associated 

with the name of category or with a set of primary keywords 

of the category. These associated keywords/terms are 

discovering from the variety of Internet texts where the name 

of the category, for example, football, is mentioned. Let's call 

such associated keywords/terms as secondary keywords. This 

way we get triples  <secondary keyword, category, weight> 

where the weight describes the strength of the association. 

In proposed method each category in the category tree is 

associated with relevant content or advertising. So it’s very 

important to determine the appropriate categories for the user. 

This determination is done by comparison of the keywords of 

the user and the category. The categories, to which the user is 

belong/relevant, are chosen because of their semantic 

similarity. As a result, the user receives relevant content or 

advertising. 

Note that if we know the vector of user interests, then it is 

possible to make an assumption about the gender and age of 

the person. For example, men are more interested in football, 

and women are more interested in cosmetics. Young people 

are interested in contemporary music and at the same time old 

people are interested in a retro. We call vectors of user 

interests, which are supplemented by information on the 

categories of user, the user's profile. 

 

3 Building of the vector of user interests 

 The calculation of vector of user interests is done by 

automatic analysis of the history of user queries and visited 

websites. This user history determines the collection of user 

related texts including texts of queries and texts of visited web 

pages.  

Vector of user interests is constructed by statistical analysis of 

user related texts and calculation of frequencies of the various 

keywords/terms that are mentioned in these texts. These data 

forms a multidimensional vector of user interests, the 

components of which are the frequencies of the various 

keywords. This vector also can be represented as a point in a 

multidimensional vector space of keywords/terms.  

A set of primary and secondary keywords of each category 

and their weights also can be presented as a point (or vector) 

in this multidimensional vector space. This vector 

representing weights of primary and secondary keywords of 

category we called as vector of category features. 

This representation allows us to introduce a measure of 

semantic similarity between vector of user interests and vector 

of category features as proximity of points in keyword/term 

space. So this representation helps us to automatically identify 

the most relevant categories for the user. 

Vector of category features depends from the method of 

calculation of weights of primary and secondary keywords. So 

weights of primary and secondary keywords of category must 

be carefully calculated to provide the most accurate 

classification of text documents and users histories. 

 

4 Calculation of the optimal weights 

 The task of automatic classification of visited documents 

(their relation to the categories), can be reduced to the 

question of collective decision of experts, each of them only 

responds to the document in the presence of one particular 

keyword/term associated with the category. The experts have 

to answer the question: is the document belongs to category or 

not? Thus, the number of experts is equal to the number of 

keywords and each expert is responsible for one specific 

keyword. If the keyword exists in the document, the expert 

makes decision about belonging of the document to the 

specified category. The probability of correct expert decision 

is equal to conditional probability:             

 Pi = p(Category | Keyword). 

The main result of Nitzan and Paroush (1982) [16], and 

Shapley and Grofman (1984) [17] was the claim that if we 

have two alternatives and the probability of correct decision 

for each expert is known, then the linear combination rule of 

their decisions is optimal, and the maximum probability of 

correct collective decision is reached when the weights 

(shares) of experts calculated by the formula: 

Wi = log(Pi/1-Pi),          (1) 

Where, Pi – is the probability of correct solutions of expert 

with number “i”. This formula (1) is optimal when we have 

two alternatives, for example, gender: man and women.  

In the case when we have more than two alternatives we can 

use another formula (2) that is discussed below. 

Let Keyword represent the problem keyword and {category-1, 

category-2, …, category-n} represent the alternatives. The 

PMI-IR algorithm assigns a weight/score to each category, 

weight(category-i), and selects the category that maximizes 

the weight/score. 
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The PMI-IR algorithm, is based on co-occurrence. The core 

idea is that “a word is characterized by the company it keeps” 

[21], that is another version of distributional hypothesis 

discussed later. There are many different measures of the 

degree to which two facts co-occur. PMI-IR uses Pointwise 

Mutual Information (PMI) [19, 20], as follows: 

weight(keyword) = weight(category-i) = 

Log(p(keyword&category-i)/(p(keyword)p(category-i)))     (2) 

Here, p(keyword&category-i) is the probability of co-

occurrence of two facts: keyword exist in the document and 

document belongs to category-i. If keyword and category-i are 

statistically independent, then the probability that they co-

occur is given by the product p(keyword)p(category-i). If they 

are not independent, and they have a tendency to co-occur, 

then p(keyword&category-i) will be greater than 

p(keyword)p(category-i). Therefore the ratio between 

p(keyword&category-i) and p(keyword)p(category-i) is a 

measure of the degree of statistical dependence between 

keyword and category-i. The Log of this ratio is the amount of 

information that we acquire about the presence of keyword 

when we observe document of category-i. Since the equation 

is symmetrical, it is also the amount of information that we 

acquire about belonging the document to the category-i when 

we observe keyword, which explains the term mutual 

information. 

These formulas (1) and (2) allow us to calculate weight of 

keyword associated with a given category if we know the 

probability of the presence of this keyword in the documents 

of the category. The method of calculation of probabilities is 

discussed in the next section. 

 

5 Calculation of the probability of   

finding given keyword in the context    

of  the category 

 Let’s define the context of the category as a set of 

documents (or sentences) associated with this category. In the 

simplest case, the probability of presence of given 

keyword/term in the context of the category is calculated as 

the number of occurrences of this keyword in the context 

divided by the number of occurrences of keyword in all 

analyzed texts.  

This method is similar to the wellknown measure TF-IDF [5], 

which takes into account not only the frequency of the 

presence of keyword/term in the documents associated with 

the category, but also the frequency of documents containing 

given keyword/term, which reduces weight of generally used 

and insignificant words such as interjections, prepositions, 

etc.  

A more accurate calculation of the probability of occurrence 

of the keyword/term in the context of the category should 

consider the probability error that is discussed in section 9. 

6 Calculation of the weights of primary 

keywords of the category 

 To calculate the weight of primary keyword of the category 

we should know the probability of presence of this keyword in 

the context of category. We use category tree with related 

documents to calculate the context of category.  

 As a training set for the creation of the initial version of 

the category tree we can use any online directory that contain 

links to Web sites, for example, Google, Yahoo, Yandex. In 

our research we use Yandex Catalogue as a reference 

catalogue of Russian sites. Yandex Catalogue consists of a set 

of tree-like categories; each of category contains a brief 

description, subcategories and links to Web pages. Thus one 

web page can be included into several different categories. In 

this case, if the web page belongs to the category and it also 

belongs to all parent categories. 

For example, a category FOOTBALL (upper level - SPORT) 

consists of subcategories: 

RUSSIAN FOOTBALL        

WORLD FOOTBALL        

MINI FOOTBALL. . ., 

 

And links to sites: 

FOOTBALL ON PORTAL "CHEMPIONAT.COM" 

Russian Football Union. . . 

Websites have supplementary texts and pictures which are 

used as a reference to the sites. 

We use the program in python and library nltk to collect text 

information from web pages. Text of web pages has been 

cleared of html-markup and broken into strings of words by 

using standard library functions “nltk”. We divided such 

strings into various keywords. For each keyword we have 

counted the number of occurrences in the document. As a 

result, for each web page from the referenced file directory 

has been created a file, which consists of triplets       

 <keyword, category, the number of occurrences>. 

On the next step with the data processing program map-

reduce [6] for each pair <keyword, category> was counted the 

total number of occurrences of the keywords in each of the 

parent categories. The resulting file was used to assign 

keywords to a category.  

These data were used for calculation of the probabilities of 

occurrence of keywords in the documents of particular 

category. By using these probabilities and formulas (1) and 

(2) we calculated the weight of primary keyword of the 

category. 
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7 Calculation of the weights of   

secondary keywords of the category 

 The weight of a secondary keyword, which is associated 

with the name of the category, is calculated using the 

probability of occurrence of the keyword in the context of the 

category. Context is the set of all documents (or phrases) 

containing the name of the category and some of its primary 

keywords. 

Discovering of the association from Internet texts is based on 

the distributional hypothesis, which states that semantically 

similar (or related) keywords/terms have a similar context, 

and, conversely, keywords/terms with similar context are 

semantically close.  

The discovery of secondary keywords and their weights 

involves the use of various methods, including: 

-  methods of detection of Internet texts of specific subject 

areas; 

- methods of detection of significant texts keywords, 

terms, and their ranking; 

- methods of identifying and ranking the associative 

relationships between important keywords and terms. 

The processing of large volumes of texts that are constantly 

updated in the Internet allows us to collect all the necessary 

statistical data to generate a fairly complete picture of the 

subject area that can be represented as a set of associative 

relationships. The ability to use machine learning techniques 

on a large number of examples gives the system flexibility and 

improves the results. 

 

8 Aligning of weights of primary  and 

secondary keywords 

The weight of the keyword that is associated with the 

category may be calculated by different methods, for example, 

based on the probability of occurrence of the keyword in the 

documents of category in training set. The next possible 

method for calculation of the weight is based on the 

probability of finding keyword in the Internet context of the 

category. Saying context here we mean all the Internet 

documents (or phrases) that contains category name and some 

of the primary keywords of the category. 

 

The weights of the same keyword calculated by the different 

methods should be similar as much as possible. To achieve 

that, we proposed the following method of weights aligning. 

Suppose, by using two different methods, we have found two 

groups of keywords T1 and T2 that are associated with a 

particular category. For example, a set T1 consists of primary 

keywords that are included in the training set of the category, 

and a set T2 consists of secondary keywords associated with 

the category and discovered from Internet context of the 

category. The Internet context of the category usually is much 

bigger than training set, so the set T2 is usually bigger than 

T1. The weights for T1 and T2 are calculated independently 

by using two different algorithms. Usually the set T1 is 

included into the set T2, so the weights for T1 are calculated 

by both algorithms, and we can select the weight coefficient 

for T2 to align them with the weights of T1. We use this 

coefficient for calculating all the weights of secondary 

keywords. 

 

9 Determining the user's interests  using 

history of his visits  and inquiries 

 Previously, it was discussed the method of calculation of 

the category of each of the visited by user web pages. This 

method can serve as the basis for construction a user profile 

that will reflect his interests. Such profile can be represented 

as a plurality of pairs   <category, weight>. Here the weight 

can be calculated, for example, as the number of the web 

pages in the category «C» divided to the total number of web 

pages, visited by the user. 

Suppose that the user's interests are unchanged. Then we can 

assume that the number of web pages of the category «C» in 

comparison with the total number of visited web pages obeys 

the binomial distribution. Let’s take «N» as the total number 

of pages that were visited by the user, and «n» - the number of 

pages category «C». In this case, the weight will be calculated 

according to the formula: W= n/N. Then confidence interval 

(with 95% confidence level) may be calculated by the 

formulas: 

Wmin = W - 1.96 *SQRT(W*(1-W)/N). 

Wmax = W + 1.96 *SQRT(G2*(1-G2)/D2) 

For example, if n = 2 and N = 4, then in this case     

 Wmin = 0.01, and Wmax = 0.99, then there we can say 

nothing specific about the value of W. If n = 100 and     

 N = 200, Wmin = 0.43, and Wmax = 0.56 - in this case, 

it is safe to say that the category is found and that it is not a 

"noise" (i.e., web pages that were visited by accident). In 

order to exclude the "noise" from the user's interests we 

included into the user profile only those keywords which have 

the minimum value of the confidence interval greater than a 

certain threshold. 

 

10 Conclusions 

 This paper describes the method of determination of user’s 

interests from the history of visited websites and user search 

history. We have developed a program that can successfully 

determine the interests of the user even from the short texts 

that do not contain keywords/terms from training set for 

calculation of the classifier. Note that standard algorithms 

usually didn’t work well with such texts. In the future we plan 
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to develop an algorithm that will allow us to get the user 

profile, which takes into account a number of factors, 

including the user gender, age, interests, intentions, region of 

residence, income level, marital status and other useful 

information. 
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Abstract - This paper addressed the issue of automatic
processing of phonetic cues and acoustic normalization of
Hakka vowel production in Mainland China and in Taiwan.
An acoustic study of Hakka vowels, produced by native
speakers of Hakka, was conducted. Fifty participants (twenty
from Mainland China and thirty from Taiwan) were invited to
read a wordlist of Hakka with six vowels embedded in
different contexts (i.e. in different tones, in different phrase
positions). An automatic approach was then adopted to
analyze the collected acoustic data. Acoustic cues of F0, F1,
F2, F3 and F4 were automatically fetched, and these cues
were further examined in the normalization procedures. Based
on the discussion on the normalization of Hakka vowels,
implications for relevant linguistic issues and applications of
machine learning to speech and language processing were
provided.

Keywords: Automatic processing, acoustic properties, vowel
normalization, Taiwan Hakka

1 Introduction
Recently, acoustic reports of vowels have been

increasingly made. Acoustic cues are often fetched manually
to examine formant averages, vowel distribution or vowel
plotting. To minimize the danger of being unreliable or
inconsistent in the manual operation, an automatic approach,
also one kind of intelligent linguistic technologies, which
follows certain formula and criteria, is suggested in the
researcher’s previous report [1]. This paper follows Lai [1] to
examine automatic processing of vowel acoustic properties,
which may set a model of spectral analysis for future studies.

Additionally, due to personal variables of vowel
production, it remains controversial and limited if the
discussion on vowels is made merely on the formant averages.
To reduce the interference of personal variables, vowel
normalization has been conducted and has attracted greater
attention in the western reports [2, 3, 4, 5]. To lower the
variables of individual voice quality, over the past decades,
the vowel normalization -- through the comparison of acoustic
data of speakers from different regions -- has increasingly
received the attention of western phoneticians and
sociolinguists. The so-called phonetic normalization is of two
types, the acoustic normalization or the perceptual
normalization [6]; the former refers to the transformation of

raw acoustic data into the normalized values so as to reduce
the influences of raw acoustic properties and the latter refers
to the transformation of hearers’ phonetic perception data to 
exclude the individual and relevant variables in anticipation of
sketching the characteristics of phonetic perception. Many
western reports have pointed out the importance of acoustic
normalization [3, 4, 5]. The advantages of normalization are,
firstly, to minimize the possible influences of speakers’ 
physiological differences, secondly, to retain the speakers’ 
sociolinguistic information, and thirdly, to retrieve the
phonemic information.

Over the past fifty years, there have been fruitful results
in the studies of phonetic description, phonology, morphology
and syntactic structures in Taiwan Hakka [7, 8, 9, 10]. In the
early twentieth century, there was a lack of Hakka acoustic
research [11, 12, 13]. While in the recent years, the acoustic
research of Hakka segments receives more attention than it
used to be. Nevertheless, most studies of Hakka vowels are
merely limited to the presentation of formant averages, to the
distribution of vowels or to the description of vowel patterns
[14, 15, 16]. To date, none of the acoustic studies on Hakka
vowel normalization has been conducted, not to mention on
such relevant linguistic issues as the sociolinguistic issues (i.e.
Hakka vowel qualities of different areas or of different
accents), the physiological issues (i.e. Hakka vowel qualities
of different genders), and the linguistic issues (i.e. Hakka
vowel qualities in different phonetic contexts).

To fill these academic gaps, this paper addressed the
issue of automatic processing of phonetic cues and acoustic
normalization of Hakka vowel production in Mainland China
and in Taiwan. An acoustic study of Hakka vowels uttered by
native speakers of Hakka was conducted. Fifty participants
(twenty from Mainland China and thirty from Taiwan) were
invited to read a wordlist of Hakka with six vowels [i, e, a, o,
u, ] embedded in different contexts (i.e. in different tones
and in different phrase positions). An automatic approach was
then adopted to analyze the collected acoustic data. Previous
acoustic reports were primarily made manually and might
pose greater degrees of variance in fetching the acoustic
values. The current automatic processing aimed to
demonstrate a way of conducting the acoustic analysis with
greater consistency, but smaller deviance. Acoustic cues of F0,
F1, F2, F3 and F4 were automatically retrieved with the help
of computer script programs in PRAAT [17], and these cues
were further examined in the normalization procedures [18,
19, 20, 21, 22].
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Possible variables, including the sociolinguistic issues
(i.e. Hakka vowel qualities of different areas or of different
accents), the physiological issues (i.e. Hakka vowel qualities
of different genders), and the linguistic issues (i.e. Hakka
vowel qualities in different phonetic contexts), are discussed
in the present study. On the basis of discussion on the
normalization of Hakka vowels, implications for relevant
linguistic issues and applications of machine learning to
speech and language processing are elaborated upon.

2 Acoustic Normalization of Vowels
Individual differences frequently exist in the production

of vowels. To lower the variable of individual characteristics,
over the past decades, vowel normalization and statistical
comparison of acoustic values of speakers from different
regions has increasingly received the attention of phoneticians
and sociolinguists. Acoustic normalization indicates that the
normalized values will be less influenced by the raw acoustic
qualities after the transformation of normalization procedures.
A number of scholars [3, 4, 5] have pointed out three main
goals of vowel normalization: (a) to reduce speakers’ 
physiological and structural differences, (b) to retain the
distinctive sociolinguistic information of speakers from
different regions, and (c) to obtain the phonemic information.
In the past decades, disputes concerning the classification of
vowel acoustic normalization remain. Classification centers
either on the intrinsic qualities of vowels/formants, or on the
extrinsic qualities of vowels/formants. The most discussed one
is the intrinsic as well as extrinsic qualities of vowels [23, 24].
The normalization of vowel intrinsic qualities depends
primarily on a single vowel acoustic cue as a norm in the
procedures, and it often includes the non-linear conversion of
frequency values, such as log, mel, bark, or the conversion of
several frequency waves, such as F1-F10.The normalization
procedures of vowel intrinsic qualities are specified in Syrdal
and Gopal [22]. However, the normalization procedures of
vowel extrinsic qualities refer to more than one vowel acoustic
characteristics of speakers. The normalization procedures of
vowel extrinsic qualities can be referenced to the studies of
Gerstman [18], Lobanov [19], Nearey [20] and Nordstro¨m
[21].

In recent years, a number of researchers in the western
countries examined similarity and differences of accents from
different regions by means of vowel acoustic normalization
procedures. Adank, Smits and van Hout [2] analyzed the
vowel acoustics of two communities of Dutch native speakers
through the normalization procedures. The subjects, consisting
of eighty women and eighty men, were required to read out a
word list containing nine Dutch vowels in the context of /sVs/.
The vowel normalization procedures were divided into two
categories: intrinsic and extrinsic qualities of vowels, both of
which involved six normalized procedures. The results
indicated that the most successful three indicators were
LOBANOV, NEAREY1, GERSTMAN (Table 2), all of
which were subsumed under the extrinsic normalization
procedure. Recently, Flynn and Foulkes [3] collected the

vowel sounds from twenty native speakers of British English.
They retrieved the acoustic values of F1 and F2, and
conducted twenty normalization procedures, including six
vowel intrinsic qualities and fourteen vowel extrinsic qualities.
The results showed that the normalization procedures of vowel
extrinsic qualites were better than those of intrinsic ones. This
finding further supported that of Adank, Smits and van Hout
[2].

Up to the present time, literature on Chinese vowel
normalization is rarely found, let alone the studies of vowels
of Hakka, one dialect in the Chinese language family. Huang
and Tseng [25], for example, examined vowel formant
frequency of twenty Mandarin-Min bilinguals in Taiwan in
two phonetic contexts: the Mandarin context /lV/ and the Min
context /kV/, using the Bark-distance measures, F1-F0, F2-F1,
F3-F2, F4-F2, F4-F3. The results indicated that the formant
frequency was higher in women than in men. It was found that
F1 value of high vowels was lower than that of low vowels
and that F2 value of front vowels was higher than that of back
vowels. Furthermore, two Bark-distance measures, F1-F0 and
F3-F2, echoed the high and low positions of vowels and the
place of articulation. The distance F1-F0 of high vowels and
the distance F3-F2 of front vowels were within the range of
3.5Bark. The findings confirmed that the vowel normalization
procedures significantly reduced the variability of speakers of
different genders. Huang and Tseng [25] was, however,
limited to the Bark-distance measures without the involvement
of other normalization procedures－which left the room for
future research.

3 Method
In this section, the design of the current research is

introduced. Description of participants, materials and data
analysis is explicitly presented.

3.1 Participants
Fifty native speakers of Hakka (twenty from Mei-Xian,

Mainland China and thirty from Taiwan) participated in the
current study. Due to the geographical reasons, speakers from
Taiwan were further divided into two subgroups: fourteen
participants in Miao-Li (in the northern part of Taiwan) and
sixteen participants in Mei-Nong (in the southern part of
Taiwan). There were twenty-four male participants and
twenty-six female ones. Their ages approximately ranged
from thirty to fifty-five with the average of forty-three years
old.

Rationales for the selection of participants in three
different areas (i.e. Mei-Xian in Mainland China, Miao-Li,
Mei-Nong in Taiwan) are three-fold. First of all, it was
historically recorded that native speakers in these three areas
spoke the same dialect of Hakka, that is, Si-Xian Hakka [26].
Mei-Xian Hakka in Mainland China was regarded as the
source region, where Miao-Li Hakka and Mei-Nong Hakka in
Taiwan were originated. It is worthy of investigation whether
language migration of Hakka from Mainland China to Taiwan

Int'l Conf. Artificial Intelligence |  ICAI'13  | 83



results in significant changes in their accents. Secondly, it is
worthwhile to examine whether Hakka in Taiwan is
influenced by the local languages in Taiwan, leading to
language integration or language mixing, which may make the
accent of Hakka in Taiwan different from the source accent of
Hakka in Mainland China. Thirdly, Si-Xian Hakka in Taiwan
is spoken in two regions due to some geographical reasons. It
is interesting to address whether language separation makes
Hakka people in these two areas of significantly different
accents.

3.2 Materials
Participants in the present study were invited to read a

wordlist of Hakka with six vowels [i, e, a, o, u, ] embedded
in six tones: Tone 33, Tone 11, Tone 31, Tone 53, Tone 3 and
Tone 5. And, the target vowels were then put in two different
positions in two-word phrases: the first word (e.g. 西瓜) and
the second word (e.g. 東西 ). In total, there were seventy-two
target tokens (6 vowels*6 tones*2 positions) in the wordlist.

Participants completed the production task individually
in a quiet room free from ambient noise. After a brief
introduction of the goal and procedure of recording, they were
invited to read aloud the wordlist, with a mini-microphone
pinned on their collar, for three times in succession with
normal speech rate.1 The researcher monitored the recording
session to avoid weak or overloaded signals. The recording
process for one participant lasted approximately fifteen
minutes.

3.3 Data Analysis

3.3.1 Acoustic Analysis of Vowel Production
To analyze the production data, a notebook computer

and a PRAAT program [17] were utilized. The collected
speech data were converted into wave files in PRAAT. The
sound recorder of PRAAT was set with the 22050Hz sampling
rate and 16-bit resolution of quantization.

The current study followed Lai [1] to pave an automatic
way for vowel research in the field of experimental phonetics,
which used to be a laborious and time-consuming job. The
acoustic values of participants’production, as reflected in
formant frequencies, were fetched with efficient and precise
computer processing. Both rationales and procedures for this
automatic computation are elaborated below.

3.3.2 Rationales for Automatic Processing
An automatic approach to analyze the acoustic data in

the current study was adopted for three main reasons. In the
first place, automatic processing of the acoustic data is more
time-saving than manual processing. Since fifty subjects and a
long inventory of speech tokens were involved in the present
research, it would be a time-consuming job to manually

1 In the current vowel production task, participants were asked to produce the
wordlist for three times. But, only the middle token was analyzed
acoustically in the present investigation.

operate the enormous amount of spectral data. Secondly,
reliable and accurate results are best ensured in the automatic
approach, which follows certain formula and criteria. By
contrast, there is always a danger of being unreliable or
inconsistent in the manual operation, even if the researchers
have received a good training on the acoustic analysis of
spectrograms. Thirdly, the automatic approach may set a
model of spectral analysis for future studies. Previous acoustic
reports were primarily conducted manually and might pose
greater degrees of variance in fetching the acoustic values.
The current automatic approach aimed to demonstrate a way
of conducting the acoustic analysis with greater consistency,
but smaller deviance.

In the automatic approach, three PRAAT script programs,
“fetch_pitchlist.praat,” “fetch_formant_list.praat” and
“fetch_formant_mean_max_min.praat” were written by
Huang [27] to obtain the speech data–pitch (F0) and formant
(F1-F4) -- from the speech files of each participant.
Additionally, an ACCESS program was adopted to make
database files, to handle the tables of speech stimuli, and to
store the acoustic data gathered by the PRAAT scripts. With
the help of the PRAAT scripts and the ACCESS program, the
program-controlled database management was made possible
and this further laid the cornerstone of the automatic
computation in the present research.

3.3.3 Automatic Computation Procedures
Before running the computation procedures, each vowel

production by participants was saved in an organized way.
Totally, there were 3600 speech files produced by fifty
participants (72*50).

Table 1 Eleven computation procedures
Formant analysis

1 Check Subject & Stimuli
2 Run PRAAT script: fetch_pitch_list. praat
3 Transfer Pitch List
4 Edit pitchList tables if necessary (to wipe out invalid pitch sections)
5 Get Pitch Duration & Percentage Time
6 Run PRAAT script: fetch_formant_list. praat
7 Transfer Formant List
8 Edit formantList tables if necessary (to wipe out no-value

starting/ending formants)
9 Get Formant Duration & Percentage Time

10 Run PRAAT script: fetch_formant_mean_max_min_list. praat
11 Transfer Formant Mean & Max & Min

Following the construction of the database of wave files,
the researcher proceeded to the formal computation
procedures, inclusive of eleven individual steps (as indicated
in Table 1). The first step “Check Subject & Stimuli”was to
specify the project directory of each design. This text offered a
stimuli list and a subject list, on which the subsequent formula
would be based.

Running PRAAT script: “fetch_pitch_list.praat”was the
second step. The third step “Transfer Pitch List”transferred
the voiced pitch in the files of “pitch_list”into the database
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and filtered out the undefined pitch. Two kinds of tables
would be made. One was “available_pitchlist_tables,”which
kept record of those data about pitch values. The spectrogram
of valid pitch, as painted with blue pulse and pitch line. The
other was “empty_pitch_tables,” which recorded those
spectrograms without pitch values. These data in the
“empty_pitch_tables”were either considered invalid (e.g. no
pitch line in Figure 1) or worthy of manual operation to fetch
the pitch values (e.g. two non-continuous pitch lines as circled
in Figure 2).

Figure 1 Spectrogram of invalid pitch for /thi/4

Figure 2 Spectrogram of non-continuous pitch lines for /thi/4

“Edit pitchList tables if necessary (to wipe out invalid
pitch sections)”was the fourth step. It aimed to examine
whether the pitch contour was continuous or not. If there
would be any pitch value more than 500Hz in the screen of
pitch-list tables, it might result from the voiced consonants in
the vowel-consonant transition. Then, the wave file in the
PRAAT program should be double checked to examine
whether such a discontinuity would influence the later fetch of
vowel formants and whether this frame in the “pitch_lists”
should be deleted.

The fifth step “Get Pitch Duration & Percentage time”
helped to summarize the data of pitch values in the
“available_pitchList_tables.”The starting time as well as the
ending time for each pitch would be respectively listed. And,
the duration of each pitch would be recorded in the table of
pitch_duration in the ACCESS program. The sixth and seventh

steps were to run “PRAAT script: fetch_formant_list.praat”in
the PRAAT program and then to“Transfer Formant List.”On
the press of the button “Transfer Formant List,”the files of
formant lists would be created by computer itself and saved in
the directory of“formant_list”in each stimulus.

“Edit formantList tables if necessary (to wipe out no-
value starting/ending formants)”was the eighth step. If there
would be any F1 value more than 1000Hz in the screen of
pitch-list tables, it might be a result of voiced consonants in
the vowel-consonant transition. Then, the wave file in the
PRAAT program should be double checked and the frame with
the extraordinary high formants in the “formant_list”should
be deleted. Also, no-value starting/ending formants should be
wiped out in this step. The ninth step was to “Get Formant
Duration & Percentage Time.”The tenth step was to run
“PRAAT script: fetch_formant_mean_max_min.praat.”

The last step was to “Transfer Formant Mean & Max &
Min.”The files of formant_list would then be surveyed, the
maximum and minimum values would be fetched, and the
mean formants would be calculated.

3.3.4 Acoustic Normalization of Vowels
Acoustic normalization of vowels followed the acoustic

measurements of vowel production. EXCELL and SPSS
software2 were employed to compute the acoustic values (i.e.
F0, F1, F2, F3, F4) in the normalizatoin procedures.

Table 2 Normalization procedures in the current study
Vowel-intrinsic procedures

HZ
LOG
BARK
MEL

formant frequencies in Hz
log-transformation of the frequency scale
bark-transformation of the frequency scale
mel-transformation of the frequency scale

Vowel-extrinsic procedures
LOBANOV
NEAREY1
NEAREY2
GERSTMAN

Lobanov’s (1971) z-score transformation
Nearey’s (1978) single logmean procedure
Nearey’s (1978) shared logmean procedure
Gerstman’s (1968) range normalization

Eight normalization procedures (Table 2), inclusive of
four vowel-intrinsic ones and four vowel-extrinsic ones, were
implemented in the present analysis. Vowel-intrinsic
procedures included HZ, LOG, BARK and MEL, while
vowel-extrinsic procedures referred to LOBANOV,
NEAREY1, NEAREY2 and GERSTMAN. Rationales for
these eight normalization procedures were two-fold. First of
all, these procedures have been widely cited and discussed in
the western research [3, 4, 5]. Secondly, these procedures
included the significant indicators of Dutch vowel
normalization, as found in Adank, Smits and van Hout [2]. It
is hoped that these procedures may help significantly
differentiate vowel production made by speakers of different
accents, from different areas and of different genders and that
the findings of these normalizatioin procedures in the present
analysis may further contribute to a number of relevant

2 A significant level 0.05 (p=0.05) was set in the current statistical analysis,
for example, MANOVA test.
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linguistic issues.

3.3.5 Research Questions
In the present study, an automatic approach was first

adopted to fetch the acoustic cues of vowels. Then, acoustic
normalization of vowels was implemented to address the
following four questions:
(1) To what extent did the acoustic normalization of vowels

help differ vowel qualities of Taiwan Hakka from those
of Mainland (Mei-Xian) Hakka, where Taiwan Hakka
was originated?

(2) To what extent did the acoustic normalization of vowels
help differ vowel qualities of Miao-Li Hakka from those
of Mei-Nong Hakka, both of which were spoken in
Taiwan, but in different areas?

(3) To what extent did the acoustic normalization of vowels
help differ vowel qualities of male Hakka speakers from
those of female Hakka speakers?

(4) To what extent did the acoustic normalization of vowels
help differ different phonetic variables (i.e. vowel types,
tone types, positions)?

4 Results & Discussion
This section presents the results of acoustic

normalization of vowels. Discussion was made concerning
vowel-intrinsic procedures and vowel-extrinsic procedures.
And, one normalization procedure is exemplified to illustrate
the detailed statistics and the interaction between vowel
patterns and relevant linguistic variables.

4.1.1 Acoustic Normalization of Vowel-intrinsic
Procedures

Vowel-intrinsic procedures in the current investigation
referred to HZ, LOG, BARK and MEL. MANOVA tests were
conducted to examine whether these procedures might help
significantly differentiate (a) vowel qualities of different
accents (i.e. Mainland Hakka vs. Taiwan Hakka), (b) vowel
qualities of different areas (i.e. Miao-Li Hakka vs. Mei-Nong
Hakka in Taiwan), (c) vowel qualities of different genders (i.e.
male vs. female), and (d) different phonetic variables (i.e.
vowel types, tone types, positions). Findings of the
MANOVA tests are summarized in Table 3.

According to Table 3, significant results were found in
all of the vowel-intrinsic procedures, including HZ, LOG,
BARK and MEL. It can be argued that these vowel-intrinsic
procedures help significantly differ vowel qualities of
different accents (i.e. Mainland Hakka vs. Taiwan Hakka),
vowel qualities of different areas (i.e. Miao-Li Hakka vs. Mei-
Nong Hakka in Taiwan), vowel qualities of different genders
(i.e. male vs. female), and different phonetic variables (i.e.
vowel types, tone types, positions). To be brief, these vowel-
intrinsic procedures were successful ass well as significant
indicators of different linguistic variables.

Table 3 Statistical results of vowel-intrinsic procedures
HZ LOG BARK MEL

Accent *** *** *** ***
Area *** *** *** ***

Gender *** *** *** ***
Vowel *** *** *** ***
Tone *** *** *** ***

Position *** *** *** ***
Note: ***p< .001

4.1.2 Acoustic Normalization of Vowel-extrinsic
Procedures

Vowel-extrinsic procedures in the present analysis
included LOBANOV, NEAREY1, NEAREY2 and
GERSTMAN. MANOVA tests were implemented to
investigate whether these procedures helped significantly
differ (a) vowel qualities of different accents (i.e. Mainland
Hakka vs. Taiwan Hakka), (b) vowel qualities of different
areas (i.e. Miao-Li Hakka vs. Mei-Nong Hakka in Taiwan), (c)
vowel qualities of different genders (i.e. male vs. female), and
(d) different phonetic variables (i.e. vowel types, tone types,
positions). Table 4 summarizes the findings of the MANOVA
tests.

Table 4 Statistical results of vowel-extrinsic procedures
LOBANOV NEAREY1 NEAREY2 GERSTMAN

Accent ns ns *** ***
Area ns ns *** ***

Gender ns ns *** ***
Vowel *** *** *** ***
Tone *** *** *** ***

Position *** *** *** ***
Note: ***p< .001; ns: non-significant

Observation of Table 4 revealed that two of the vowel-
extrinsic procedures (i.e. NEAREY2 and GERSTMAN)
significantly differed vowel qualities of Taiwan Hakka from
those of Mainland (Mei-Xian) Hakka, where Taiwan Hakka
was originated. And, they succeeded in distinguishing vowel
qualities of Miao-Li Hakka from those of Mei-Nong Hakka,
both of which were spoken in Taiwan, but in different areas.
Further, vowel qualities of different genders (i.e. male vs.
female) and of different phonetic variables (i.e. vowel types,
tone types, positions) can also be significantly detected via
these two procedures.

As for the other two procedures, LOBANOV and
NEAREY1 significantly differed vowels of different phonetic
variables (i.e. vowel types, tone types, positions). But, they
failed in the differentiation of vowel qualities of different
accents (i.e. Mainland Hakka vs. Taiwan Hakka), vowel
qualities of different areas (i.e. Miao-Li Hakka vs. Mei-Nong
Hakka in Taiwan), vowel qualities of different genders (i.e.
male vs. female). It could be inferred that LOBANOV and
NEAREY1 served as two indicators less successful than
NEAREY2 and GERSTMAN among the vowel-extrinsic
procedures.

4.1.3 Vowel Patterns in One Normalization Procedure
This subsection presents one normalization procedure to
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illustrate the detailed statistics and the interaction between
vowel patterns and relevant linguistic variables. The statistics
is taken from a baseline condition, that is, formant frequencies
in Hz.

Table 5 reports formant frequencies made by participants
of different accents (i.e. Mainland Hakka vs. Taiwan Hakka).
The statistical results were indicative of significant differences
in four formant frequencies (i.e. F0, F1, F3, F4), except for F2.
Judging from the means, speakers of Mainland Hakka
produced Hakka vowels with significantly higher values in F0,
F1, F3 and F4 than those of Taiwan Hakka. The mean value
of F2 was also higher for speakers of Mainland Hakka than
for those of Taiwan Hakka, though not to a significant level.

Table 5 Formant frequencies made by participants of different accents
Accent N Mean SD F

F0 Mainland Hakka 20 190.24 70.27 98.33***Taiwan Hakka 30 168.08 61.56

F1 Mainland Hakka 20 563.68 165.08 57.96***Taiwan Hakka 30 521.71 157.94

F2 Mainland Hakka 20 1654.35 427.86 2.964Taiwan Hakka 30 1627.86 462.52

F3 Mainland Hakka 20 2810.13 349.18 12.04***Taiwan Hakka 30 2771.14 312.74

F4 Mainland Hakka 20 3935.89 366.52 165.61***Taiwan Hakka 30 3774.48 365.48
Note: N: number of participants; SD: standard deviations; ***p< .001

Table 6 displays the statistical results of formant
frequencies produced by participants from different areas in
Taiwan (i.e. Miao-Li Hakka vs. Mei-Nong Hakka).
Significant differences could be found in three formants (i.e.
F0, F3 and F4). According to the means, speakers of Mei-
Nong Hakka uttered Hakka vowels with significantly higher
F0 and F3, but lower F4, than those of Miao-Li Hakka. Non-
significant distinction was present in the other two formants
(i.e. F1, F2).

Table 6 Formant frequencies made by participants from different areas
Area N Mean SD F

F0 Miao-Li Hakka 14 163.93 67.78 8.19**Mei-Nong Hakka 16 171.59 55.54

F1 Miao-Li Hakka 14 526.24 147.43 1.48Mei-Nong Hakka 16 517.88 166.29

F2 Miao-Li Hakka 14 1640.01 393.13 1.24Mei-Nong Hakka 16 1617.57 513.98

F3 Miao-Li Hakka 14 2756.26 268.08 4.08*Mei-Nong Hakka 16 2783.74 345.72

F4 Miao-Li Hakka 14 3802.86 293.93 10.90**Mei-Nong Hakka 16 3750.44 415.19
Note: N: number of participants; SD: standard deviations; *p< .05; **p< .01

Formant frequencies made by participants of different
genders are summarized in Table 7. Observation of Table 7
indicated that significant gender distinction was
overwhelmingly present in five kinds of formant frequencies
(i.e. F0, F1, F2, F3, F4). Judging from the mean values,
female speakers of Hakka produced the vowels with
significantly higher formant frequencies than male ones in F0,
F1, F2, F3 and F4. This finding supported the report in Huang

and Tseng [25], in which the formant frequency was higher in
women than in men.

Table 7 Formant frequencies made by participants of different genders
Gender N Mean SD F

F0 Male 24 139.30 59.83 1512.04***Female 26 211.64 50.82

F1 Male 24 500.08 139.86 193.49***Female 26 573.93 172.84

F2 Male 24 1512.61 395.31 276.27***Female 26 1754.38 464.28

F3 Male 24 2605.38 241.48 1384.98***Female 26 2953.79 308.57

F4 Male 24 3635.42 295.73 1329.46***Female 26 4026.77 339.39
Note: N: number of participants; SD: standard deviations; ***p< .001

Table 8 Formant frequencies of different vowels made by participants
Vowel N Mean SD F

F0

 50 184.10 73.49

11.02***

i 50 176.32 63.47
e 50 171.49 58.75
a 50 164.73 55.10
o 50 176.33 67.37
u 50 188.82 73.59

F1

 50 467.74 118.96

757.24***

i 50 401.30 117.83
e 50 528.21 118.32
a 50 745.23 120.14
o 50 617.13 112.65
u 50 472.40 108.37

F2

 50 1629.12 241.08

1460.49***

i 50 2221.05 299.78
e 50 1983.27 283.41
a 50 1511.95 201.03
o 50 1201.08 238.44
u 50 1280.93 296.28

F3

 50 2814.29 276.89

152.46***

i 50 3017.54 296.66
e 50 2751.59 280.57
a 50 2556.83 297.09
o 50 2746.99 327.66
u 50 2831.85 311.35

F4

 50 3998.34 347.02

58.74***

i 50 3955.66 363.51
e 50 3824.57 399.71
a 50 3725.03 392.20
o 50 3740.39 319.84
u 50 3792.29 330.67

Note: N: number of participants; SD: standard deviations; ***p< .001

Table 8 lists formant frequencies of six vowels [,i, e, a,
o, u] produced by participants in the present analysis.
Statistical results showed that these vowels differed
significantly in their formant frequencies (i.e. F0, F1, F2, F3,
F4). It was interesting to note that F1 value of high vowels
[,i, u] was generally lower than that of low vowels [a] and
that F2 value of front vowels [,i, e] was higher than that of
back vowels [o, u]. These patterns exemplified the interaction
between the location of vowels and their acoustic qualities [28,
29, 30]. The vertical dimension (F1) is inversely equivalent to
the tongue height, while the horizontal dimension (F2)
corresponds closely to the tongue advancement.
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5 Conclusion
This paper addressed the issue of acoustic normalization

of Hakka vowel production in Mainland China and in Taiwan.
The vowel-intrinsic procedures, including HZ, LOG, BARK
and MEL, were successful indicators of different linguistic
variables. These vowel-intrinsic procedures helped
significantly differ vowel qualities of different accents (i.e.
Mainland Hakka vs. Taiwan Hakka), vowel qualities of
different areas (i.e. Miao-Li Hakka vs. Mei-Nong Hakka in
Taiwan), vowel qualities of different genders (i.e. male vs.
female), and different phonetic variables (i.e. vowel types,
tone types, positions). As for the vowel-extrinsic procedures,
LOBANOV and NEAREY1 served as two indicators less
successful than NEAREY2 and GERSTMAN. This finding,
however, is somewhat in disagreemet with that in Adank,
Smits and van Hout [2], in which the most successful three
indicators were LOBANOV, NEAREY1 and GERSTMAN.

Additionally, this study contributed to a number of
linguistic issues, inclusive of language migration, nativization
and language separation. To begin with, Taiwan Hakka differs
significantly from Mainland Hakka in most of the
normalization procedures (i.e. HZ, LOG, BARK, MEL,
NEAREY2, GERSTMAN), implying the fact that language
migration from Mainland Hakka to Taiwan Hakka has brought
about certain language changes between these two accents.
Secondly, due to the effect of language contact, Taiwan Hakka
has been influenced by some other languages in Taiwan (e.g.
Taiwan Mandarin or Taiwan Min), leading to a process of
nativization (Chung [13]). It is this kind of language
integration or mixing that makes the accent of Hakka in
Taiwan different from the source accent of Hakka in Mainland
China. Thirdly, the current analysis confirms the sutble, but
distinctive, patterns between Miao-Li Hakka and Mei-Nong
Hakka, both of which belong to Si-Xian Hakka, but are
spoken in two regions. In the present investigion, Miao-Li
Hakka and Mei-Nong Hakka are significantly different from
each other in several normalization procedures. Speakers of
Mei-Nong Hakka produced Hakka vowels with significantly
higher F0 and F3, but lower F4, than those of Miao-Li Hakka.
It is interesting to note that language separation makes Hakka
people in these two areas of significantly different accents.
This finding echoes the fact that Ministry of Education (MOE)
in Taiwan published respective versions for these two sub-
types of Si-Xian Hakka in Taiwan (MOE [31]), that is, Si-
Xian (for the Miao-Li accent) and Southern Si-Xian (for the
Mei-Nong accent).

Moreover, this paper adopted an automatic approach to
analyze the acoustic data and set a model of spectral analysis
for future research. Further, the sound analyzer or the spectral
display, as shown in PRAAT, is also a useful instrument in the
process of pronunciation instruction. With the visual cues in
productive and receptive training, language learners may be
provided the solid evidence of their pronunciation in
comparison with the native pronunciation. A visual display of
the F1 versus F2 plane [32, 33] may be instructive in

promoting accurate vowel production or perception. Learners
may also check on themselves and train the auditory
judgments as precisely as the analytical data in the instruments
of modern technology.
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1 Introduction 
Our aim is to determine the information structure of the 
following: 
• the interdisciplinary domain “Intellectual 

technologies and computational linguistics” (for 
short — IT&CL); 

• the scientific text and corpus. 

 Contemporary terminology researches have many 
focuses (see [1]). Within this study we deal with questions 
about terminology, subdomain interaction, information 
structure of the text and the corpus, especially the degree of 
their homogeneity, the core and peripheries. 

 Is the terminology for this interdisciplinary area stable 
(in Russian and other languages other than English)? 

 The goal of this research is to determine the distribution 
features of lexis that are able to distinguish common and 
subdomain terminology. Our objective is to identify keyword 
features as the most informative structural elements, 
describing the scientific domain of the corpus and the text 
position within this corpus. 

 We restricted the task to the study of the following: 
• the text as a context for the keyword; 
• the corpus as a context for the text. 

 The scientific domain of the corpus (corpora) varied 
from “Corpora Linguistics” (monothematic) to “Theory of 
Language & Computational Linguistics” (polythematic). 

2 Data and Methods 

2.1 Data 

 The data for the investigation of the information 
structure for such domain as “IT&CL” is four corpora based 
on proceedings of the four most representative Russian 
international conferences dedicated to IT&CL. We assume 
that each corpus represents its own subdomain of the IT&CL 
topic. So, proceedings of such conferences as “Corpora 
linguistics” of 2004-2008 (for short — CL) and “Dialogue” of 
2003-2009 represent more linguistic topics, while proceedings 
of RCDL and CAI — more technical topics. 

 The material used for the study of the text structure and 
corpus structure consists of (1) the CL corpus (i.e. 
monothematic and homogeneous corpus of the analyzed 
domain) and (2) separate texts from the CL corpus. 

 All the corpora have a morphological annotation. 

2.2 Methods 

 The express analysis of the corpora information structure 
is based on several measures: 

• TF-iDF for keywords; 
• MI (Mutual Information) for collocations. 

 The additional study includes the comparison of the 
frequency of a particular term a particular corpus and the 
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frequency of the same term in all the corpora and weighting of 
these terms using the weirdness measure (KWw) (see [2], [3]). 

 The keyword detection was verified by the result of a 
computational experiment (KWc) and the experiment with the 
informants (KWi). We had the comparative analysis of these 
two sets: KWc & KWi. 

 The visual analysis of the distribution of words (for 
keywords) (1) in the space of the text (for 10 texts of a subset)  
and (2) in the space of CL corpus is made with D. Lande’s 
tools [4,5]. 

 The computational experiment is based on the TF-iDF 
[6] as a traditional measure of the importance of words in the 
most simple (mathematical or calculation) form. We have 
defined the TF (term frequency) in the simplest case as the 
occurrence count of a term in a document (see [7]). The iDF 
(inverse document frequency) is the measure of the general 
importance of the term. 

 A high value of TF–iDF is reached by a high term 
frequency (in the given document) and a low document 
frequency of the term (in the whole collection). 

 We use comparative criterions to discover the words 
with the most keywordness degree. First, we extract the set of 
terms using the method, which is based on comparison of a 
term frequency in a particular corpus and the frequency of the 
same term in all the corpora [8]. Second, we rank and weight 
these terms using the weirdness measure [9]. 

 The experiment with informants was conducted in the 
traditional method with the instruction. The group of 
informants consisted of more than 21 students (“Mathematical 
Linguistics” and “Applied Informatics in Arts and 
Humanities” programs), who were familiar with the domain 
“Corpus linguistics”. All the informants were given the task to 
read the text and write down 10-15 of the most important (for 
its content) words. 

 Each keyword selection (KW) was evaluated according 
to its weight (coefficient of importance): 

• the value of TF-iDF (KWc); 
• the amount of informants, who had written the 

word as a keyword (KWi). 

3 Results. Discussion 

3.1 Corpora in the context of the 
interdisciplinary domain “IT&CL” 

 We have received the data, verifying our hypothesis of 
the role of context in the analysis of texts and collections. The 

proposed method allows us to study the basic features of the 
information structure of scientific texts (subject area). We 
evaluated the sets of keywords (it helps to evaluate the degree 
of compactness of the information structure of texts and 
collections). 

 What is the domain specific of CL? The set of words 
with the most keywordness degree for CL (weighted using the 
weirdness measure in decreasing meanings of measure) 
includes: корпусной /corpus/, национальный /national/, 
параллельный /parallel/, неоднозначность /ambiguity/, 
формат /format/, буква /letter/, омонимия /homonymy/, 
частотный /frequency/, падеж /case/, частота 
/frequency/, критерий /criterion/, ошибка /mistake/, 
категория /category/, текстовой /text/, предлог 
/preposition/, специальный /special/, база /base/. 

 The set of keywords (lemmata) of CL (extracted based 
on the TF-iDF in decreasing meanings of measure) is: текст 
/text/, корпус /corpus/, слово /word/, словарь /dictionary/, 
семантический /semantic/, система /system/, единица 
/unit/, предложение /sentence/, русский /Russian/, тип 
/type/, анализ /analysis/, глагол /verb/, лингвистический 
/linguistic/, работа /work/, следовать /to follow/, форма 
/form/, информация /information/, создание /creation/, 
контекст /context/, исследование /research/, класс /class/, 
речь /speech/, часть /part/, морфологический 
/morphologic/, признак /feature/, результат /result/, 
корпусной /corpus/, лексический /lexical/, структура 
/structure/, грамматический /grammatical/, описание 
/description/, задача /task/, синтаксический /syntactic/, 
пример /example/, словоформа /wordform/, поиск 
/retrieval/, лингвистика /linguistics/. 

 The intersection between CL and other corpora: текст 
/text/, значение /meaning/, система /system/, тип /type/, 
анализ /analysis/, работа /work/, информация 
/information/, результат /result/, структура /structure/, 
задача /task/. 

 The top of keywords (lemmata) of the other three 
corpora (extracted based on the TF-iDF in decreasing 
meanings of measure): 
 CAI — система /system/, решение /decision/, знание 
/knowledge/, модель /model/, задача /task/, множество 
/multitude/, объект /object/; 
 RCDL — система /system/, ЭБ /digital library/, 
документ /document/, ресурс /resource/, работа /work/, 
информация /information/, поиск /retrieval/; 
 Dialogue — слово /word/, текст /text/, значение 
/meaning/, система /system/, русский /Russian/, случай 
/case/, предложение /sentence/, пример /example/; 
so CAI and RCDL are more “technical”, Dialogue — 
“linguistic” conferences. The words related to the intersection 
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of the sets of CL and others corpora have underlying font 
selection. 

 According to our results the IT&CL domain has rather 
technical than linguistic terminology: 87% of keywords 
extracted from the two “technical” proceedings are unique, i.e. 
not being presented in the “linguistic” proceedings; whereas 
only 67% of keywords extracted from “linguistic” conferences 
are unique. The number of shared keywords within one 
subdomain — either “technical” or “linguistic” — is rather 
small and do not exceed 10% of keywords that demonstrates 
heterogeneous nature of the research area. CL and Dialogue 
have 29% “technical” terminology. 

 What is the domain specific of the other corpora? What 
is the main difference of CL from the other corpora? The best 
answer is the sets (the tops of the sets) of words with the most 
keywordness degree for these – others – corpora (weighted 
using the weirdness measure in decreasing meanings of 
measure): 
 CAI — нечеткий /fuzzy/, следующий /next/, принятие 
/acceptance/, среда /environment/, обучение /learning/, 
интеллект /intellect/, заключение /conclusion/, логический 
/logical/, моделирование /modeling/, критерий /criterion/, 
эксперт /expert/, искусственный /artificial/, определять /to 
define/, атрибут /attribute/, рассуждение /reasoning/, 
робот /robot/, программный /programmatic/, обучать /to 
learn/; 
 RCDL — ЭБ /digital library/, ВЕБ /web/, метаданные 
/metadata/, сервис /service/, каталог /catalog/, библиотека 
/library/, архив /archive/, сервер /server/, коллекция 
/collection/, доступ /access/, публикация /publication/, 
распределенный /distributed/, интеграция /integration/, 
индикатор /indicator/, стандарт /standard/, ссылка /link/, 
обеспечение /support/, Россия /Russia/; 
 Dialogue — посессор /possessor/, аллофон /allophone/, 
акцентоноситель /word marked with accent/, тринотация 
/tree-annotation/, инфопортрет /infoportrait/, селькупский 
/Selkup/, фонограмма /phonogram/, непереходный 
/intransitive/, дейктический /deictic/, фразема /phrase/, 
жестовый /sign/, намек /hunt/, гласный /vowel/, нарратив 
/narrative/, повествование /narration or narrative/, 
невербальный /nonverbal/, указательный /indicating/, пауза 
/pause/. 

 It is important that the sets of words with the most 
keywordness degree – weighted using the weirdness measure 
in decreasing meanings of measure – have the minimum of 
the intersections in contradistinction to the sets of keywords 
weighted using TF-iDF measure 

3.2 The text in the context of corpus “CL” 

 What texts are thematically central (in context of 
collection) and what texts are in periphery? Characteristics of 

the information structure of the text were analyzed by 
comparing KWi and KWc sets. 

 We define the main topics both with the help of the 
keywords and the terminology bigrams (the top of MI-
collocations): речевая деятельность /speech perception and 
speech production/, художественная литература /fiction/, 
корпусная лингвистика /corpus linguistics/, 
математическая лингвистика /mathematical linguistics/, 
словарная статья /dictionary entries/, предметная 
область /domain/, машинный перевод /machine translation/, 
семантическое состояние /semantic state/, разрешение 
неоднозначности /disambiguation/, английский язык 
/English/, грамматическая категория /grammatical 
categories/, база данных /database/, лексическая единица 
/lexical item/, русский язык /Russian/, часть речи /part of 
speech/, морфологическая разметка /morphological 
annotation/, etc. ([10], [11]). 

 Examples of the text thematically central to the 
collection and the text on the periphery may serve as a 
“Text1” and “Text 2”. The assignment of texts to these groups 
should be based on (1) the analysis of each of the two sets of 
keywords (KWc and KWi), (2) comparing the KWc & KWi 
sets and (3) comparing the characteristics of the text with the 
characteristics of the collection as a whole (sets of keywords 
and terminology collocations). 

 Text №1. KWi with a maximum weight (coefficient of 
importance) contain the terminology, which was determined 
by the terminology collocation: словарь /dictionary/, корпус 
/corpus/, текст /text/, термин /term/, etc. KWc set contains 
keywords that are relevant to a text in relation to CL. These 
keywords occur in this text very often, and it is enough to high 
values of TF–iDF. 

 At the intersection of the sets of KWc and KWi there are 
the following: термин /term/, модуль /module/, обучение 
/learning/, тематизация /theming/, конкорданс 
/concordance/, иерархия /hierarchy/, встречаемость 
/occurrence/, наполнение /content/, статистический 
/statistical/, словарь /dictionary/, классификация 
/classification/, предметный /object/. The intersection is 
about 50% of each list. This intersection is compatible with 
the information structure of the collection (see table I). 

TABLE I.  KWC &  KWI SETS FOR THE TEXT №1 
(THE TEXT THEMATICALLY CENTRAL TO THE COLLECTION) 

KWc KWi 

термин /term/ 
словарь /vocabulary or
dictionary/ 

модуль /module/ корпус /corpus/ 

обучение /learning/ текст /text/ 
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KWc KWi 

тематизация /theming/ термин /term/ 

конкорданс /concordance/ конкорданс /concordance/ 

статистика /statistics/ анализ /analysis/ 

иерархия /hierarchy/ статистический /statistic/ 

тема /topic/ автоматический /automatic/ 

неразмеченный /non-marked/ модуль /module/ 

просматривать 
/to look through/ 

обучение /learning/ 

обучать /to learn/ тематизация /theming/ 

сообщение /report/ разметка /markup/ 

встречаемость /occurrence/ предметный /subject/ 

наполнение /content/ обработка /processing/ 

статистический /statistic/ структура /structure/ 

выборка /sampling/ иерархия /hierarchy/ 

словарь /vocabulary or
dictionary/ 

информация /information/ 

дообучение /learning/ лексический /lexical/ 

словокомплекс /word-complex/ наполнение /content/ 

терминообразовать 
/to form a term/ 

классификация 
/classification/ 

классификация 
/classification/ 

технология /technology/ 

наследование /inheritance/ встречаемость /occurrence/ 

механизм /mechanism/ выборка /sampling/ 

документооборот 
/documents circulation/ 

частота /frequency/ 

словарный /lexical/ создание /creation/ 

предметный /subject/ словарь /dictionary/ 

Words related to the intersection of the sets of KWc and KWi 
have bold font selection. 

 Text №2. KWi with a maximum weight rarely 
correspond to the terminology, which was determined by the 
collocation of terminology. 

 There are fewer such comparisons for a set of KWc 
(KWc represents a main part of the phonetic terminology). 
The intersection of the sets includes звук /sound/, фонема 
/phoneme/, комбинация /combination/, сочетание 
/combination/, at all — no more than 16% intersections (see 
table II). 

TABLE II.  KWC &  KWI SETS FOR THE TEXT №2 
(THE TEXT ON THE PERIPHERY) 

KWc KWi 

звук /sound/ язык /language/ 

фонема /phoneme/ фонема /phoneme/ 

KWc KWi 

комбинация 
/combination/ 

фонотактика 
/phonotactics/ 

согласный /consonant/ поиск /retrieval/ 

взрывной /plosive/ иностранный /foreign/ 

задний /back/ звук /sound/ 

преграда /barrier/ транскрипция 
/transcription/ 

сонант /sonant/ программа /program/ 

транскрипционный 
/transcriptional/ 

словарь /dictionary/ 

передний /front/ комбинация 
/combination/ 

позиция /position/ анализ /analysis/ 

редукция /reduction/ 
<звуковая> оболочка 
/<sound> shell/ 

помочь /to help/ звуковой /sound/ 

сочетание /combination/ система /system/ 

британский /British/ текст /text/ 

гласная /vowel/ статистический /statistic/ 

иноязычный /foreign 
language / 

сочетаемость 
/compatibility/ 

иностранный /foreign/ поисковый /searching/ 

безусловно /certainly/ электронный /electronic/ 

английский /English/ сочетание /combination/ 

альвеолярный /alveolar/ 
перекодировка 
/conversion/ 

англичанин /Englishman/ модель /model/ 

апикальный /apical/ изучение /study/ 

аффриката /affricate/ слово /word/ 

боковой /side/ проблема /problem/ 

Words related to the intersection of the sets of KWc and KWi 
have bold font selection. 

 Keywords in the table III are in the decreasing order by 
their weight. Words related to the intersection have bold font 
selection. 

TABLE III.  IDF FOR WEIGHTING KWC 

Text 1 Text 2 

Word iDF Word iDF 

термин /term/ 1.1 звук /sound/ 2.6 

модуль /module/ 1.8 фонема /phoneme/ 3.7 

обучение /learning/ 1.5 комбинация 
/combination/ 

1.9 

тематизация /theming/ 4.8 согласный /consonant/ 3.2 

конкорданс 
/concordance/ 

2.1 взрывной /plosive/ 4.1 

статистика /statistics/ 3.2 задний /back/ 4.8 

иерархия /hierarchy/ 2.1 преграда /barrier/ 4.8 
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Text 1 Text 2 

Word iDF Word iDF 

тема /topic/ 0.7 сонант /sonant/ 4.8 

неразмеченный 
/non-marked/ 

4.8 транскрипционный 
/transcriptional/ 

4.8 

просматривать 
/to look through/ 

4.8 передний /front/ 4.1 

обучать /to teach/ 2.3 позиция /position/ 1.2 

сообщение /report/ 2.3 редукция /reduction/ 3.7 

встречаемость 
/occurrence/ 

2.2 помочь /to help/ 3.4 

наполнение /content/ 2.6 сочетание 
/combination/ 

1.1 

статистический 
/statistic/ 

1.0 британский /British/ 3.0 

выборка /sampling/ 1.7 гласная /vowel/ 3.0 

словарь /dictionary/ 0.3 иноязычный /lingual/ 3.0 

дообучение / additional 
training/ 

4.8 иностранный /foreign/ 1.0 

словокомплекс 
/word-complex/ 

4.8 безусловно /certainly/ 2.6 

терминообразовать 
/to form a term/ 

4.8 английский /English/ 1.2 

классификация 
/classification/ 

1.2 
альвеолярный 
/alveolar/ 

4.8 

 
 We divide the terms into tree classes: 

• iDF>4 => the term presents less than 20%,  
• iDF<2 => more than 40%,  
• iDF <=4 & >=2. 

 This division allows one to extract terminology: 
• Specific terms for the certain text, 
• Common terms for the corpora (the main topics), 
• Terms intermediate nature 

 The interpretation of the results includes the 
spectrograms to visualize the density of occurrence of words 
in a text or a corpus, depending on the width of the 
observation window [5]. 

 Examples of interpretation keywords within text №1 (the 
text thematically central to the corpus CL) are presented on 
spectrograms 1-5: 

 
SPECTROGRAMM 1. “TERM (TERMINOLOGY)”  DISTRIBUTION 

 
SPECTROGRAMM 2. “V OCABULARY”  DISTRIBUTION 

 
SPECTROGRAMM 3. “TEXT”  DISTRIBUTION 

 
SPECTROGRAMM 4. “CORPUS (CORPORA)”  DISTRIBUTION 

 
SPECTROGRAMM 5. “CONCORDANCE”  DISTRIBUTION 

 Why these words became keywords for the text №1? The 
answer includes the information about not only frequency, but 
also about distribution of words: regular or irregular, 
concentration near the beginning or near the end of the text. 
Such analysis allows us to understand what the place of the 
keywords in the text information structure (especially for the 
scientific text) is. Moreover — the distributions specify, where 
it means object, or method, or result. It depends on a regular 
(or irregular) distribution, localizations in the certain 
composition segment (according to the principles of scientific 
academic text structuring), concentration near the beginning or 
near the end of the text and so on (see [12], [13]). Thus we can 
say that distributions specify some features of keywords and 
the most probable roles in the text frame. 

 We can say that such keywords as “terminology”, “text” 
(or text structure) and “vocabulary” are the main objects for 
the text №1 and it is argued by their distribution in space of 
text. The other distribution would be characterized, for 
example, result or data. 
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 Examples of interpretation keywords within the corpus 
CL are presented on spectrograms 6-10 (text №1 is the 
thematically central to this corpus and it is essential to see 
some similarity between spectrograms 1-5 spectrograms 6-10): 

 
SPECTROGRAMM 6. “TERM (TERMINOLOGY)”  DISTRIBUTION 

 
SPECTROGRAMM 7. “V OCABULARY”  DISTRIBUTION 

 
SPECTROGRAMM 8. “TEXT”  DISTRIBUTION 

 
SPECTROGRAMM 9. “CORPUS (CORPORA)”  DISTRIBUTION 

 
SPECTROGRAMM 10. “CONCORDANCE”  DISTRIBUTION 

 Why these words became keywords for the 
monothematic corpus CL? The answer includes information 
about not only frequency, but also about distribution of words: 
regular or irregular, concentration near the beginning or near 
the end of the text (as it was for keyword in text context, 
certainly for the text in the nuclear of topic area (nuclear for 
the corpus). Such analysis allows us to understand what the 
place of the keywords in the corpus information structure 
(especially for the scientific text) is. Moreover — the 
distributions can specify, where it means object, or method, or 
result. It depends on the main features of distribution (more 
regular / more irregular distributions, specific localizations), 
but not — concentration near the beginning or near the end of 
the corpus. 

4 Conclusions 
 We have determined the distribution features of lexis that 
distinguish common and subdomain terminology. We suppose 
that one of the most important results of our study is the 
methodology for identifying and extracting keyword features 
as the most informative structural elements, describing the 
scientific domain of the corpus and the text position within 
this corpus. Further directions of our research have the focus 
on the evaluation. Our plans include evaluation of the 
experimental series with informants and experts, where 
informants are master and PhD students studying computer 
science and/or linguistics. We want to collect informants for 
the different subdomains within the interdisciplinary domain 
“IT&CL”. 
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Abstract – Aspects of curriculum design automation using 

semantic analysis of Web texts to develop candidate keywords 

and voting alternatives, as well as methods of optimal 

aggregation of individual expert decisions are presented. It is 

shown how semantics analysis of online texts can help with: 

generating of initial version of the curriculum; generating of 

candidate keywords and alternative options for improving the 

curriculum; building hierarchy of categories of the subject 

area or domain; detecting the change of domain knowledge 

state and defining structural knowledge dependencies; 

monitoring terminology and knowledge base of the subject 

area or domain. It is shown how the techniques of optimal 

integration of individual expert decisions in selecting of 

automatically generated alternatives helps to create the 

highest quality curriculum. 

Keywords: curriculum design; semantic analysis of Internet 

texts, competency assessment, optimal aggregation rules, 

voting records 

 

1 Introduction 

  At present, many educational institutions participate in 

intensive methodological work on development of educational 

standards, appropriate training programs and curriculums. The 

high education curriculum must meet the requirements of 

quality education and follow the speed of technological and 

scientific revolution boosted by progress in information and 

communication technologies. At the same time, the study of 

the semantics of terabytes of Internet texts can help to upgrade 

the curriculum, making possible fully automated monitoring 

of the knowledge base. 

Next generation of curriculum development systems requires: 

• revision of the curriculum development process, 

including information processing scheme and the use of 

semantic web searches based on keywords; 

• the use of semantic analysis of large volumes of online 

texts to determine the key terms/keywords of the domain and 

their semantic relations; 

• the use of automated tools to maintain relevance of 

term/keyword to the specific subject area of curriculum; 

• participation of a large number of experts in curriculum 

development; 

• the use of automated tools for collective decision 

support.  

 

2 Automated tools for curriculum design 

 

 The university curriculum is a document which 

summarizes the structured content, knowledge, skills and 

abilities for learning by students. The material is usually 

divided into sections and themes, contains a hierarchy of 

sections and the sequence of their study. 

In many cases, curriculum can be formally presented as a list 

of keywords/terms of the subject area and a set of hierarchical 

relationships between them that form a tree-like structure. 

Such hierarchical structure of the curriculum can be created 

by a group of experts that have to: 

- select keywords/terms for inclusion in the curriculum from a 

list of automatically generated candidate terms; 

- build a hierarchy of selected terms by specifying hierarchical 

(parent-child) relationships between them. 

Experts can use so-called associative portrait of subject area 

that can be generated automatically to reduce the amount of 

work on keyword/term selection. 

Associative Portrait of Subject Area (APSA) – is a set of 

associative relationships between keywords/terms that are 

relevant to the subject area. Automatic methods of finding 

associative relationships between terms are based on the 

calculation of their semantic similarity. If semantic similarity 

between two terms is high then we consider that these terms 

have an associative relationship. Semantic similarity is also 

called as semantic distance or connectivity. The method of 

calculation of semantic similarity is presented below. 
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2.1 Automatic method of analysis and 

calculation of semantic similarity 

Most automated tools and technologies for curriculum design 

are based on the method for calculation of semantic 

connectivity and distance usually called "semantic similarity 

of terms". 

Method of calculation of semantic similarity of terms is based 

on statistical analysis of large bodies of text from the Internet. 

In our work the method has been successfully used for 

keyword research, identification of related and core keywords, 

calculation of keyword/term clusters, finding categories of 

clusters and their hierarchical relationships. 

The proposed model presents keywords/terms of the 

curriculum in a form of several clusters of terms that 

dynamically change over time in quantity, structure and even 

meaning.  

To define, analyze and “calculate” clusters there is a need to 

understand a measure of semantic similarity between terms 

also called as semantic distance or connectivity. 

The most efficient approach to calculate semantic similarity of 

terms is based on the use of distributional semantic models 

[3]. 

Distributional semantic models were successfully used for the 

following tasks: word similarity, word clustering, automatic 

thesaurus generation, word sense disambiguation, query 

expansion; enabling their application for automated 

curriculum design. 

Distributional semantic models, variously known as vector 

spaces, semantic spaces, word spaces, corpus-based semantic 

models, distributional memory, all rely on some version of the 

distributional hypothesis, stating that semantic similarity 

between two words/terms can be modeled as a function of the 

degree of overlap among their linguistic contexts. 

In other words distributional hypothesis [3] is claiming that 

semantically related lexemes/terms have similar context and, 

conversely, in a similar context, the lexemes are semantically 

close. The proposed model uses advanced hypothesis, 

suggesting that context similarities exist not only for 

semantically similar individual lexemes, but also for 

semantically similar phrases containing multiple lexemes and 

terms. 

Web contains astronomical and constantly growing amount of 

textual documents and linguistic contexts, enabling 

calculation of semantic similarity of terms and curriculum 

keywords migration with growing precision over time. 

The most modern versions of Distributional semantic models 

are Word Space Models and Distributional Memory Models. 

Most of the criticism of these models stems from the fact that 

term-document and word-context matrices typically ignore 

word order. 

In contrast with Word Space Model and Distributional 

Memory our approach uses more precise method of analysis 

and calculation of semantic distance and connectivity 

accounting “fine-tuning” of semantic relations and presence of 

word combinations and as well as keywords in a context. 

Advanced method applied in our research is presented below. 

 

2.2 Advanced method for calculation of 

semantic similarity 

Advanced method for calculation of semantic 

similarity/distance uses statistical methods for selection of 

important terms from the body of texts. 

These selected terms can be words, or word combination, or 

named entities. The word order within selected terms is very 

important and is not ignored.  

 

Let n is the number of selected terms. 

Then we create symmetric term–context matrix (n-by-n), 

which elements are calculated based on co-occurrence of 

selected terms in a corpus of texts. 

When we calculate the matrix elements, we can use special 

lexico-syntactic patterns (e.g., x "is a" y | y "including" x | x 

"such as" y) to extract specific types of semantic relationships 

between terms (hierarchical, genus-species, the part-whole). 

Each row of the matrix can be interpreted as a vector in n-

dimensional coordinate space corresponding to certain 

selected term. We call this vector a Context Vector 

corresponding to certain term. 

The set of such context vectors together forms a high 

dimensional Semantic Vector Space. 

Semantic similarity between the terms x and y is calculated 

based on the cosine measure between the corresponding 

vectors according to the following formula: 
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The terms x and y are considered to be 

similar/connected/associated if the cosine measure of their 

vectors has a large value. 

 

2.3 Formal definition of APSA 

 

Formally, the APSA is defined as a graph G = (V, E) with 

nodes v of V, representing significant keywords/terms and 

links of the graph (v-i, v-j, Link, w-ij) of E, describe the 

relationship between terms. Here w-ij is the weight that 

expresses the measure of semantic similarity between terms. 

Link represents the type of the context of terms v-i and v-j. 

This context type is related to type of relationship between 

terms v-i and v-j. The context type is determined by the 

parameters of the algorithm for calculation context vectors, 

such as the size of the context window, or type of syntactic 

template binding the terms. 

 

2.4 Automatic methods of APSA creation 

 

The process of APSA creation implied a set of methods, 

including: 

-identification of Internet texts related to the specified subject 

area or domain; 

-identification of relevant keywords/terms and their ranking; 

-identification and ranking of associative relationships 

between keywords/terms. 

These methods are based on the preliminary studies on texts, 

including those taken from various Internet resources. 

Processing large volumes of texts, constantly updated in the 

Internet, allows us to collect the necessary statistical data to 

generate a fairly complete picture of the subject area, 

presented in the form of APSA. The ability to perform 

machine learning on a large number of examples gives the 

system flexibility and improves the results. 

Thus automatic nature of APSA creation helps to monitor 

terminology and knowledge base of the subject area or 

domain and helps to detect the change of domain knowledge 

state and define structural knowledge dependencies. 

 

 

 

2.5 Method for curriculum development using 

APSA  

 

APSA technology helps to identify the list of relevant 

keywords/terms that can be considered as candidate keywords 

for inclusion in the curriculum. The list of keyword candidates 

can be also considered as a list of voting alternatives. Experts 

can vote for every keyword candidate and make collective 

decision: include it or not in the curriculum. 

APSA technology also helps to identify the list of associative 

relationships between keywords/terms in curriculum. These 

associative relationships can be considered as candidates for 

hierarchical relationships between terms. Experts can vote for 

every candidate relationship and make collective decision: 

include it or not in the curriculum as hierarchical relationship. 

This way experts can create a hierarchy of categories/sections 

included in the curriculum. 

 

2.6 Algoritm for curriculum development 

 

Formally, the actions of experts to build the initial version of 

the curriculum and to identify possible changes of its 

keywords/terms can be described by the following algorithm. 

1. Set of initial terms/keywords is given defined 

manually or taken from the old curriculum 

2. Collect text from Internet with predefined 

keywords (formation of body of texts for various 

time slots) 

3. Design context vectors that determine meaningful 

closeness and dependency between keywords at 

various moments of time and time slots (point and 

evolution dependency) 

4. Searching clusters of closely related keywords 

5. Searching of the hierarchical structure of cluster 

dependency (hierarchical clustering). 

6. Calculate the center of the cluster of 

keywords/terms related to the domain or subject 

area. 

7. Those new terms that are closer to the cluster 

center are candidate terms for inclusion in the 

curriculum. 

8. Those keywords that are more distant from the 

cluster center are candidate terms for exclusion from 
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the curriculum. After deletion these candidate terms 

the cluster center changes its position and thus 

motion of the curriculum is defined. 

 

3 Automated tools for  collaborative 

decision making 

 

 The speed of scientific and technological revolution and 

the amount of knowledge in every domain is constantly 

growing. As a result we have a growing number of specific 

terms in the domain, as well as increasing rate of changes in 

curriculum terminology. 

All this leads to the fact that we need more and more experts 

working together to maintain up-to-date curriculum. 

In a large expert team the diversity of expert opinions and 

their competences can vary widely and it makes more difficult 

for them the quick creation of collective decisions. In other 

words, the larger expert team, the harder natural process of 

creating timely collective decisions without using special 

automated tools. 

That’s why there is a need for automated tool combining 

individual decisions of experts. This collaborative decision-

making (CDM) tool coordinates the functions and features 

required to arrive at timely collective decisions, enabling all 

relevant experts to participate in the process. The core output 

of CDM tool is making better decisions. 

This CDM tool can help to make better the following two 

types of collective decisions: 

- whether or not to include a particular term in the curriculum, 

as well as  

- which of the APSA relationships between terms can be 

considered as hierarchical relationships.  

The CDM tool can use Internet for communication purposes 

and a special optimal algorithm described below for collective 

decisions support. 

 

4 Algorithm for optimal aggregation     

of expert’s individual decisions 

 

 E. Baharad, J. Goldberger, M. Koppel and S. Nitzan in 

the article "Beyond Condorcet: Optimal aggregation rules 

using voting records" describe the following optimal 

algorithm for combining expert decisions. 

 

1) Select some initial weights (shares) for decisions of each 

expert. 

2) For each expert, using the story of his decisions, calculate 

the probability of convergence of his individual decisions with 

the weighted collective decision. 

3) Calculate the new weighs for each expert based on his 

probability calculated in step 2. 

4) Repeat steps 1-3 until the new weights converge with those 

calculated in the previous iteration. 

 

Baharad, Goldberger, Koppel and Nitzan indicated that the 

above algorithm for combining expert decisions works better 

than any other judgment aggregating rule; in particular, it is 

better than collective decision making based on a simple 

majority rule.  

 

The above algorithm uses linear combination of expert 

decisions. The main result in Nitzan and Paroush (1982), as 

well as Shapley and Grofman (1984) was the claim that if the 

probability of a correct decision of each expert is known, then 

a linear aggregation rule of their decisions is optimal, and the 

maximum probability of correct collective decision is reached 

when the weights (shares) of experts are calculated by the 

formula Wi = log (Pi/1-Pi), where Pi is the probability of a 

correct decision of the expert with the number i. 

 

Thus, the algorithm described above optimally integrates 

individual expert decisions into optimal collective decision. 

This algorithm provides the highest quality curriculum that 

can be created by given group of experts with different skills. 

 

5 Conclusions 

 In this paper we describe the algorithm for the optimal 

integration of individual expert decisions in selecting 

automatically generated alternatives, which were taken from 

the associative portrait of subject area (APSA) that was 

automatically calculated. The above algorithm provides the 

highest quality curriculum for a given group of experts with 

different skills. 
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Abstract - The Russian-French parallel corpus as a part of 
the Russian National Corpus is being transformed into a 
multivariant corpus where several translation variants 
correspond to one and the same original text. On the basis of 
this corpus, a Database of functionally equivalent lexico-
grammatical verbal forms is being created. The main purpose 
of database creation is to calculate statistical estimates of 
equivalences between Russian and French verbal forms. The 
paper discusses information technology for creating the 
Russian-French multivariant parallel corpus and the database. 

Keywords: parallel multivariant corpora; Russian National 
Corpus; XML markup for Russian-French parallel texts; 
lexico-gramatical forms; functional equivalence; statistical 
estimates of equivalences 

 

1. Introduction 
Creating databases for cross-linguistic studies is a time-

consuming process, but it is justified by the richness of 
linguistic data, including information on lexical units and 
grammatical structures they provide. Data can be loaded into 
such databases from off-line sources or digital resources such 
as parallel corpora [1]. The use of parallel corpora to create 
databases for cross-linguistic and contrastive studies allows to 
streamline actual research [2-5]. Contrastive study is very 
productive for development of conceptualization models. 
Functional motivation of cross-linguistic models for machine 
translation and parallel texts alignment was presented in the 
works [6-9]. 

The parallel corpora within the Russian National Corpus 
(RNC) have been developed since 2005 [2, 3]. At the present 
time, within the RNC there are eight bilingual parallel corpora, 
with Russian as the source language and eight other languages 
(English, German, French, Spanish, Italian, Polish, Ukrainian, 
Belarusian) as target languages and one multilingual parallel 
corpus. The RNC includes Russian-French and French-Russian 
parallel corpora with a single translation for each textual pair. 
In 2013, the Russian-French parallel corpus will be 
transformed into a multivariant corpus with one Russian 
original and several French translations for each text. The 

multivariant corpus of parallel texts will be formed on the basis 
of the preexisting monovariant parallel corpus. In this corpus 
the sentence-alignment association between an original text 
and translated texts should be maintained. 

The purpose of this paper is to outline the research 
questions related to the creation of the Database of functionally 
equivalent lexico-grammatical verbal forms using the Russian-
French multivariant parallel corpus. One of the main objectives 
of the database creation is to obtain the statistical estimates of 
different types of equivalences between Russian and French 
verbal forms. In this paper we outline our experience with the 
development of information technologies for creating the 
Russian-French multivariant parallel corpus and the database 
simultaneously. 

The information technology for creating the corpus and the 
database should support the following basic functions: 

 alignment of the parallel texts with several variants of 
translation and XML markup for parallel texts; 

 morphological annotation and lemmatization of the 
parallel texts; 

 including the parallel texts with several variants of 
translation into the corpus; 

 development of the database of the equivalent lexico-
grammatical verbal forms; 

 establishing correspondences between Russian lexico-
grammatical verbal forms and their French translational 
equivalents, i.e. the functionally equivalent fragments1; 

 calculating the statistical estimates of these 
equivalences between Russian and French verbal forms. 

The main research question is how to align and mark up the 
parallel texts in order to establish equivalences between 
Russian and French verbal forms. 

                                                           
1  The notion “functionally equivalent fragment (FEF)” was 

introduced in [2] for resolving the tasks of computer linguistics within the 
domains of contrastive lexicology and bilingual lexicography. 

The reported study was partially supported by RFBR, research project 
No. 12-06-33038 and project No. 13-06-00403. 
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2. Different translations of the same 
text: methodological tasks 

We propose a framework for aligning several French 
translations of the same Russian text within the French-Russian 
parallel corpora. The Russian prose has been translated into 
French for more than 150 years, and translations of different 
periods greatly vary as to their accuracy, choice of lexicon and 
grammar, and style. A comparison of these translations can be 
a valid task per se. Lexical and grammatical studies performed 
on parallel corpora can reflect objective variability in the target 
language and can be a valuable resource for contrastive 
grammatical description of both languages. For instance, one 
can expect to observe greater variability amongst the 
translations when there are structural differences between the 
two languages (a Russian «signifié» with no clear 
correspondence in the French lexicon is more likely to exhibit 
variation in its translations). Several fruitful avenues of 
research are opened: 

 Research may provide valuable insight into phenomena 
of short-term diachronical variation: some variation in 
the translation of the same source texts may be related 
to diachronic variation in the target language; 

 When lexical and grammatical values differ between 
the two languages, the inventory of the choices made 
by the translators may help uncovering the values of 
the elements translated. For instance, how the Russian 
aspectual system is reflected into the French system? 
Which are the various options, and how are they 
conditioned by the context? This line of research will 
bring new elements to the contrastive grammar of 
Russian and French; 

 The variability of translations may help discern the 
intricate parameters – cultural, stylistic, lexical and 
grammatical – at work in the translation process, since 
local choice may be interpreted in the wider context of 
the choices made by the translator. 

Since the corpus is built on texts for which several 
translations are available, the corpus will rely mainly on the 
classical Russian fiction writers of the last 150 years. It will be 
based on the larger Russian-French corpora previously built for 
the RNC, which also contains law texts, movie scripts, and 
newspapers. In the literary classics, special attention will be 
given to specific axes of variation, in particular the ones of 
diachrony and genres (novel, short story, children's literature). 

Quantitative methodologies for contrastive grammatical 
description based on aligned corpora are being elaborated. 
Quantitative methods may be used for identifying the most 
frequent cases of variability. If there are some well known 
cases of discrepancies between the Russian and the French 
linguistic systems, a systematic outline of the importance of 
variation in the translation according to grammatical and 
lexical features is still to be done and may prove to be a 
valuable resource. This quantitative investigation will provide 
an empiric basis for building a typology of translation 
discrepancies. 

Quantitative analyses may also be used for analyzing the 
regular correspondences between the two linguistic systems. 
Factor analysis, and in particular Correspondences analysis, is 
well suited for this task of identifying the stable groups of 
contextual features across numerous instances of variants. 
Statistical analysis is used as a mean for providing a summary 
of numerous translations under examination. While each single 
context is of no use for drawing conclusions, and while it is 
also impossible to figure out the big picture when dealing with 
numerous collected contexts, statistical analysis is useful for 
mapping variants. 

3. Equivalences between Russian and 
French verbal forms 

The entry of the database is an equivalence, i.e. a pair of 
functionally equivalent Russian and French forms. Within the 
information technology for creating the Russian-French 
parallel corpus two types of equivalences should be 
distinguished: 

  “translation models” – the set of French translations 
{F1, ... Fn} for a Russian verbal form R; 

 “translation stimuli”– the set of Russian “stimuli” {R1, 
... Rn}, to which a French form F is a “reaction”. 

The equivalences of the first type (including their statistical 
characteristics) provide us relevant information on the structure 
of the Russian language, whereas the equivalences of the 
second type specify characteristic features of the French 
language. Since the main object of our interest is Russian, on 
the first stage we take into consideration only the equivalences 
of the first type, i.e. the “translation models”. A further 
expansion of the database is possible in the direction of 
including data from the parallel French-Russian corpus; they 
will answer the question “What are the French ‘stimuli’ that 
provoke as ‘reaction’ to a specific Russian form?”. 

In our database we explore the cluster of grammatical 
categories known in typological studies as TAM (Tense-
Aspect-Mood, see [10-14]). We impose the following 
restrictions: we include only finite verbal forms, and we do not 
consider the category of voice and other divergences due to the 
conceptualization modes. The set of TAM values for the 
languages in question is generally well established (although 
there is a number of controversial issues). Our list was created 
on the basis of the existing Russian and French grammars and 
the researches on Russian grammar, including corpus-based 
ones [15-22]. 

The conceptual category of modality is generally 
considered to be composed of two parts, viz. objective and 
subjective modality. Objective modality is represented by the 
grammatical category ‘mood’ and enters the TAM cluster. The 
set of values of the category of subjective modality constitutes 
another cluster (Mod): it was elaborated especially for the 
purposes of creating our database on the basis of grammatical 
descriptions [15, 16, 23, 24]. 

We have introduced the notion “lexical-grammatical form” 
(LGF); it is understood as a combination of grammatical 
features as such, or ascribed to a class of lexemes or even to an 
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individual lexeme (cf. the term “construction” in Construction 
Grammar [25-27]). For an equivalence as a database entry, the 
set of Russian LGFs constitutes the Source domain, the set of 
French LGFs – the Target domain (which is naturally not 
limited by verbal forms). 

A database entry is conceived as having a three-level 
structure. The upper level is designed to search for information 
objects, which we call “hyperequivalences”, the medium level 
– search for “polyequivalences”, the lower one – for 
“monoequivalences”. 

Monoequivalence is a binomial tuple (an ordered pair) of 
the form <Rn(i); Fm(j)>, where the first position is occupied 
by the i-th occurrence of a LGF Rn. Each occurrence Rn(i) is 
provided with its “address” in the Russian part of the database 
(all occurrences of each form, in both Russian and French parts 
of the database are indexed). The second position is occupied 
by the j-th occurrence of the French LGF Fm, functional 
equivalent to Rn(i) in one of the French translations. The Table 
I contains a preliminary list of monoequivalence types and 
examples of their realizations (which are partially taken from 
comparative Russian-French grammars [28-30]). 

TABLE I.  MONOEQUIVALENCE TYPES 

Monoequivalence 
type 

Russian sentence French translation 

<Fut-PF; Pr> Я вернусь через 10 
минут; 

Что я ему скажу? 

Je reviens dans 10 minutes; 
Qu’est ce que je lui dis? 

<Pres-PF; Pr> не пойму Je n'y comprends rien 

<Past-PF(= ‘fut’); 
Pr> 

Ну я пошел Eh bien, je pars 

<Past-PF; Pr> Он только что 
вышел  

Il sort à l’instant 

<Imperat; Pr> А ты помолчи! Toi, tu te tais! 

<Fut-PF; Pr> Если я его увижу, я 
ему это скажу 

Si je le vois, je le lui dis 

<Fut-PF; Pr> Если я его увижу, я 
ему это скажу 

Si je le vois, je le lui dis 

<Pr; Imparf> Он понял, что она 
его любит 

Il a compris qu’elle l’aimait 

<Pst-PF: PqParf> Он понял, что она 
его любила 

Il a compris qu’elle l’avait 
aimait 

<Conj; Imparf> если бы я знал, я бы 
сказал 

si je savais je dirais 

<Fut-PF; FutAnt> я закончу через час J’aurai fini dans une heure 

<Fut-PF; PasCom> Если в понедельник 
ничего от меня не 

получишь, 
возвращайся 

Si lundi tu n’as rien reçu de 
moi, reviens 

<Vfin, что Past-
PF; Vfin+InfPas> 

сожалею, что не 
сказал  

je regrette de n’avoir pas dit

<Vfin что/как; 
Acc.c.Inf> 

Я видел, что он 
вернулся 

je l’ai vu revenir 

<Vfin + Inf; Vfin + 
Inf> 

Майор Ковалев 
имел обыкновение 

каждый день 
прохаживаться по 
Невскому проспекту

Le major Kovaliov avait 
l'habitude de se promener 
chaque jour dans l'avenue 

Nevski. 

<Vfin + Inf; Vfin > Он начал щупать 
рукою, чтобы 

узнать: не спит ли 
он?  

il tâta avec la main, se pinça 
pour se convaincre qu'il ne 

dormait pas 

<Vfin + DET; Vfin 
+ Inf> 

Послушай, 
голубушка, - 
говорил он 

обыкновенно, 
встретивши на 
улице бабу, 
продававшую 
манишки 

Écoute un peu, ma chère, 
avait-il coutume de dire 

lorsqu'il rencontrait une de 
ces femmes qui vendent des 

chemises dans les rues 

<Vfin + DET; Vfin 
+ Inf> 

Бедный Ковалев 
чуть не сошел с 

ума. 

Le pauvre Kovaliov faillit 
devenir fou. 

 
Polyequivalence is a binomial tuple of the form <Rn(i); 

{Fm(j), Fk(r), …}>, which represents a  combination of several 
monoequivalences with the identical first position (<Rn(i); 
Fm(j)>, <Rn(i); Fk(r)> etc.), i.e. the set of French translations 
of the given Russian form in the given Russian sentence. So, 
for the i-th occurrence of the Russian LGF Rn the French form 
Fm appears as its functional equivalent in the first translation, 
the form Fk appears in the second French translation, and so 
on.  The index j for the form Fm indicates that the i-th entry of 
the form Rn corresponds to j-th occurrence of the form Fm in 
the first French translation, index r denotes that to the i-th 
occurrence of the Russian LGF Rn corresponds the r-th 
occurrence of the French form Fk in the second translation, and 
so on; cf. a polyequivalence type and an example of Russian 
sentence and two French translations in the Table II. 

TABLE II.  POLYEQUIVALENCE TYPE 

Polyequivalence 
type 

Russian sentence French translations 

<Conj;{CondPas, 
VDisp(CondPas) + 

Inf}> 
 

То есть Иван Яковлевич 
хотел бы и того и 
другого, но знал, что 
было совершенно 

невозможно требовать 
двух вещей разом, ибо 
Прасковья Осиповна 
очень не любила таких 

прихотей. 

First translation: ...Ivan 
Iakovlévitch se serait 

volontiers régalé de café 
et de pain frais […] 

 
Second translation: 

...Ivan aurait bien voulu 
goûter de l’un et de 

l’autre […] 

 
Hyperequivalence is a binomial tuple of the form <Rn; 

{F}>, which comprises one Russian LGF and a multitude of its 
functionally equivalent French LGFs which enter into one or 
more monoequivalences with Rn: (<Rn(i); Fm(j)>, <Rn(i); 
Fk(r)> etc. So, a hyperequivalence represents an aggregation 
of all the possible types of functionally equivalent fragments of 
a given Russian LGF that exist in our database. It is important 
to note that if a new monoequivalence type appears in the 
database (when a new translation or a new pair of parallel texts 
enter into the corpus), the content of the corresponding 
hyperequivalence is automatically updated. 

Three-level structure of the database serves to provide the 
possibility of a cross-identification on all three levels, each of 
them being source of relevant linguistic data. The database 
schema we developed allows to store information on the 
authors of original texts, their translators and on the time of 
creation of each text. It includes tables for morphological 
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properties of each word, which are used to retrieve targeted 
LGFs in original texts and their functionally equivalent 
fragments (FEFs) in translations. It also includes information 
about translation discrepancies or "mismatches" between 
original texts and their translations. The schema of the database 
has no restrictions concerning language pair (several French 
translations of a single Russian text); it may be used as well to 
store data from any polyvariant parallel corpus. 

In the process of developing the schema of the database we 
decided to store information about each pair “source-
translation” separately, which allows to preserve the original 
segmentation of the aligned texts. Based on these pairs we will 
be able to produce monoequivalences. Polyequivalences are 
constructed by joining two or more monoequivalences having 
the same first entity. The advantage of separate storage of each 
translation pair consists in the fact that it allows to keep 
analyzed fragments of text as short as possible, which facilitate 
linking LGFs in Russian text to their FEFs. 

4. Information technologies for database 
creating 

On the basis of the database architecture described above a 
technology of developing the database using the parallel 
Russian-French texts was set up. The technology includes the 
following stages: 

 selecting multivariant parallel texts (multiple French 
translations for each single Russian text); 

 alignment of the parallel texts with several variants of 
translation and XML markup for parallel texts (see 
section 5); 

 morphological annotation and lemmatization of the 
aligned parallel texts; 

 including the parallel texts with several variants of 
translation into the corpus; 

 constructing the database of the equivalent lexico-
grammatical verbal forms; 

 calculating the statistical estimates of these 
equivalences between Russian and French verbal 
forms. 

At the stage of selecting multivariant parallel texts the 
existing translations of Russian literary texts into French 
language are analyzed. For the multivariant corpus only texts 
that exist in no less than two French versions are selected. 
Moreover, these translations should be created not earlier than 
the middle of the 20th century. The earlier French translations, 
and particularly those created in the 19th century, are obsolete 
linguistically and, which is even more important, include a 
great deal of mistakes and abridgements. 

Many Russian literary works (by Gogol, Goncharov, Leo 
Tolstoy, Dostoevsky and others) exist in different modern 
French versions translated by skilful experts. They exhibit both 
different approaches to translating fiction and different choices 
of linguistic means including those relevant to the grammar. 

The alignment algorithm provides a separate alignment for 
each pair of a text and its translation. After that, a bilingual 
expert checks and corrects the results of alignment, and moves, 
merges or separates sentences in order to make fragments of 
the translated text correspond the respective fragments of the 
original text. 

The same pattern is followed for each new translation, and 
afterwards all the translation pairs are merged automatically 
into a multivariant array of three or more texts. The resulting 
texts are saved as an XML file. The technology of alignment 
and markup is described in the next section of this paper in 
more detail. 

At the stage of the alignment of the parallel texts and XML 
markup the expert adds a piece of relevant metatextual 
information to each aligned text. At the stage of the 
morphological markup the French and Russian texts are 
automatically marked with a morphological analyzers for these 
two languages. Each word is tagged by a set of morphological 
properties. The parallel texts with a morphological markup are 
saved into an XML file and uploaded to the corpus. 

To grant an access to the corpus online the aligned texts 
with metatextual and morphological markup are made 
searchable within the multivariant Russian-French parallel 
corpus. The parallel texts are made available via a search 
interface that supports the standard search functions of the 
RNC by lexical and/or grammatical features and their 
combinations. A subcorpus can also be customized by 
metatextual attributes, the texts can be searched within a 
subcorpus; the query result can be sorted and exported. 

As we have noted above, the database is built on the basis 
of the bilingual multivariant aligned texts of the corpus. The 
main raison d'être of this database is the possibility of a 
bilingual grammatical search for mono- and polyequivalences 
and calculation of statistical estimates for their types based on 
of Russian LGFs and their French FEFs. 

The methods we use are based on formalized descriptions 
of each monoequivalence type <Rn; Fm> (see Table I). These 
descriptions result from ascribing to each LGF Rn and its 
respective LGF Fm a combination of morphological properties, 
which have been automatically, assigned to individual Russian 
and French word forms during the preceeding morphological 
analysis step. The database is built in iterations. At each 
iteration one search query is built according to Russian and 
French LGFs composing a selected monoequivalence type 
<Rn; Fm>. Each search query is executed on bilingual 
multivariant aligned texts of the corpus. 

The retrieved fragments of the multivariant aligned texts 
are analyzed in order to identify and mark all 
monoequivalences of the type <Rn; Fm> in these fragments. 
After the search of all types of monoequivalences from the 
Table I is completed, equivalences that are absent from this 
table remain unmarked in the corpus. The search for those 
equivalences is performed using queries that include only 
grammatical features of the Russian LGFs. At this stage all 
types of monoequivalences listed in the Table I, which contain 
the searched Russian LGFs, are excluded. If new types of 
monoequivalences appear during the analysis of the found 
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fragments of aligned texts, they are added to the Table I. After 
completing the search, all marked monoequivalences are 
automatically grouped into polyequivalences according to their 
Russian LGFs Rn(i). 

After the mono- and polyequivalences’ search is over, this 
database can be used for calculating type-frequencies. 
Frequency of a monoequivalence type <Rn; Fm> (in percents) 
are is defined by the following formula: 

Freq(t, n, m) = 100*Q(t, n, m)/Q(t), 

where Q(t, n, m) is the number of monoequivalences of 
type <Rn; Fm> at time t; Q(t) is the overall number of 
monoequivalences of all types in the database at time t. 

The frequency of a polyequivalence type with two FEFs 
<Rn; {Fm, Fk}>, which we will call the second-order type, is 
calculated according to the following formula: 

Freq(t, n, m, k) = 100*Q(t, n, m, k)/Q(t), 

where Q(t, n, m, k) is the number of polyequivalences of 
type <Rn; {Fm, Fk}> at time t; Q(t) is the overall number of 
second-order polyequivalences of all types in the database at 
time t. 

The three- and n-order polyequivalences are introduced in a 
similar manner. Their frequencies are found by analogous 
formulae with the variable of t, and n+1 indices in the formula 
for the n-th order of polyequivalences. All the type-frequencies 
depend on t, as the corpus and the database are constantly 
updated. Consequently, frequencies of all the mono- and 
polyequivalence types can fluctuate accordingly. 

5. Aligning and XML marking 
The technology of developing the database described above 

includes aligning and XML marking processes. The XML 
markup currently in use allows for building bi- or polylingual 
corpora with multiple translations of original texts (including 
the option of multiple translations into the same language). 

The parallel texts in the RNC are aligned sentence-by-
sentence. A lot of texts kindly offered for the use in the RNC 
by Adrian Barentsen and included into his ASPAC multilingual 
corpus are already aligned paragraph-by-paragraph [31]. We 
have additionally refined this segmentation semi-automatically 
introducing boundaries between sentences within these pre-
defined paragraphs. For the majority of texts the alignment is 
made exclusively by the RNC team. The original text's 
sentence segmentation overrides the segmentation in the 
translation. So, each single element of parallel tagging 
corresponds to the original sentence, whilst its translated 
counterpart(s) may well be either a part of a sentence starting 
with a space or a comma or more than one sentence. 

Multiple alignment tools have been used for the RNC 
parallel corpora. The procedure of alignment consists of two 
stages: introducing sentence boundaries into texts and 
alignment in the narrow sense of the word. Some alignment 
programs do not have an embedded sentence-splitting 
algorithm (HunAlign by Andras Farkas, 
http://mokk.bme.hu/resources/hunalign; LeoBilingua by 
Leonid Brodsky, www.hot.ee/bclogic/) while others enable 

sentence-boundaries markup, for example TextAlign (http: 
//www.englishelp.ru/soft/soft-for-translator/151-textalign.html) 
or Parallelnye Texty, a program developed for the RNC by 
A. A. Kretov's team in the Voronezh University and used for 
markup of some English-Russian and German-Russian texts. 

The algorithm of breaking a text into sentences is 
straightforward in programs of both types; it uses the 
punctuation marks like exclamation mark, quotation mark and 
full stop without taking into consideration the initial letters, 
abbreviation, quotation and parenthesis marks, or the rules of 
direct speech (for problems of using TextAlign in an 
Ukrainian-Polish parallel corpus see [32]). Segmentation, in 
programs of both types, can be corrected manually, although 
the algorithm itself cannot be corrected, and some general 
mistakes are to be treated each time they occur. In TextAlign, 
additionally, the automatic sentence-breaking is obligatory, and 
one cannot escape it by creating a standalone program for this 
purpose. For LeoBilingua and HunAlign this is optional, and it 
is possible to elaborate rules of sentence-breaking and change 
them as the new texts bring new challenges. 

The alignment process for all the four tools is automatic 
with possible manual control. However two possible modes of 
alignment can be further distinguished – step-by-step (with 
corrections possible in the course of the simultaneous 
alignment) and full alignment with post-correction. The first 
approach is embraced by LeoBilingua and Parallelnye Teksty, 
while the other is chosen by TextAlign and HunAlign. The last 
two programs, therefore, call for a re-reading of an already 
aligned text with correction of the wrongly aligned sentences. 
While in TextAlign a GUI interface is provided for this 
(however a single correction calls for re-aligning the whole 
text), in HunAlign only a manual editing of the output file is 
possible. 

This all said, LeoBilingua and HunAlign seem to be the 
best choice for the RNC and both are used in it currently, both 
allowing for user-defined sentence splitting and using statistical 
mechanisms of alignment. Both have their advantages. While 
LeoBilingua allows for a slow well-controlled process, with a 
possibility to split sentences manually in all tricky places and 
correct possible text misprints in a GUI, sending the results 
directly into a Unicode XML file, HunAlign aligns the whole 
text quickly with few mismatches, marked and discerned. The 
latter is currently used by Ruprecht von Waldenfels in ParaSol, 
a project close to the tasks of the RNC parallel corpora (earlier 
aka Regensburg Parallel Corpus, see [33]). However the 
material of Slavic corpora offers some challenges, including 
the dictionary problems; as the languages with rich inflection 
demand including most forms of the paradigm into the 
dictionaries used in alignment. 

In order to deal with some of the issues pointed above, 
another strategy is currently explored. It involves using a part-
of-speech tagger for annotating the corpora in both languages 
before the alignment step. A part-of-speech tagger TreeTagger 
[34] is available for both Russian and French languages and 
provides, beside categorization, sentence-breaking as well as 
lemmatization. The sentence-breaking is based on linguistic 
rules and is more elaborated that ad-hoc scripts mentioned 
above. However, it may be used only with alignment tools that 
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allow for external sentence-breaking. The lemmatization helps 
to reduce the morphological diversity: each original sentence 
(made of inflected forms) can be transformed into a sentence 
made of lemma. The task of aligning sentences of lemmata is 
easier, since a bilingual dictionary of lemmata is easier to 
produce. Once aligned, sentences of lemmata can of course be 
replaced with original, inflected sentences. 

While the quality and accuracy of the alignments rely 
heavily on the quality and richness of the bilingual lexicon, it 
was found that a simple, word-by-word general lexicon was not 
available for Russian and French. Fortunately, the HunAlign 
program may produce, after an alignment task, a bilingual 
lexicon it built in memory while aligning the sentences. 

6. Format and morphological tagging 
The parallel texts in the RNC are presented in an XML 

format where sentences are paired by the <para></para> tag. 
Each sentence has an attribute indicating the language (this 
may be changed when bi- or polylingual texts are inaugurated). 
If a sentence is not translated, an omission is marked by three 
dashes. 

The texts are automatically annotated using the 
morphological analyzers designed by Yandex search engine. 
The lexical and grammatical annotation is included into 
<ana></ana> tag. The tags are not currently disambiguated: 
however, some Russian texts selected for parallel corpora are 
already manually disambiguated for the monolingual corpus 
and may be later included into parallel corpora as well. 

There is also a possibility for tagging translation 
discrepancies, i.e. adding of new text or omitting of the source 
fragments in the translated text. This kind of discrepancies is 
not a rare case in translations of fiction. They should be taken 
into consideration in every serious linguistic study based on 
parallel texts, as the translation accuracy can never be taken for 
granted. These discrepancies are also a valid object of study in 
their own right, concerning the theory of translation as such. 

The parallel texts are made available for search online at 
the www.ruscorpora.ru website. Due to copyright reasons, no 
text is available for full view; the search results are always 
presented in the form of separate sentences with minimal 
context (so-called “snippets”). The following parameters are 
searchable: 

 any combination of lemmata, exact word forms, and 
morphological tags within a 10-word combination (e. 
g. “avoir” in the Imparfait tense + Past Participle yields 
the French Pluperfect); 

 names of the author and the translator, language of the 
original text, language of the translation text. 

These parameters are available by selecting a subcorpus for 
further textual or grammatical search. New software is under 
development, providing for semiautomated alignment of more 
than one translation texts. The result should be an XML 
document with multiple French phrases (marked as belonging 
to a given translation) corresponding to each Russian phrase of 
the source text. By the end of 2013, the first multivariant 

aligned texts will be included into the Russian-French parallel 
corpus. 

7. Concluding remarks 
A user working with a multivariant parallel corpus typically 

intends to retrieve the occurrences of an original LGF and its 
FEFs in the translation variants present in the corpus. To solve 
such tasks a technology is set up for creating a database of 
binomial tuples <LGF; {FEF}> based on the multivariant 
corpus. This database should offer the capability to find LGFs 
and their respective FEFs in parallel texts. 

The main difference between this database and the parallel 
corpus itself is that the former enables the search by LGFs, 
FEFs and the types of mono- or polyequivalences (see Tables 1 
and 3). The corpus can be searched only by the morphological 
properties of words. The query results for the corpus consist of 
the aligned text fragments including the requested 
morphological properties. The query results for the database 
consist of the LGFs, FEFs, mono-, polyequivalences and their 
types, as well as the fragments of the parallel texts that include 
them. Moreover, the database allows for building 
hyperequivalences based on the retrieved monoequivalences. 

While loading new data into the database the expert has to 
select and to mark up the monoequivalences relevant to the 
monoequivalence type in question. This selection is 
personalized in the database by the expert's ID. The 
morphological properties assigned by him/her are also recorded 
in the database. Currently the selection of monoequivalences 
relevant to the type in question is done by one expert only. 
According to our plans in the future multiple experts should 
work simultaneously, and the results of their collaboration 
should be processed using the methods and models of 
coordinating personal expert knowledge [35, 36]. 
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Abstract – Lexical ambiguity, words with multiple 

meanings, are prevalent in all natural languages.  In most 

cases, an individual can determine the meaning of a word in 

a sentence using available information.  Similarly, a natural 

language processor should use as much information as 

possible to disambiguate a word’s meaning.  In this paper, 

we propose a robust knowledge-based solution to the word 

sense disambiguation problem.  Ambiguous words are 

resolved using not only the word’s part-of-speech, but also 

the contextual information found in the sentence.  We 

classified ambiguities into two categories: one for words 

whose multiple meanings may be used as the same part-of-

speech and have the same spelling, while the rest fall into 

the other category.  We divided the process of handling 

ambiguities into two distinct phases.  Given a sentence, the 

first collects all possible meanings of the words, and the 

second, done distributively based on the ambiguity’s 

category, determines the intended meaning.  

 

Keywords: Natural Language Processing, Word Sense 

Disambiguation, Parser, Artificial Intelligence 

 

1 Introduction 

     An ideal artificial intelligence program is one that could 

communicate with humans using a natural language.  One 

problem for these programs is disambiguating the proper 

meaning for words that have multiple meanings.  For 

instance, in “John seals the envelope”, the word ‘seal’ 

means an action, while it is an animal in “John feeds the 

seal”,  a man-made object for making an imprint image in 

“The seal of the company is on the contract”,  and a device 

used to join two objects in “The seal is leaking oxygen”.  

For humans, the ambiguities are resolved by using 

conversational context and the position of the word in a 

sentence.  A reasonable solution to resolve ambiguities in a 

program is to mirror the approach used by humans.  

However, as the knowledge base of the program grows, the 

number of multiple meaning words and the number of ways 

to use them in a language also increases, possibly requiring 

the existing solution to be changed.  In this paper, we 

describe how our program handles the word sense 

disambiguation (wsd) problem in a robust way.  Our 

solution is knowledge based, depending on both the 

knowledge referred to by the context of the sentence and the 

grammatical knowledge of the natural language.  We 

separate the ambiguities into two distinct categories.  The 

first category involves knowledge that have the same base 

form name and all conflicting knowledge may be used as 

the same part-of-speech (pos).  For instance, ‘pry’ could be 

for inquiring too much or alternatively, using force to open 

an object, but both meanings are used as an action verb.  All 

other situations belong to the second category.  It includes 

cases where conflicting knowledge are used in different pos, 

irrespective of having the same or different base form 

names.  For example, ‘desert’ could be the noun of an arid 

region or the verb to abandon.  It also includes cases where 

conflicting knowledge are used in the same pos, but they 

have different base form names.  For example, ‘painting’ 

represents a noun or the action verb in progressive form that 

could be stemmed to ‘paint’, which in-turn could be 

mistaken as a noun by a parser.    

     Regardless of the category, the disambiguation process is 

accomplished in two distinct phases.  The first phase 

involves recognizing and collecting the several knowledge 

objects that may be identified by the word.  This is 

influenced to some extent by how words are stemmed, as 

well as how our program maintains knowledge.  Different 

kinds of knowledge are maintained by different classes, and 

each knowledge object is indexed according to its name.  

The second phase of the disambiguation process is 

responsible for selecting the correct sense of the ambiguous 

word.  In this phase, each category of ambiguity is resolved 

at a different stage of handling a sentence.  Resolving 

ambiguity for the first category can only be resolved by 

using context available from other parts of the given 

sentence, and so has to be handled at a stage after the 

sentence has been parsed successfully.  For the other 

category, the disambiguation is accomplished at the stage of 

parsing the given sentence by using the grammar and the 

classifications of the various knowledge objects for the 

ambiguous word.  Occasionally, words may have several 

meanings with conflicting senses in each category of 

ambiguity, as in ‘seal’.  For these words, the respective 

ambiguities are resolved appropriately and successively in 

each stage.  

     The wsd problem has been heavily studied and 

summarized in surveys [1, 2].  Algorithms for the wsd 

problem can be either supervised or unsupervised.  

Supervised algorithms such as [3, 4] rely on machine 

learning techniques and need a trained corpus.  One 

advantage of supervised algorithms is that the accuracy is 

relatively high in the designated knowledge domain.  The 

disadvantage to purely supervised systems is the problem of 
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data sparseness and the lack of sufficient ambiguous 

situations in standard texts.  In other words, if the program 

is to work on all domains, it is unlikely that the corpus is 

large enough to be trained on all ambiguous terms.  

Unsupervised algorithms use lexical and worldly 

knowledge, like those in [5, 6].  Although they generally are 

not as accurate as supervised algorithms, they are not 

limited to the scope of the corpus.  Some algorithms such as 

those in [7, 8] try to take advantage of the strengths of 

supervised and unsupervised methods by combining both.  

Regardless of the algorithms used, most disambiguation 

solutions use statistical methods in resolving ambiguity.  In 

an attempt to follow a more natural approach similar to how 

humans disambiguate, our solution does not perform any 

statistical calculation and uses context information available 

in the given sentence.  Specifically, it makes use of the 

word’s pos in the given sentence, selectional restrictions [9] 

that use semantic restrictions placed on a word’s sense, 

neighboring words, syntactic features [10] that utilize the 

word’s grammatical role in the sentence, and the domain 

knowledge acquired by our system.  Another difference of 

our solution from most methods is that we resolve 

ambiguity in a distributed manner rather than in a single 

disambiguation module.  This allows disambiguation to 

occur once enough knowledge is available, meaning some 

ambiguous terms can be determined earlier and may 

potentially be used to help disambiguate other ambiguous 

terms if multiple ambiguous terms exist in the sentence.  

Finally, our solution to the wsd problem is robust since it 

depends on acquired knowledge to make sense of the 

context information available in the sentence rather than 

being designed for specific ambiguous words.  In addition, 

as knowledge continues to be gained by the system, the 

same context information may then be used to resolve 

unforeseen ambiguities. 

     We have proposed A Learning Program System (ALPS) 

[11] with the goal of learning knowledge learned by a 

human.  The initial focus of ALPS had been on identifying 

the composition of the various kinds of knowledge and their 

relationships with one another.  For example, basic 

capabilities such as creating a new category and adding 

objects, attributes, and properties to a category are provided.  

Two useful knowledge components of categories, important 

in solving the disambiguation problem, have also been 

developed: hierarchy [12] and definition [13].  In addition, 

new knowledge classes have recently been developed to 

acquire the grammar of a natural language, which allows 

ALPS to communicate with humans in English [14].  Two 

main stages in the process of handling a sentence are 

parsing and understanding.  The parsing stage is 

accomplished in two steps: a syntax step and a semantic 

step.  The syntax step analyzes the words of the given 

sentence, stemming words if necessary and identifying a 

word or group of words as a term, where each term 

corresponds to at least one piece of knowledge.  To 

accommodate all possible ambiguities, the syntax step has 

to identify and keep all possible knowledge alternatives 

identified for each term.  The semantic step interprets the 

high level intent of a grammar term by recognizing the 

correct knowledge object to represent a particular pos and 

relating the found knowledge to others.  At the end of this 

step, an appropriate thought is produced at the sentence 

level.  The understanding stage uses the knowledge it has 

learned about the contents of the thought to decide the 

thought’s sensibility.  For example, the action knowledge 

identified by the action verb in a sentence is defined to make 

use of the action knowledge class.  This class can identify 

any action known by the program given its name and 

understand the relations among the other knowledge objects 

in the thought, such as the specific knowledge objects for 

the subject and the direct object.  Ambiguity that cannot be 

resolved by the semantic step of the parsing stage, those 

with the same name and same pos, are resolved in the 

understanding stage of the process.   

 The remainder of this paper is organized as follows.  

Section 2 describes briefly some background information 

about ALPS which includes how the program handles 

knowledge, the major components of the grammar of a 

natural language, and the two stages in processing a given 

sentence.  Section 3 provides examples of how knowledge is 

identified, i.e. how different types of ambiguous terms are 

treated to retrieve all the possible knowledge that they could 

represent.  Section 4 discusses how each category of 

ambiguity is resolved.  Finally, section 5 discusses some 

complications associated with our solution and concludes 

the paper. 

 

2 Background Information on ALPS 

     Different kinds of knowledge are implemented in ALPS 

by different classes of objects: such as category, action, and 

description.  In order to reduce the amount of knowledge 

stored within ALPS, each piece of knowledge is identifiable 

by a unique name, its base form name.  For example, the 

word ‘eat’ is the base word for the words ‘eats’, ‘eaten’, 

‘ate’, and ‘eating’.  As a result, only a single action 

knowledge object representing ‘eat’ exists in the knowledge 

base of the program.  However, knowledge of different 

kinds may share the same name.  For examples, the word 

‘meter’ identifies both an object of a category and a unit of 

measurement for the concept of distance; while ‘paint’ may 

refer to the liquid substance or the spreading action.  They 

are represented internally by ALPS using knowledge objects 

of the appropriate kind.  A search on the given name will 

yield a list of all knowledge objects, but a search on a 

specific kind using the name will only yield a single 

knowledge object of that kind.  In addition, one name may 

have several meanings within a single kind of knowledge.  

For instance, there are several distinct pieces of knowledge 

within the action ‘receive’: a means of communication such 

as a receiving a phone call, the obtaining of tangible object 

such as a gift, etc.  A search with that name will yield one 

single knowledge object but with several internal knowledge 

objects containing their meanings.  Hierarchy and definition 
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are two knowledge components of categories whose 

functionalities are used extensively in solving the 

disambiguation problem.  Hierarchy allows both 

generalization and containment relationships among 

categories to be specified and stored (e.g., Houston is a city, 

which implies that it is a location to live, whereas IBM is a 

company, which implies that it is a place to work).  

Definition specifies the necessary and sufficient condition 

that objects of a category must satisfy, and therefore may be 

used for classification.  The ability to infer categories and to 

classify knowledge allows our program to disambiguate 

multiple meanings for ambiguous words.  It also allows our 

solution to be applicable to any new knowledge that can be 

classified or inferred as the appropriate category required by 

a specific meaning. 

     Before ALPS can communicate with humans using a 

natural language, the grammar of the language must first be 

learned.  The grammar terms (or pos) are composed of up to 

five components: structure, kind, role, control and semantic 

rule.  The structure of a grammar term defines the 

grammatical format of the term using either a sequence or 

an alternative set of terms.  A term may have multiple kinds, 

which are subsets that may share the same structure but 

must have different roles.  The role of a grammar term 

defines its purpose.  The idea of the control is to notify the 

parser which role from within a sequence of terms is 

responsible for organizing the identified knowledge during 

the parsing process.  A rule specifies a condition to be 

satisfied by either the grammar term or its structure.  

Grammar rules are used to either guide the parser towards 

the correct grammar structure or restrict certain terms from 

being accepted.  The use of rules in a grammar can enhance 

the scope of the grammar while maintaining a manageable 

size for parsing.  They can also be used to aid in identifying 

the proper knowledge of a multiple meaning word by 

specifying conditions that must be met for a specific sense 

of a word, as will be seen in this paper.   

     The grammar learned by ALPS includes not only 

grammar terms and their associated components but also 

morphology rules.  Morphology rules expand the set of legal 

words by specifying different forms and meanings of a 

word.  Two categories of morphology rules are used in 

English: regular and irregular.  A regular rule specifies how 

an affix is added to a base word in order to express a 

property.  For example, the suffix –ing is added to action 

verbs to indicate a progressive tense such as ‘eating’.  

However, the same affix can mean different properties 

depending on the part-of-speech of the word.  For example, 

the suffix –s is used to indicate a plural number property 

when applied to nouns, but singular for verbs.  An irregular 

rule is used for words whose transformation from the base 

word into another form does not adhere to any consistent 

rules.  Our program is taught both types of rules to 

transform a word to and from its base form, and each rule 

identifiable by the property it represents.  Regular rules are 

defined by conditions and an action to be carried out if those 

conditions are met, e.g., if a word ends in –x, -s, -ch, or –sh, 

it can be made plural by adding –es.  On the other hand, 

specialized lexicons are provided to our program to map a 

word between its base and irregular forms.  For instance, a 

plural lexicon contains a set of words and their irregular 

plural forms such as goose/geese, ox/oxen, and radius/radii.   

     Morphology rules are applied during the syntax step to 

convert (stem) a word to its base form and recognize any 

properties it may reflect.  The syntax step will first attempt 

to identify knowledge based on the un-stemmed words.  

Identification is not limited to a single word, but also 

recognizes knowledge represented by multiple word term 

(mwt) such as ‘least common multiple’ and ‘surface area’.  

The stemming process is done in two parts, and the exact 

order of applying the two parts is irrelevant for English.  In 

one part, the multiple lexicons are checked to see if the 

word is in an irregular form.  Whether or not it is in an 

irregular form, the other part applies each regular 

transformation rule to the original word.  When a 

morphology rule is applied to a word, the newly formed 

word is checked against the knowledge base as well as a 

dictionary to validate its legitimacy as a true word.  For the 

dictionary, we direct ALPS to the words file that comes 

standard on the UNIX operating system.  At the end of the 

syntax step, each term is represented by a unit that contains 

the original word, its base(s), identified properties, and all 

the identified knowledge for that term.  This sequence of 

word units is then passed to the semantic step.  Note that for 

a term unknown to our program, a “dummy” knowledge 

object is created.    

    The semantic step deals with recognizing the various pos 

and relationships among them in order to produce an 

appropriate thought reflecting the meaning of the sentence.  

It is based on a depth-first top-down template parser, and its 

execution consists of processing the grammar structures in 

two major manners: top-down and bottom-up.  Starting 

from the sentence, the top-down processing traverses the 

grammar structures and calls upon each grammar term’s 

internal parser, unique by its structure, to determine if the 

current grammar term matches the next word unit.  One 

subtype of the alternative grammatical structure is the 

alternative knowledge structure, which defines a set of 

ALPS specific knowledge kinds that can categorize the 

given grammar term.  For examples, the grammar term 

action verb is taught to use action, adjective to use 

description, and noun to use category, object, concept, or an 

unknown knowledge of those kinds.  The internal parser for 

the alternative knowledge structure works by iterating 

through the list of knowledge kinds to determine if the 

knowledge in the word unit is a member of that kind.  

Consider parsing a word unit that contains the simple 

knowledge of the individual John.  Assuming John is taught 

as a human, the alternative knowledge structure for noun 

will iterate through the list of knowledge kinds until it 

recognizes John as an object of the human category.  The 

top-down processing also checks the grammar rules to 

validate the results.  After all the subparts of a grammar 

term have been correctly identified, the bottom-up 
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processing organizes all these identified subparts into a 

meaningful result and returns that to a higher-level term.  By 

the time the semantic step finishes, the result is a thought 

that reflects what the sentence wants to express, and all 

identified knowledge are stored as the appropriate parts of 

this thought. 

     The thought produced by the semantic step can now be 

interpreted by the understanding stage of ALPS.  The 

produced thought may provide a high-level intention of the 

given sentence such as it may declare a fact, inform an 

action performed by a specific object, or pose a question.  

However, the exact meaning of the sentence is based on the 

relationships among the various knowledge objects referred 

to within the given sentence.  For instances, a declaration 

using a forms-of-be verb may declare the hierarchical 

relationship between two categories or the state/value of an 

aspect of an object [15].  In addition, the declaration of an 

action may imply the occurrence of an event or activity, and 

may also imply several sub-actions that are intuitive in 

nature but not explicit in the sentence [16].  For instance, the 

act of buying includes at least two transactions: the transfer 

of money and the transfer of the product.  Furthermore, this 

stage uses knowledge learned about the objects identified by 

the sentence to determine the sensibility of the given 

sentence.  A declarative sentence is determined to be non-

sensible if it contradicts with what the system concludes.  

For example, stating that 3 is a factor of 7 will be considered 

as not sensible by ALPS.  Finally, it is also responsible to 

disambiguate the meaning of a certain term if the term is 

known to have many interpretations, specifically, the term 

for the action verb.   

3 Knowledge Collection of Words 

     The primary objective of the syntax step in the parsing 

stage is to separate the given sentence into terms and 

associate each term with the knowledge representing the 

term.  If a term has multiple meanings, the proper meaning 

may be identified by its pos or context information.  Since 

neither has been established during the syntax step, 

ambiguities cannot be resolved in this step and all 

alternatives have to be stored and passed onto later steps.  

Note that for an ambiguous word that is part of a mwt, 

resolving its ambiguity may be avoided once the knowledge 

representing the mwt has been identified.  For example, the 

words ‘bank’ and ‘factor’ are not ambiguous once the 

knowledge ‘Bank of America’ and ‘highest common factor’ 

have been identified in conjunction with neighboring words.  

However, the ambiguities of these words are not resolved if 

they do not form a mwt with their neighboring words.   

     Recall that knowledge in ALPS is indexed by its name in 

its base form; and each name may reflect one or more 

knowledge objects.  However, since words within a 

sentence may not be in their base forms, locating all the 

potential knowledge referred to by a term requires stemming 

words using morphology rules.  In addition, there exist 

cases where a word may be both in its base form as well as 

the transformed form of another, e.g., ‘painting’, ‘drawing’, 

and ‘trimming’.  The term ‘painting’ could be either the art 

work or the progressive form of the action ‘paint’.  For this 

reason, even though a term may already identify a piece of 

knowledge in its original form, morphology rules still need 

to be applied in the event that it can be stemmed to reveal 

other knowledge objects.  In this case, ‘painting’ can be 

reduced to ‘paint’, which, as shown earlier, represents two 

additional meanings.  As a result, the final word unit that is 

created for this term contains three alternative definitions: 

the art work ‘painting’, the substance ‘paint’, and the action 

‘paint’.  Note that although it may be clear to the human that 

the liquid paint is not a plausible option, this is not 

distinguishable at the syntax step, which returns all 

knowledge under that name.     

     Arriving at the base form of a word can occur in multiple 

ways.  It is possible in English to have a transformed form 

of one word be identical to an irregular form of another.  For 

example, the term ‘lives’ is both the plural form of the 

object ‘life’ as well as the singular third-person form of the 

action ‘live’.  As a result, both regular and irregular 

morphology rules have to be applied in order to recognize 

both knowledge objects.  Note that which kind of 

morphology rules is applied first is unimportant, but both 

have to be applied to the original word.  In our program, the 

lexicon of irregular word forms is searched first.  Here, it 

will find the base ‘life’ and retrieve the knowledge 

representation from ALPS.  Then when one of the regular 

rules is applied, the suffix –s is removed to reveal the action 

‘live’.  By the end of the syntax step, the original word 

‘lives’ will contain the two possible knowledge objects.   

    Finally, only one regular morphology rule is used per 

word; in other words, a stemmed word will not be stemmed 

a second time using a different stemming rule.  This avoids 

issues with words like ‘paintings’ that can be stemmed to 

form the word ‘painting’, which can then be stemmed to get 

to the word ‘paint’.  Clearly, ‘paintings’ is not a form of the 

word ‘paint’.  The same principle applies for determining 

which rules can be applied.  For instance, the definition for 

producing a plural is to add either an –s or –es to the end of 

a word.  However, when asked to stem a word like ‘cares’, 

both versions could produce the legal words ‘care’ and 

‘car’.  For this reason, regular morphology rules are applied 

in an order specified in the grammar.  With this rule, the 

affix –s is removed first.  If it produces a valid word, the 

stemming is complete.  Otherwise, the affix –es is removed 

from the word.  All words that are stemmed by regular 

words are tested against a dictionary for legitimacy to avoid 

creating false words, e.g., ‘dea’ will not be accepted 

although it is created from ‘dead’ by removing –d based on 

the past tense morphology rule. 

     As pointed out earlier, ambiguous words such as ‘pry’ 

that have multiple meanings of the same knowledge kind 

will have their various definitions stored within the same 

knowledge object.  This single knowledge object is returned 

when searched using the ambiguous word.  On the other 

hand, an ambiguous word that represents knowledge of 

different kinds, like ‘paint’, will return a list of knowledge 
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objects when it is searched.  Occasionally, a term may have 

multiple meanings that can be defined by multiple 

knowledge objects of different kinds, some of which may be 

single knowledge objects with multiple meanings.  For 

example, searching for the different senses of ‘lie’ will 

return a single knowledge representing a lie along with a 

knowledge object representing the multiple action 

definitions: the giving of a false statement or being in a 

reclined position.  Consequently, the syntax step identifies 

all senses of the word and includes them in the word unit.  

For instance, if the original sentence was “Mark lies about 

painting the patio.”, the word unit for the ambiguous term 

‘lie’ would include the multiple knowledge representations.  

The word unit for ‘painting’ would include the singular 

knowledge of the category painting, the knowledge of the 

action paint (marked as progressive), and the knowledge of 

the category paint (marked as singular).  The full list of 

word units will then be sent to the semantic step of the 

parser, where the ambiguity is resolved based on the 

specific kinds of knowledge capable of fulfilling the 

particular pos in the grammar structure.  

4 Resolving Ambiguity 

     As mentioned earlier, there are two categories of 

ambiguities and each is resolved at a different point in the 

process.  In this section, we will first explain how to resolve 

ambiguities that belong to the second category since it 

occurs first in the process, specifically during the semantic 

step of the parsing stage.  After that, we will cover how 

ambiguities of the first category are resolved, which occurs 

during the sentence understanding stage.    

    Recall that grammar terms like noun and action verb can 

be defined in the language as alternative knowledge 

structures.  By defining a grammar term by the kinds of 

knowledge that can fulfill it, ambiguous knowledge with 

different pos can be resolved by the internal parser of the 

alternative knowledge structure.  This is accomplished by 

identifying and isolating the knowledge objects in the word 

unit that belong to the classification specified by the pos 

definition.  If exactly one meaning meets this criterion, the 

ambiguity is resolved.  For example, assume a word unit 

contains the three knowledge objects resulting from 

stemming the term ‘painting’.  If the parser were trying to 

identify an action verb in the sentence ‘The artist is painting 

a new painting’, it would narrow down the list to just the 

action knowledge.  The other two would fail since they are 

both category objects.  However, when the internal parser 

tries to identify the noun in the same sentence, it will isolate 

two possible word senses, ‘painting’ and ‘paint’.  These are 

knowledge of the same pos but with different names.  In 

situations like this, both options are semantically correct.  

The artist could be working on a painting or applying 

another layer of paint.  However, since one knowledge 

object matches the original spelling, this is most likely the 

intended meaning, while the other is derived from the 

stemming of the original word.  As a result, the alternative 

knowledge structure will select the knowledge object for 

‘painting’. 

     Another situation of ambiguity may arise from the 

following circumstance.  The learning of the grammar of a 

natural language has the flexibility to define a grammar term 

using a less restrictive alternative and rely on grammatical 

rules to prevent the exceptions from being accepted.  For 

example, in noun phrase, pronouns and proper nouns cannot 

be preceded by an article, while a determiner is required if 

the noun is singular such as ‘the dog’ and ‘a pavilion’.  

Assume noun phrase is taught as a sequence of an optional 

determiner followed by a noun to account for these 

possibilities, and a grammatical rule is used to decide the 

necessity of a determiner.  Now consider the following two 

grammar terms: infinitive and prepositional phrase.  An 

infinitive uses ‘to’ but requires the base form of an action 

verb such as ‘to achieve’ and ‘to pry’, while a prepositional 

phrase with the preposition ‘to’ contains a noun phrase such 

as ‘to Houston’, ‘to the mall’, and ‘to me’.  There is no 

problem in recognizing a phrase as an infinitive instead of a 

prepositional phrase if the involved word can only assume 

one pos, such as the verb ‘achieve’.  However, for 

ambiguous words such as ‘store’ that may be used as both a 

noun and an action verb, the phrase ‘to store’ could be 

recognized as an infinitive or a prepositional phrase without 

the optional determiner.  The presence of the grammatical 

rule that requires a determiner for singular nouns can 

prevent the phrase from being fulfilled as a prepositional 

phrase but instead recognized correctly as an infinitive.  In 

[17], we describe how grammatical rules such as this can be 

softened to tolerate grammatical incorrectness when 

ambiguity does not exist, but are necessary to resolve 

ambiguities, if found.  For example, the grammatically 

incorrect phrase ‘to dog’ may be accepted to mean ‘to a 

dog’ or ‘to the dog’; but ‘to store’ will not be parsed to 

create the meaning of ‘to a store’ and must mean ‘to store an 

item’.  

     Next, consider ambiguities of the first category, i.e., 

knowledge that have the same base form name and all 

conflicting knowledge may be used as the same pos, such as 

the two meanings for the action ‘pry’.  Since the same name 

of the knowledge is used for the same pos, the responsibility 

to identify the intended meaning is no longer that of the 

semantic step of the parsing stage, but belongs to the 

understanding stage.  This stage resolves ambiguity by 

combining three knowledge sources used in unsupervised 

algorithms: selectional restrictions, syntactic features, and 

the classification of domain knowledge.  The classification 

of an object can be inferred using hierarchical relationships 

such as an object of a sub-category is also an object of an 

ancestor category.  In [16], we resolve this category of 

ambiguity for action verbs by examining the category of the 

direct object only.  For example, with the verb ‘receive’, one 

could physically receive an item, such as a gift, or receive a 

message, like a phone call or an email.  Therefore, when the 

direct object is a physical object, the chosen definition of 

‘receive’ would be an increase in the set of possessions.  On 
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the other hand, if the direct object was a communication 

medium, the definition of ‘receive’ would be a gain of the 

knowledge conveyed in the communicated message.   

     Besides the direct object, the multiple definitions of an 

action may be differentiated by the category of other objects 

involved in the action such as the subject.  We have now 

extended the disambiguation to include other context 

information provided by the given sentence, and process 

them in the following order: the classification of the direct 

object, the category of the subject, the presence of and 

knowledge within each prepositional phrase attached to the 

verb.  As described, the category of the direct object is first 

used to disambiguate.  If there is no direct object in the 

given sentence, then a similar approach can be used to 

disambiguate using the category of the subject.  If the 

subject in the sentence belongs to a category that is only 

capable of carrying out one sense of the action but not the 

others, then the correct meaning may be identified.  For 

example, the correct meaning of the action in “the tree lies 

on the forest floor” can be determined since a tree (a non-

human physical object) cannot tell lies but can be in a 

resting position.  However, if the subject can perform more 

than one meaning of an action, using the category of the 

subject will fail to disambiguate.  For instance a human can 

both tell a lie and lie down.  For such cases, we then use the 

information obtained from prepositional phrases attached to 

the verb.  Each meaning of an action may be taught with a 

list of prepositions that are unique to that definition.  For 

example, telling a lie can be directional (“John lies to his 

coworkers”) or topical (“John lies about his coworkers”) 

using the preposition ‘to’ and ‘about’, respectively.  On the 

other hand, the act of lying down may be in relation to 

another object (“John lies on the bed”).  When the 

preposition used in a phrase matches one of these 

prepositions of the action, the correct meaning of the action 

is uniquely identified.  However, the category of the object 

of the preposition may also be needed to disambiguate the 

proper meaning for the following two reasons.  First, many 

prepositions such as ‘at’ and ‘on’ are used to specify both 

location and time, regardless of the verb being used.  For 

example, looking only at the phrases ‘on the desk’ and ‘on 

Sunday’, it is obvious they represent a location and a time, 

respectively.  Second, the same preposition may be used 

with multiple meanings of an action.  Take for instance the 

sentences “John moves to Houston” and “John moves to 

IBM.”  A location (Houston) as the object of the preposition 

signifies that the move is a physical change in residence, 

while a move to a company (IBM), signifies a change in 

employment.  Consequently, the category information of the 

object of the preposition must be used to disambiguate the 

various meanings.  Furthermore, information about the 

category may be used to recognize non-sensible sentences.  

For example, John cannot lie to a measurement (“John lies 

to 4 meters”).  It may also be used to guess the correct 

preposition when an improper one is used and there is no 

ambiguity (ex., the queen to England).  Incorrect preposition 

usage is a common grammatical mistake among non-native 

speakers.  Note that situations can occur where a sentence 

alone will not provide enough information to disambiguate a 

verb sense, such as “John lies.”  Situations like this will 

require context from the current discourse, and will be used 

when our system is extended to handle multiple sentences.  

     A similar approach may also be implemented to resolve 

noun ambiguity in the future.  For example, consider the 

multiple meanings of the noun ‘seal’.  The correct meaning 

of the word will rely on the context of the sentence, 

specifically the verb and either the predicate or subject of 

the sentence.  If the sentence contains an action and the 

ambiguous noun is the actor, the type of action can 

determine which word sense is more appropriate.  For 

instance, verbs that represent a movement, such as ‘eat’, 

‘swim’, ‘yell’, cannot be applied to inanimate objects such 

as the seal that joins two objects.  Similarly, animals cannot 

perform verbs that represent a connection, such as ‘closed’, 

‘leaks’, ‘binds’, ‘applied’.  If the sentence contains a linking 

verb and the ambiguous noun is the subject or predicate, the 

determining factor would be the predicate or subject of the 

sentence, respectively.  The predicate of a sentence defines a 

characteristic or state of being of the subject.  Based on 

learned knowledge of higher-level classes, the more logical 

word sense can be used.  For example, in the sentence “The 

seal was hungry”, it is obvious that an inanimate object 

cannot feel hunger.  However, just like ambiguous verbs, 

there are times in which not enough information can be 

provided in the sentence.  “The seal is worn out” could 

reflect a tired sea mammal or a bond that has lost its 

adhesiveness.  In situations like this, the program has the 

following options to resolve the ambiguity.  It could look 

for context provided in the discourse in the hopes that prior 

statements specify the type of object.  Another alternative 

would be to use other forms of input, such as visual images, 

if applicable.  Finally, it could take the same approach as 

their human counterparts and simply ask for clarification. 

5 Conclusion 

     We have described in this paper a two phase word-sense 

disambiguation solution.  The first phase is responsible for 

identifying and locating all the possible knowledge objects 

corresponding to each term in the given sentence.  It uses 

morphology rules taught to the system to convert words into 

their base forms, and happens at the first step of parsing a 

sentence, namely, the syntax step.  The second phase is 

responsible for resolving the ambiguity among all 

possibilities to correctly identify the intended meaning.  Due 

to the nature of the ambiguities, we classify ambiguities into 

two categories.  One category may be resolved based on the 

grammar’s requirement that a certain pos be at a specific 

place of the given sentence, and hence can be resolved 

during the parsing stage of a sentence.  The other category is 

resolved during the understanding of the thought, which 

uses the context information available from the rest of the 

sentence.  Our solution depends on the capability of the 

program to infer the categories of various objects.  This 

makes our solution applicable to a huge amount of 
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knowledge and robust in its ability to disambiguate 

unforeseen cases as more knowledge is acquired. 

     Resolving an ambiguous word based on the word’s pos is 

possible when the parse tree is unambiguous.  However, 

problems may arise when multiple parse trees can be formed 

due to the absence of an optional term and the presence of a 

term with an ambiguous pos.  For instance, when an action 

verb accepts indirect objects but one is not provided;   

instead a time adverb, which can serve as a noun or an 

adverb, follows the direct object.  An example sentence 

would be “John bought the TV yesterday.”  Since ‘bought’ 

can accept indirect objects, the parser will tag the TV as the 

indirect object and yesterday, serving as a noun, as the 

direct object.  Consequently, the sentence is understood 

incorrectly as the object yesterday being purchased by John 

for the TV.     

     When ambiguous terms were resolved using the 

categories of various objects, relying on the classification 

does present the problem of determining their most 

appropriate category.  For example, it would be ideal to say 

that when defining the act of eating, humans and animals 

can only eat edible objects, such as fruits, meats, plants and 

vegetables.  This definition of ‘eat’ implies an act done for 

nourishment.  However, an object may be considered edible 

by one animal, but not by another.  For instance, wood can 

be eaten by termites but is not considered edible by humans.  

Bamboo, a staple of the Panda diet, is not eaten by cows, 

although both eat plants.  In addition, animals and babies are 

always capable of eating non-edible items like paper or 

small toys.  In situations like this, a natural category may 

cover all sensible objects but not plausible ones.  Another 

problem with categorizing is that a category may not even 

naturally exist.  For example, the act of telling a lie should 

be towards a category of objects that can receive and 

interpret information.  This category could include 

individuals, a collective group like the public, entities like 

the government, etc.  Defining a category for all the 

possibilities appears to be very difficult.  These issues may 

be tackled through teachings that allow for exceptions, 

multiple category associations, and specialized categories to 

replace generic teachings when available.  Both problems 

will be addressed in future versions of ALPS. 
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Abstract - In this paper, the authors propose a method that 
incorporates mechanisms for handling ambiguity in speech 
and the ability of humans to create associations, and for 
formulating replies based on rule base knowledge and 
common knowledge, that go beyond the level that can be 
achieved using only conventional natural language 
processing and vast repositories of sample patterns. In this 
paper, the authors propose a method for associated replies 
elicited from information relating to the place as an example 
of how the common knowledge and associative ability 
described earlier are applied. 
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1 Introduction 
While it is easy for human beings to provide autonomous 
responses during conversations, it is extremely difficult for 
machines to do the same. For the most part, machines are 
capable of performing predetermined actions, but are less 
able to respond to varying conditions. In addition to the lack 
of predetermined rules, autonomous responses require the 
ability to handle new expressions and thoughts. However, 
such an ability requires an understanding of natural language, 
making autonomous judgments concerning a reply, and then 
formulating an expression for the reply. Thus, mechanisms 
need to be developed that can provide machines with a basic 
understanding of grammar and conversational rules, as well 
as the ability to handle ambiguous language, and to create 
associations like humans do. 

One area of study that explores methods for processing 
replies that are specialized to the rules of a conversation is 
task-type conversation. This research guides the conversation 
toward fulfilling the target task and is extremely effective 
when used for carrying out clerical work. As a result, 
conversational systems have been developed for numerous 
specific purposes, with systems already in practical use that 
can grasp the state of the conversation as a transition diagram 
and develop effective conversational rules for accurately 
obtaining the information necessary for the task—without 

allowing the conversation to wander to other topics. However, 
such systems are unable to handle any issues other than the 
target task or to understand words that have not been 
registered. Thus, they are exceptionally poor when it comes 
to the development of issues such as chatting or small talk. 

One system that was developed specifically for chatting is 
Eliza [1], which is an interactive system. Eliza is a counselor 
system developed with the aim of eliciting responses from the 
conversation partner. To generate a sentence in reply, Eliza 
searches for examples of keywords and then returns questions 
in response to those keywords. The system also partially 
stores the contents of previous utterances and incorporates 
vocabulary from those sentences in its reply pattern. Because 
of this, Eliza is able to handle any type of conversation with 
users and is able to give the impression that it is producing 
autonomous replies. However, because the conversational 
content is not evaluated, the program is unable to 
comprehend what the conversational partner has said, nor can 
it be assured of generating an appropriate response. 

Eliza’s ability to provide the illusion of conversation with 
humans triggered the development of subsequent chat 
systems such as A.L.I.C.E., Reactor, Verbot, and Julia. These 
systems have been improved to the point where they “learn” 
responses from the conversational partner and, by being 
continuously placed in an environment in which they chat 
with humans, have come to possess a continually growing 
repository of response patterns. 

A large volume of research in interactive conversation that is 
not task-driven is being carried out (see, for example, [2] [3] 
and the interactive voice system described in Ref. [4]). These 
and other similar systems acquire conversational rules 
through inductive learning using genetic algorithms based on 
an enormous repository of interactive conversation samples. 
As a result, they demonstrate better performance than Eliza-
type systems. 

These systems generate responses by imitating conversations 
contained in the abovementioned repositories and are very 
good at chat-type conversations. However, when a system 
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      NN wawawaA ,,,,,, 2211   simply learns previously used patterns, it can only model 
conversations based on those patterns and is unable to 
formulate responses that reflect the volition of the machine 
itself. Thus, while it may appear capable of spontaneous 
chatting, there are limits to the autonomous responses that can 
be generated based on pattern learning alone. 

Calculation of the degree of association [8], which is the 
strength of the association between two concepts, is evaluated 
quantitatively using the concept base. The two concepts have 
been expanded as far as the secondary attributes, and the 
calculation is carried out using the weight to determine the 
optimum combination of primary attributes and to evaluate 
the weight of matching attributes. The degree of association 
is a real number between of 0 to 1, with a higher value 
indicating a stronger association. Table 1 shows an example 
in which calculation of the degree of association was carried 
out on concept A and concept B. 

To solve these problems, research has been conducted in 
natural language processing utilizing statistical processing [5] 
[6]. This can involve, for example, using the frequency of 
occurrence of words to analyze spoken sentences from the 
standpoint of both grammar and meaning, in addition to 
increasing the scale of knowledge bases containing sample 
patterns that are used to produce natural language. These 
efforts are aimed at statistically grasping the intention and 
meaning of a sentence from the standpoint of the number of 
word occurrences. As such, these systems provide the 
foundation for understanding meaning and responding 
autonomously on the basis of rule base knowledge and 
common knowledge. 

In this paper, the authors propose a method that incorporates 
mechanisms for handling ambiguity in speech and the ability 
of humans to create associations, and for formulating replies 
based on rule base knowledge and common knowledge, that 
go beyond the level that can be achieved using only 
conventional natural language processing and vast 
repositories of sample patterns. 

2 Related technologies 

2.1 Concept associations 

Table 1. Example of calculation of the degree of association 

Concept A  Concept  B Value for degree 
of association 

car automobile 0.488 

car flower 0.008 

 

2.2 Understanding of common knowledge  

When human beings are given ambiguous information, in 
most cases they are able to decipher it appropriately, proceed 
to appropriate conversation, and take action. This is because 
humans accumulate knowledge concerning language over 
many years of experience and establish what we call 
“common knowledge” relating to the concepts that form the 
base of this acquired knowledge. However, in order to obtain 
human-like conversation from machines, the machines must 
be provided with the capability to understand matters that are 
common knowledge. This requires constructing a system that 
will elicit common-knowledge recollections with strong word 
associations from multiple common-knowledge standpoints. 
In this paper, the authors describe a system that focuses on 
common-knowledge standpoints, particularly on places and 
feelings. 

In order to create appropriate associations, a machine needs 
to be made to understand the strength of the association 
between two words in terms of meaning. To quantitatively 
evaluate the strength of the association between two words, 
we use a calculation of the degree of association [8] using a 
concept base [7]. 

A concept base [7] is a knowledge base comprising words 
(concepts) that has been mechanically auto-constructed from 
multiple Japanese dictionaries, newspapers and other sources, 
along with a glossary of words expressing those meanings 
(attributes) and concepts (in the case of the above reference, 
approximately 90,000). Sets of concepts and attributes are 
weighted so as to express the importance of the set. A given 
concept A is defined as a paired set consisting of an attribute 
ai that expresses the meaning characteristic of the concept and 
a weight wi that expresses the importance of attribute ai in 
expressing concept A. The attribute ai is called a primary 
attribute of A, while an attribute for which ai is the concept is 
called a secondary attribute of A. 

As a standpoint for common knowledge in terms of place, we 
used the place judgment system [9]. In this system, the 
machine recalls a person or object in a place, or an event that 
happened at the place, from words that call to mind the place 
(referred to as “place words”). An association is then created 
between the person, objects, or events at that location, and the 
place words, which are then registered in a knowledge base 
containing the place words. In the case of a person or object, 
the associated place word is called a place subject word, 
while in the case of an event, it is called a place object word. 
Then, using the concept base and the NTT Thesaurus [10], 
the system is able to utilize words that are not registered in 
the knowledge base. Table 2 shows an example of this system 
in use. 
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I make a big snowman at the ski area on my winter holiday.

Input text

Semantic comprehension system

Who What When Where Why How Whom verb

I big 
snowman

winter
holiday

ski 
area make

Information frames

Table 2. Example of use of the place judgment system 

Input 
Place 
word? 

Place subject 
word 

Place object 
word 

milk × － － 

bookstor
e 

○ 

customer, 
store 
manager, 
book, 
magazine, 
etc. 
 

sell, buy, 
attend to 
customers, etc.
 

The feeling judgment system [11] is used as the standpoint 
for the common knowledge called “feeling”. This system 
obtains a word pertaining to a feeling or sensation that people 
are able to recall on the basis of common knowledge, to 
which characteristics have been assigned, in relation to a 
noun. “Feeling” refers to a sensation resulting from a 
stimulation of one of the five senses (sight, hearing, smell, 
taste, and touch). A total of 98 such “feeling words” that 
pertain to the five senses were selected from among all 
adjectives and adjective verbs. Then associations were built 
in the knowledge base between the nouns and the feelings 
that characterize them. Additionally, the concept base and 
NTT Thesaurus are used to recall sensations for words that 
are not in the knowledge base itself. Table 3 shows an 
example of the use of the feeling judgment system. 

Table 3. Example of use of the feeling judgment system 

Concept Feeling words 
apple red, sweet, round 
sunset dazzling, red, beautiful 

 

2.3 Semantic comprehension system  

Figure 1. Working example of the semantic comprehension system 

3 Association responses 
Once a sentence has been understood, the system generates a 
reply based on common knowledge and the ability to create 
associations. In this paper, the authors propose a method for 
associated replies elicited from information relating to the 
place as an example of how the common knowledge and 
associative ability described earlier are applied. 

3.1 Place associations  

We propose a method in which the system associates actions 
of the speaker (what the speaker did) and replies based on 
words relating to the location (place words) in the sentence 
spoken by the user. Figure 2 shows an example of this 
process. 

USER:  I went to the art museum 
SYSTEM: Did you see the painting? 

Figure 2. Example of place association 

In order to create an association with the actions of the 
speaker (what the speaker did), a sentence is targeted in 
which the “what” frame is blank at the time when the 
sentence is analyzed by the semantic comprehension system. 
The target sentence also includes a place word or words, and 
the “verb” frame exists in the place verb knowledge base that 
will be described later. 

In order to carry out autonomous conversation, it is necessary 
to understand the meaning of conversational sentences 
spoken by the user. Therefore, information frames are created 
that make distinctions regarding the roles of words in the 
sentence. In this paper, we used a technique that involves 
dividing input sentences into frames of "what", "when", 
"where", "who", "whom" "why", or "how" (6W1H) + verb  
and storing them accordingly. This is a method of organizing 
that uses case markers and grammar rules to comprehend 
sentences, and which we refer to hereinafter as the semantic 
comprehension system [12].  

When the conversation involves the actions of a user in 
relation to a place, the input sentence needs to include the 
information that “the place will be visited”, and that 
information needs to be the primary content. Given that, we 
stored verbs such as “go” and “visit”, which primarily 
indicate that the speaker went to a location, in the location 
verb knowledge base. Table 4 shows a place verb knowledge 
base. 

Input sentences (simple sentences) that do not contain 
complex concepts and compound sentences are divided into 
information frames of 6W1H + declinable word (verb) and 
stored accordingly. Figure 1 shows an example. 

Table 4. Place verb knowledge base (13 words) 

go, visit (a place), visit (a person), depart, go 
out, take (someone), take off, come back, 
return home, return, approach, enter, come 
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First, the system obtains the place subject words and place 
object words for the place word in the input sentence. In the 
case of “I went to the art museum”, “art museum” serves as 
the place word. Table 5 shows an example of this process. 

Table 5. Example of obtaining place subject words and place object 
words pertaining to “art museum” 

Place 
word 

Place subject word Place object 
word 

art 
museum 

sculpture, painting, 
curator, handicraft, 
work of art, print 

exhibit, view, 
appreciate, look 

Next, words that pertain to people, such as “curator” and 
“station personnel”, are eliminated from the place subject 
words. In this step, the NTT Thesaurus is used to eliminate 
words that are included in the “people” node. 

Furthermore, since it is difficult for words that are frequently 
used in the passive voice to be regarded as representing the 
actions of a speaker, using a large-scale case frame system 
automatically constructed from the Internet (hereinafter 
referred to as the large-scale case frame system), words that 
are frequently used in passive-voice expressions were 
eliminated from the place object words. 

The abovementioned large-scale case frame system is 
organized on the basis of declinable words and nouns that are 
related to those words, according to how the declinable word 
is used. It was constructed automatically from approximately 
500,000,000 Japanese texts on the Internet, and currently 
comprises approximately 90,000 declinable words. The 
modification structure and other information about sentences 
used routinely on the Internet can be looked up from the noun 
or declinable word that is provided. 

Table 6. Frequency of use in terms of grammatical structure 

Input Output 
Noun Declinable 

word 
Grammatical 
structure 

No. of 
occurrences 

ga-marked 
(subjective) 

376 

o-marked 
(objective) 

267 

no-marked 
(possessive) 

47 
painting exhibit 

kara-marked 
(from) 

2 

Tables 6 and 7 show examples of a declinable word 
(“exhibit”) and a noun (“painting”) that have been looked up 
using this method. We know that when these two words are 
used in combination they are most frequently used in the 
nominative case (ga-marked words) and passive voice. Table 

6 indicates that they are most used in ga-marked words, while 
Table 7 shows that, in terms of ga-marked words, they are 
most frequently used in the passive voice. Because this 
combination is often used in the passive voice, it is deleted. 

Table 7. Frequency of voice for the phrase “paintings are exhibited” 

Input Output 
Noun Declinable 

word 
Grammatical 
position 

Voice and 
number of 
occurrences 

paintin
g 

exhibit ga-marked active voice: 28 
passive voice: 
348 
causative: 0 

 
After the above method has been carried out, the degree of 
association is calculated with respect to place subject words, 
and only those combinations of place object words with the 
highest degree of association are retained. Additionally, the 
degree of association between place words in the input 
sentence and all place subject words is calculated. The 
combinations of place subject words and place object words 
with the highest degree of association to the place words are 
then selected. 

Using the pair of a noun and declinable word that has been 
selected (in the example provided here, “painting” and 
“look”), a response sentence to the question sentence is 
created. With respect to the conversion method used to turn 
this into a conversational sentence, we use templates that 
were created on the basis of large-scale case frames and rules 
formulated especially for the Japanese language, but specific 
examples have been omitted in this paper. 

3.2 Adjective associations  

With adjective associations, a reply is created that expresses 
“agreement” in relation to the “what” frame in the input 
sentence. Figure 3 shows an example of this process. 

USER: I was viewing the roses in the garden.
SYSTEM: Roses are really beautiful. 

Figure 3. Example of adjective association 

In order to carry out a conversation expressing routine 
agreement, it is necessary to obtain epithets that can be 
generally associated based on the phrasing used in the “what” 
frame. 

Thus, epithets are obtained using the feeling judgment system. 
Moreover, the large-scale case frame system is used in a 
supplementary manner, and the top 30 epithets are obtained. 
Table 8 shows candidate epithets that could be associated 
with the example word “rose”. 
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The degree of association between the group of remaining 
place subject words and the place word “casino” is then 
calculated, and the word with the highest degree of 
association is obtained. In the example, the set of “casino–
roulette” demonstrated the strongest degree of association. 
Additionally, the degree of association between the word 
“roulette” that was obtained and the place object word is also 
calculated, and the declinable word with the highest degree of 
association is obtained. In this case, the set of “roulette–play” 
demonstrated the highest degree of association. As a result, 
the set of “roulette–play” was selected. 

Table 8. Candidate epithets associated with “rose” 

 Associations from 
the feeling 
judgment system 

Associations from 
the case frame 
system 

rose beautiful, red like, pretty, love, etc.
The degree of association between the epithets obtained and 
the words in the “what” frame is then calculated, and the 
epithet that has the highest degree of association is 
determined. In the example presented here, the set of “rose–
beautiful” indicated the highest degree of association, and 
was thus selected. The association response sentence is then 
created using the noun and the selected epithet set. Specific 
examples concerning the conversion method used to turn this 
into conversational sentences have been omitted. 

A response sentence is then created using the selected noun 
and declinable word set. Specific examples concerning the 
conversion method used to turn this into conversational 
sentences have been omitted. 

3.3 Topic-changing associations  

In the abovementioned association methods, we explained 
how identifying associated actions that could be predicted 
from the input sentence could be used to create a response. In 
this section, we will describe the creation of responses that 
introduce a different topic, albeit related to the content of the 
input sentence. Figure 4 shows an example of a topic-
changing association response. 

USER: “I played poker at a casino.”

Place subject word Place object word
Orner, roulette，coin，baccarat，
poker , slot

service，bet，play, 
spend

Place associations “casino”Unnecessary 
words

What frame

A group of couple words of max degree of association

SYSTEM: “Did you play roulette?”

Who What When Where Why How Whom Verb
poker casino play

Information frames

where-frame
“casino” 

Place subject word 
“roulette”

Place object word
“play”

USER:  I saw a panda in the zoo. 
SYSTEM:  Did you see the lion in there? 

Figure 4. Example of a topic-changing association response 

 
In this example, despite the fact that the user has conveyed 
the information that he or she saw a panda, the system 
provides a response relating to a lion. This is not a direct 
response to what the user said, but it is an associated topic. If 
the system simply receives information and responds directly 
to it, as was described above, conversation tends to get 
bogged down and it is difficult to expand the interaction into 
new topics. Thus, topic-changing associations are carried out 
with the aim of adding movement to the conversation and 
developing it into a new topic. 

Figure 5. Example of a topic-changing association 

4 Evaluation 
We evaluated the association-based response method to 
determine whether the response sentences were truly 
appropriate. For the assessment data, 100 conversational 
sentences (that were neither questions nor orders), which 
included nouns related to place were taken from junior high 
school English reference books, and the response sentences 
output by the proposed method were evaluated via visual 
examination conducted by three people who were not 
involved in creating the system. 

In this study, input sentences are assumed to contain a place 
word and a “what” frame. As an example, let us suppose that 
the user presents the input sentence, “I played poker at a 
casino” (shown in Figure 5). The word “poker” in the “what” 
frame is excluded from the list of place subject words for the 
place word “casino” in the input sentence, which included 
“roulette, coin, baccarat, poker, slot”, from which 
unnecessary words have already been excluded. This makes it 
possible to leave as candidates, words and phrases that are not 
the same as those in the “what” frame of the input sentence, 
but which still have an association with the place word of the 
input sentence. 

During the evaluation, the response sentences created were 
classified as either “appropriate” or “not appropriate”. The 
evaluation criterion was that if two or more of the three 
evaluators considered the respective response to be 
appropriate, then the response was judged acceptable; if one 
of three evaluators considered it to be appropriate, then it was 
judged as moderately acceptable; and if all three evaluators 
considered it to be inappropriate, then it was judged as 
unacceptable. 
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Figure 6 shows the results when sentences were evaluated for 
each aspect of place association, adjective association and 
topic-changing association. If we take the combined 
percentage scores for acceptable and moderately acceptable 
as our degree of accuracy, then the accuracy for place 
association was 80%, the accuracy for adjective association 
was 74%, and the accuracy for topic-changing association 
was 71%. 

Figure 6. Evaluation results for association responses 

5 Conclusion  
In this paper, the authors proposed a method of association 
responses for machine conversation in which a greater 
number of responses are provided via associations based on 
the content of the conversation. The results of verification of 
the system constructed on the basis of the proposed method 
indicated that it was an effective technique, having attained 
high scores for accuracy, specifically 80% for place 
associations, 74% for adjective associations, and 71% for 
topic-changing associations. 

It is believed that creating response sentences using the 
proposed method can facilitate conversation, and that these 
responses can provide the machine with common knowledge 
and the ability to comprehend the content of the conversation. 
This, in turn, could be used to promote the use of the method. 
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Abstract - To make the text retrieval and index more accurate, 

several systems were proposed to annotate the semantic of key 

words using Wikipedia as a catalog. In this paper, we discuss 

a model by using human senses to express information, and 

use it to annotate most name entities. For this purpose, an 

Entropy-based Semantic Annotation (ESA) system is 

implemented to recognize and annotate name entities in text. A 

novel Word Sense Disambiguation (WSD) algorithm is 

designed to disambiguate the ambiguous name entities, and to 

improve the performance when the relatedness between name 

entity and context is weak. Moreover, an advanced Viterbi 

algorithm is employed to optimize the overall entity 

assignment. In our experiments, two manually-annotated 

datasets are used to evaluate the ESA system, which is better 

than Tagme approaches in performance with 79.61% of F-

measure. The time complexity of ESA system is O(n), which 

ensure the ESA system’s quickly response. 

Keywords: Wikipedia; Word Sense Disambiguation; 

Semantic Annotation; Entropy; Viterbi algorithm 

 

1 Introduction 

   Data types and scale of human society is growing in an 

amazing speed which is caused by the emerging services such 

as cloud computing, internet of things and social network, the 

era of big data has come. Text data is the main presenting 

forms, how to recognize and retrieve the content of text data 

better has attracted much attention. In order to analyze 

unstructured or semi-structure textual data more accurately, 

many studies in the information retrieval and semantic web 

areas have proposed to link the name entities of text to an 

extension of semantic information, which makes it possible 

for other tools to understand and retrieval the content. This 

solution is named as semantic annotation. Its key idea is to 

identify the name entities from textual data and annotate them 

with un-ambiguous entities drawn from a catalog. There are 

many catalogs to choose from, but different catalogs are 

chosen by different approaches. An important catalog is 

WordNet, which groups English words with structured sets. It 

offers a good structure with low coverage. Some system such 

as [1] used Wordnet to Disambiguate. As other important 

catalog, FrameNet database offers large number of semantic 

frames which is a schematic representation of a situation 

involving various participants, and other conceptual roles. 

Recently, Wikipedia has become more and more widely used 

as a catalog for text semantic annotation. It offers better 

tradeoff between structure and coverage than WordNet. It 

consists of 3 million English pages. Each page has the 

structured natural language content where some key words 

have been annotated manually. Semantic annotation based 

information derived from Wikipedia is used in many articles 

[2-7]. In this paper, we adopt the Wikipedia as the catalog. 

 Some annotation systems employ knowledge-based 

Word Sense Disambiguation (WSD) algorithms [2, 3] derived 

from Wikipedia. For example, Milne and Written’s system [2] 

uses the unambiguous terms to disambiguate the ambiguous 

terms by calculating the ambiguous terms senses’ relatedness 

to unambiguous. This algorithm needs the text to offer enough 

unambiguous terms with a similar topic, which limits the 

scope of application. Recently Ferragina and Scaiella 

proposes Tagme system [3] which considers improving the 

performance by using both unambiguous and ambiguous 

terms through unified formula which an average relatedness 

score between two terms is gotten through. This algorithm 

solves the problem of short text with few unambiguous terms. 

Both the two systems disambiguate terms mainly by 

comparing each sense of the term to other terms through 

calculating the relatedness score, it makes the relatedness bias 

emergence in the process of disambiguation. Relatedness bias 

means the term will be more likely to choose the sense with 

higher relatedness score, even though the term is weakly 

correlate with the main topic of text or the right sense is 

implied by writer. 

 In this sense, a WSD algorithm which can solve the 

relatedness bias is a valuable help in annotation process. 

Besides this, annotation system should be designed fast, 

because in those texts data may be retrieved at query and thus 

cannot be pre-proceeded. For this purpose, we have designed 

and implemented an Entropy-based Semantic Annotation 

(ESA) system which annotates name entities of input text to 

corresponding Wikipedia articles fast and accurately. The 

system is divided into two parts, name entity recognition and 

word sense disambiguation. The name entity recognition is 

This work was jointly supported by: (1) the National Basic Research 

Program of China (No. 2013CB329102); (2) National Natural Science 

Foundation of China (No.61271019, 61101119, 61121001, 61072057, 

60902051); (3) PCSIRT (No.IRT1049) 
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used to recognize the name entities of input text. The word 

sense disambiguation part employs entropy theory for WSD 

algorithm to consider the factor that the degree of the effect 

from the context to current name entity sense choice. 

According to the result, adjust the parameters of the 

disambiguate progress to obtain the right sense. 

 In summary, the main contributions of this paper are as 

following: A new Entropy-based WSD algorithm is designed 

to disambiguate the ambiguous name entities, mainly 

improved the performance when little relatedness between the 

name entity and context. We observe name entities as a chain 

and every sense as a state, and use an advanced Viterbi 

algorithm to improve efficiency. 

 Experiments show that ESA system’s F-measure is up to 

79.61%, with the pair of 80.03% precision rate and 79.21% 

recall rate which is better than [2, 3]. The time complexity of 

ESA system is linear in the number of processed name 

entities’ senses. Thus verifying the proposed system is 

appropriate for annotated name entities in plain text. 

2 Relate work 

 Using Wikipedia as a catalog for annotating semantic of 

the terms develops in a few years. Several systems are 

designed and implemented to do this task automatically. The 

first system using Wikipedia in this way is Mihalcea and 

Csomai’s Wikify system [4], which is separated into two steps 

to work, automatic keyword extraction and word sense 

disambiguation. The first, Mihalcea and Csomai use several 

methods to extract keywords, the most accurate approach 

employs the link probability to do this task. The link 

probability is obtained by counting the number of documents 

where the term is already selected as a keyword divided by the 

total number of documents where the term appeared. Then, 

disambiguate the terms extracted by prior phase. Wikify 

employs two algorithm to disambiguate terms, the best 

approach is to extract features and its surrounding words, and 

compares this to the training data from Wikipedia. The 

performance of Wikify can match the test data with a 

precision of 93% and a recall of 83%. However, This method 

need to parse the entire Wikipedia, which requires enormous 

preprocessing effort. 

 Milne and Witten’s system [2] employed a machine-

learning approach that yielded considerable improvements 

than Wikify. A relatedness score relatedness(a,b) between 

two senses a and b is proposed in this paper. Milne and 

Witten’s system uses unambiguous terms as context to 

disambiguate ambiguous ones by a classifier using 

commonness, relatedness and context quality features.  

 Kulkarni et al. [5] introduces a collective method to 

score an annotation by two terms. They formulate the trade-

off between local term-to-entity compatibility and pairwise 

coherence. The formula is NP-hard, hence they propose an 

approximation to solve the problem. 

 The Tagme system [3] is designed by Ferragina and 

Scaiella to annotate terms in short fragment. In order to solve 

the problem that text with little unambiguous terms, Tagme 

system uses all possible senses of term to disambiguate other 

terms by the average relatedness of prior term’s senses to the 

latter one’s sense. The performance of Tagme is better than 

previous systems with an F-measure of about 78%, with the 

pair of 78.41% precision and 77.48% recall. 

 Besides these system, some systems employ Wikipedia 

to disambiguate word sense, all of them achieve a good 

performance. Turdakov et al. [7] observes the nature language 

as multiple interleave chain consisted by related terms, they 

use an expanded Hidden Markov Model to do WSD task. 

Nadeau et al. [8] uses a learning algorithm to disambiguate 

word sense, which designs local kernels and global kernels 

based on the kernel based approach, and uses a linear 

combination to combine local and globe information. Last 

year, Pinheiro et al. [9] introduce a new method to 

disambiguate word sense by a common sense knowledge base 

and Wikipedia articles. It defines a new measure of evaluate 

sematic relatedness between concepts. It considers the 

inference ability of the concepts expressed in the common 

sense dataset, extends the ability to identify the meaning of 

the algorithm. ALATK [10] is proposed a supervised method 

based on the Topic Kernel function for annotating the schema 

labels with Wikipedia. In this system, ALATK uses SVM 

learning system based on the features of domain knowledge 

which are trained from Wikipedia to disambiguate word 

senses. 

3 The motivation 

 As we all know, language is a main tool to spread 

information. Polysemy is a significant language phenomenon, 

and it appears widely in every language. To disambiguate the 

ambiguities terms, much disambiguated systems have been 

implemented. To our knowledge, previous works mainly used 

the relatedness on semantic from terms which will be 

annotated by system to the context to evaluate every sense of 

terms to be the appropriate sense’s probability with a numeric 

value. Then use the machine learning algorithm or other 

algorithms to disambiguate terms. This makes relatedness bias 

happens, where the term may have little relatedness with 

context and have a little more relatedness value than other 

senses, the term tends to select the most relatedness sense with 

previous system even though the term should be annotated 

with the other sense. For example, in the sentence “Cristiano 

Ronaldo hits the headlines when he crashed his Ferrari” 

which is mentioned in [7], three terms need to be annotated: 

Cristiano Ronaldo, headline and Ferrari. The term Ferrari is 

an ambiguous one and has at least two meanings: (a) a brand 

of car; (b) an Italian football player. Most WSD algorithms 

tend to use football player to annotate Ferrari instead of car 
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brand, because the football player have more relatedness to 

Cristiano Ronaldo. In fact, the football player Ferrari has little 

relatedness with Cristiano Ronaldo, people won’t talk about 

them in the same time. So Cristiano Ronaldo has little effect 

to disambiguate the term Ferrari. In this time, reducing the 

relatedness effect is important to disambiguate the term 

Ferrari, and annotating it with most general sense which is a 

brand of car. 

 It is a problem how to select the right sense by these 

features. There may be little relatedness between name entity 

and surround name entities. In this situation, we often tend to 

use the word common sense information to decide the name 

entity’s intended sense. While there may be much relationship 

between name entity and context, we will tend to use the 

words relatedness of context to decide the name entity’s sense. 

For detecting the degree of relationship between name entity 

and surround name entities, entropy theory is employs to 

evaluate it. 

4 Text annotation 

 This section describes a new approach to recognize the 

name entities occur in plain text, and identify for each name 

entity with an appropriate link to a Wikipedia article 

automatically. The requirement is to add links for the name 

entities in a document, which will allow reader or machine to 

understand and retrieval the content of the text accurately and 

conveniently. Automatic Semantic annotation system implies 

solutions for the two main tasks performed when adding links 

to an anchor: (1) name entity recognition, and (2) word sense 

disambiguation. 

 The first task consists of identifying those words and 

phrases that are considered appearance in document at hand. 

These typically include technical terms, named entities, new 

terminology, as well as other concepts, which are appearance 

as Wikipedia articles. For instance, in the sentence that 

“Venice’s most famous painter comes to Rome”, Venice, 

painter and Roma are the name entities which could be 

annotated with corresponding Wikipedia articles. This task is 

identified with the problem of name entity recognition, which 

targets in an input natural language text. The second task 

consists of finding the correct Wikipedia article that should be 

linked to a candidate anchor. The anchor can be usually linked 

to more than one Wikipedia article, so we need to face the 

problem of word sense disambiguation. The correct 

interpretation of the name entity may depend on the context 

where it occurs. 

 A system is developed and implemented to solve the 

above problem in two steps, as illustrated in Figure 1. To 

begin, the input text is passed to the part of speech tagging 

process in order to extract the noun from text by syntactic 

information. Using the Wikipedia catalog, pick the name 

entities which are existed in Wikipedia catalog out. The Name 

entity ranking part is used to assign the candidates which are a 

set of words or just a phase. The Name entity is annotated by 

the WSD system with the right Wikipedia article. Wikipedia 

data is trained to word commonness data and word relatedness 

data. They are then used to disambiguate texts in WSD system 

by the WSD algorithm. In the following two sections, we 

show how the system works to support the process of name 

entity recognition and disambiguating the word sense. 

4.1 Name entity recognition 

 Since the motivation of annotation is for machine to 

index, retrieve and do some other nature language process 

automatically, our objective is to label the most name entities, 

which is similar to name entity recognition. Consider the 

previous work on name entity recognition [11], there are three 

main methods according to the learning method. They are 

supervised learning, semi-supervised learning and 

unsupervised learning. Supervised learning methods 

techniques include Hidden Markov (HMM) [12], Decision 
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Fig. 1. The architecture of the system to automatically semantic annotate with Wikipedia 
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Trees [13], Maximum Entropy Models (ME) [14], Support 

Vector Machines (SVM) [15], and Conditional Random 

Fields (CRFs) [16], using features such as syntactic features, 

syntactic patterns, and others. The main technique for Semi-

supervised learning is called “bootstrapping” and involves a 

small degree of supervision, such as a set of seeds, for starting 

the learning process [17]. At last, the typical approach in 

unsupervised learning is clustering. For example, in O. 

Etzioni et al. (2005) [18], Pointwise Mutual Information 

Retrieval is used as a feature to assess that a named entity can 

be classified under a given type. 

 For ESA system, an important rule is that candidate 

name entities should be linked to Wikipedia article, so the 

system must recognize the name entities which are contained 

in Wikipedia articles.  Based on these, ESA uses the 

supervised learning methods to recognize name entities by 

utilizing the Wikipedia data and the syntactic features. To 

recognize most name entities, we use the syntactic information 

to recognize nouns in text first, and then try to recognize name 

entities contained in Wikipedia from the recognized nouns. It 

is apparent that the name entities may be separate words or 

phrases, which produce a problem to choose separate words 

as candidates or to choose phrases as candidates. For example, 

there is a fragment “the machine learning”, where the words 

machine, learning and the phrase machine learning are all 

contained in Wikipedia, so a ranking algorithm is needed to 

choose the right candidates. We divided the name entities 

recognition algorithm into three steps, namely: (1) part of 

speech tagging; (2) candidate recognition; (3) name entities 

ranking. 

 The part of speech tagging step analyzes the part of 

speech of the sentences from the input texts through the 

induction process, in this paper, we use the Stanford 

University tagging process. The candidate recognition step 

parses the words where is annotated with noun by previous 

step and extracts all possible n-grams that also present in 

Wikipedia. The ranking step uses the same method suggested 

in [4] to choose the right candidates. 

4.2 Word sense disambiguation 

 In what follows, a (text) anchor for a Wikipedia page p 

is the text used in another Wikipedia page to point to p. We 

denote by pg(a) the set of all Wikipedia pages linked by a. 

We consider two features for disambiguation which are used 

in [4, 6]. These features consist of commonness and 

relatedness. The commonness is the prior probability. It 

respects the number of times each concept used for each word. 

We use pr(p|a) to denote the occurrence probability of an 

anchor a points to p∈pg(a). Because of polysemy and variant 

names, we shouldn’t only use the commonness, but also use 

the context information. The relatedness is the surround name 

entities which influence the concepts selected. Assume that 

there are two different Wikipedia pages which are p1 and p2 

point to the anchor a, and the context is more familiar to p1 

than p2. This means the context suggest the reader to use the 

relatedness information of the context to select the right sense, 

we will tend to select p1 to point to the anchor a. As if the 

relatedness between context and p1 is almost equally to the 

relatedness between context and p2, which means the 

relatedness information of the context is useless for reader to 

select the right sense. In this case, we will select the most 

probably sense by common sense information. 

 There is a set of Wikipedia pages pa∈pg(a) which could 

point to an anchor a. The rel(pa, pb), which the relatedness of 

the surrounding anchor’s sense pb to the Wikipedia page pa, 

could be looked as the probability of predicting from the 

context which is limited as one anchor instead of many 

anchors in this part to the Wikipedia page pa. The relatedness 

between the two Wikipedia pages pa and pb is computed as 

suggested in [2] as: 
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 Where in(p) is the set of Wikipedia pages pointing to 

page p and W is the number of pages in Wikipedia. We use 

the entropy which is the key measure of uncertain in 

information theory to measure the uncertain of predicting the 

set of Wikipedia pages pointed to the anchor. In order to 

make the relatedness to be used as probability, we use Zpb(a) 

to normalize the score of relatedness. 
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 In entropy theory, the higher score of entropy indicate 

the higher of uncertain. The higher of uncertain indicate it is 

useless for context to choose the right page pi to point to 

anchor. So, the higher score of entropy indicate the less useful 

for context to choose the right page pi to point to anchor. At 

a1

p1

a2 an

p-2 P-1 p0 p2

…

Fig. 2. The model of advanced four-gram Viterbi algorithm with p-2, p-1, p0 

as start node 
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this time, we will tend to use the commonsense knowledge to 

judge the right sense. So, there are different levels to ultra the 

context in different situation. 

 Let At be the set of all anchors occurring in an input text 

T, ESA system tries to disambiguate each anchor a∈At by 

computing a score for each possible sense pa. We will use the 

surrounding name entities to disambiguate a. Given that b∈At 

may have many senses we compute this vote between each 

sense pb of the anchor b and the sense pa which we wish to 

associate to the anchor a. Computing the votepb(pa) from each 

sense pb to vote the sense pa, we need to calculate Hpb(a) with 

the previously explained rules. Then we use the formula as 

follow to calculate the votepb(pa): 
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 We notice the formula uses the ratio of  which is a 

constant obtained by training data and Hpb(a) as the weight of 

rel(pa, pb)/Zpb(a). By this way, value of votepb(pa) can be 

significantly increased by lower value of Hpb(a). If the value 

of Hpb(a) is closed to 0, the ratio of  and Hpb(a) will be very 

great, so we set the Hpb(a)=0.01 when Hpb(a)<0.01. For 

calculating a probability P(pa|a) of the sense pa to be 

annotated to anchor a, all of the anchors detected surrounding 

anchor a and the commonness information need to be 

considered. Euclidean distance is used to combine these two 

features, P(pa|a) is calculated as: 
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 Using the value of P(pa|a) to rank the senses of anchor, 

the most probability sense will be annotated to anchor. 

Moreover, since every anchor’s selection will affect the 

choice of other anchor, we need to choose the best 

combination which has the highest sum of every anchor’s 

score instead of local optima. The objective function is as 

follow (the follow formulas are the same): 
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 As describe above, time complexity of this algorithm is 

O(n
2
). However there are so many combinations as candidates, 

it is time-consuming to calculate every combination. For the 

purpose of simplify calculation, we adopt an advanced Viterbi 

algorithm to solve this problem, which we used the anchors as 

the observation sequence and the senses candidates of each 

anchor as set of states. Like in the classical Viterbi algorithm, 

we discover dynamic programming to find the maximum 

probability path which is a state sequence. The main 

distinction between the classical model and the one presented 

in this section is that each anchor’s sense depends on the last 

n-1 anchors’ senses. Based on performance considerations, 

this system uses the set of n = 4, which is obtained based on 

the experimental. The details are described in the following 

section.  

 According to the anchor sequence, make a sense chain. 

Each anchor is annotated by one sense which is affected by 

previous anchors’ senses. For first anchor to disambiguate, a 

three length start chain: p-2, p-1, p0 is set at first, where  p-2, p-1, 

p0 are setting with no real content. Like figure 2 shows that 

use anchor sequence of a1, a2, … an to annotate the sense of 

each anchor with the candidate senses. In figure 2, a round 

rectangle stands for an anchor, and the circles below each 

anchor are the candidate senses for them. The solid line 

circles form a sense chain. To combine new anchor’s sense 

with current senses chain, previous three sense nodes are used 

to disambiguate it. With all the previous senses chain of p-2, p-

1, p0, p1, p2 ,…,pi-1 (pi-1∈pg(ai-1)), select an appropriate sense 

from anchor ai’s candidate senses and combine it to the chain. 

We will get the sense of ai by: 
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 Through this optimization, the time complexity is 

reduced to O(n). It not only gets faster than before but also 

performs excellently as before. 

 Annotated senses produced by WSD Phase for each 

anchor has to be pruned, so as to discard the possible mistake 

annotated anchors. We use the parameter ρNA as the threshold 

 

Fig. 3. Performance of ESA system by varying recall and N-gram over the 

WIKI-ANNOT30  
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to prune the results. ESA system used each anchor’s highest 

commonness value and highest relatedness value to set the 

ρNA: 
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 The parameter k is variable from 0 to 1. Using each 

anchor’s ρNA to compare best senses value, if  P(pa|a) < ρNA , 

the annotation for a is discarded. The value of k is more close 

to 1, the ρNA is greater, this will lead to reduce the recall rate 

and improve the precision. On the contrary, The k is more 

close to 0, the recall rate will be improved and the precision 

will be reduced. The ρNA can be used to balance recall and 

precision. 

5 Experiments 

 In order to examine the performance of ESA system, we 

use two datasets in experiments, which are used in [3]. They 

are WIKI-DISAMB30 and WIKI-ANNOT30. Since the 

system needs to query the information on the Wikipedia 

frequently, it is dally to query it on the internet. We get the 

May 2010, English Wikipedia dump to the local, and 

preprocess to be used to query the information and train the 

process. 

 For reducing the algorithm time complexity, we use the 

n-gram model to describe the annotation data structure. A set 

of experiments is done for setting the appropriate value of N. 

We use parameter ρNA to control the recall of the system, and 

compare the precision in different setting of N from 1 to 7. 

Figure 3 shows precision floats by different setting of N in 

three different recall rates. All of three lines grow before N = 

4, then the lines float slightly. Based on this, considering the 

precision and algorithm efficiency, we use the setting of N = 4. 

 We use standard precision, recall and F-measure to 

evaluate the performance of the WSD system. In order to 

evaluate the Word disambiguates system we use the fragment 

in WIKI-DISAMB30 as input data. Then we use the WSD 

system to disambiguate the anchors in the fragment and 

annotate them with the Wikipedia article URI, and compare 

the annotated result to the result of the anchor given by 

dataset. We compare the result against to Milne and Witten's 

disambiguator and Tagme's disambiguator. The results 

demonstrate among them are showed in Table I. 

TABLE I. PERFORMANCE OF THREE SYSTEM OVER WIKI-DISAMB30 

 Precision Recall F-Measure 

Milne & Witten 92.3 84.6 88.3 

Tagme 91.7 90.9 91.2 

ESA system 88.3 93.4 90.77 

 

 The precision of ESA system is slightly worse than 

current systems, but precision is significantly improved, so the 

overall F-measure of ESA system is better than Milne & 

Witten’s with about 2.4%, and a little worse than Tagme with 

about 0.5%. 

 The main difference between ESA system and previous 

systems is that ESA system evaluates the relatedness between 

anchor’s candidate senses and other anchors senses before 

using the relatedness and commonness information to vote the 

anchor’s sense. The high score demonstrate the other anchors 

senses play an important role in affecting the selection of 

anchor’s sense. ESA system will tend to consider using the 

word relatedness information with the higher weight to 

disambiguate. On the contrary, ESA system will tend to 

consider using the word commonness information with the 

higher weight to disambiguate. This is crucial in our scenario 

because the name entities in input text may not have the same 

topic. Some of them may have less relationship with other 

entities. We plan to dig into the disambiguation’s algorithm in 

order to improve these figures further. 

TABLE II. PERFORMANCE OF TWO DISAMBIGUATORS OVER WIKI-ANNOT30 

 Precision Recall F-Measure 

Tagme 76.27 76.08 76.17 

ESA system 80.03 79.21 79.61 

 

 Finally, we evaluated the overall system by the test data 

set of WIKI-ANNOT30. Results are reported in Table II, 

where we compare ESA system’s annotates precision and 

recall score with Tagme system. As showed in Table II, ESA 

system has significantly improves Tagme both in precision 

and recall. The precision is improved by about 4% and the 

recall is better than Tagme with about 3%. The reason of 

improving the recall’s score is that ESA system not only 

annotate the keywords around the topic of input text, but also 

the other name entities appearance in the text. 

 Both ESA system and Tagme system need to make a 

tradeoff of precision and recall. We use parameter ρNA to 

control the performance of ESA system. Figure 4 shows the 

different value of ρNA, the different performance of the three 

annotators. As Figure 4 report, ESA system improves the 

 

Fig. 4. Performance of three system by varying the value of ρNA 
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precision in high recall area; in the area of low recall, ESA 

system performance is not good. This shows that ESA system 

has a good performance on improving the annotated recall, 

because ESA system weakens the relatedness effect to 

annotate more name entities with less relatedness to the 

context. 

6 Conclusions 

 This paper introduces a new method based on entropy to 

disambiguate name entities. It is a better deal of the 

relationship between name entity senses choices and context. 

An advanced Viterbi algorithm is employed in ESA system to 

reduce the complexity of the algorithm. Though the result 

achieved by ESA system slightly reduces accuracy rate 

sometimes, it is improved significantly in recall rate than 

previous systems. This makes ESA system has a wider range 

of applications, because ESA system annotated most name 

entities in texts instead of key words in texts.  
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Abstract - Natural language is composed of various 

expressions and phraseology, but humans can properly handle 

these ambiguities by using their knowledge of words. To have 

such a human mechanism in a machine such as a robot, it is 

necessary to model the knowledge of words and process their 

associations. Knowledge of a word that is common sense to 

humans was modeled on a machine as a Concept Base. A 

Concept Base is a knowledge base that defines words as 

concepts. The concept is defined by a set of attributes 

representing a characteristic of the concept by using other 

concepts and weights. This paper proposes a method to add 

new attributes for concepts that are already defined in the 

Concept Base. Words suitable as attributes are automatically 

acquired by the Web and by using the attributes ordered by the 

chain structure of the Concept Base. 

Keywords: Concept Base, degree of association, association 

mechanism 

 

1 Introduction 

  Humans interpret natural language flexibly based on 

their knowledge of words and association skills. Natural 

language is composed of various expressions and phraseology, 

but humans can properly handle these ambiguities by using 

their knowledge of words. To have such a human mechanism 

in a machine such as a robot, it is necessary to model the 

knowledge of words and process their associations. 

 Humans understand the knowledge of one word associated 

with the knowledge of other various words. For example, 

humans associate “suck” as an action, “luxury goods” as a 

classification, and “nicotine” as a by-product for the word 

“tobacco.” Humans can perform natural association and 

understanding of the relation of words by having varied 

knowledge of the words. Such knowledge of a word that is 

common sense to humans was modeled on a machine as a 

Concept Base [1] [2]. 

A Concept Base is a knowledge base that defines words as 

concepts. The concept is defined by a set of attributes 

representing a characteristic of the concept by using other 

concepts and weights. The weights prioritize the importance 

of the attributes. Common-sense meaning can be given to the 

concept by using knowledge of the word as an attribute. So, 

semantic definitions of the concept having many appropriate 

attributes are more natural for humans. 

This paper proposes a method to add new attributes for 

concepts that are already defined in the Concept Base. Words 

suitable as attributes are automatically acquired by the Web 

and by using the attributes ordered by the chain structure of 

the Concept Base. Processing to add new attributes is 

performed by selecting and weighting the possible candidate 

attributes. It is possible to automatically enrich the meaning of 

concepts by the proposed method. 

2 Association System 

 The association system based on the Concept Base and 

the degree of association imitates the knowledge of words and 

the capability of human association. In the following sections, 

the Concept Base and the degree of association are described. 

2.1 Concept Base 

 A Concept Base, which is a knowledge base that defines 

words as concepts, is expressed by the following equation.  

 )},),...(,(),,{( 2211 LL wawawaA   (1) 

A is the concept label, a is the attribute, and w is the weight of 

the attribute. The Concept Base in the Association System 

builds up to 87242 concepts. Table 1 shows specific examples 

of some concepts.  

Table 1: Specific example of concepts 

Concept (Attribute, Weight) 

Summer (summertime, 0.34) 

(summer vacation, 0.11) ... 

Summertime (heat, 0.18) (sun, 0.04) ... 

... ... 
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In the Concept Base, words defined as concepts also form the 

attributes, called first-order attributes. In addition, attributes 

can be derived from other attributes. Attributes derived from 

other attributes are called second-order attributes of the 

original concept. So, the Concept Base is defined by a chain 

structure of attributes, as shown in Figure 1. 

Summer Summertime
Summer

vacation

heat

sun

travel

home

coming

First-order attributes of 

concept “Summer”

Second-order attributes of 

concept “Summer”

 

Figure 1: Flowchart of the proposed method 

 

In the figure, the “summertime” attribute of the “summer” 

concept is defined as a concept. So, the “heat” and “sun” 

attributes of the “summertime” concept are second-order 

attributes of the “summer” concept. 

2.2 The degree of association 

 The degree of association (DoA) [3] quantifies the 

relationship between concepts by using attributes that 

characterize the chain-reaction structure of the Concept Base. 

The relationship between multiple concepts is expressed 

quantitatively in this process. The following shows how to 

calculate the degree of association between concept A and 

concept B. This is defined as DoA (A, B). 

For concepts A and B with primary attributes ai and bj, 

weights ui and vj, and numbers of attributes L and M, 

respectively (L ≤ M), the concepts can be expressed as 

follows:  

 )},),...(,(),,{( 2211 LL uauauaA   (2) 

 )},),...(,(),,{( 2211 MM vbvbvbB   (3) 

The degree of match DoM(A,B) between concepts A and B is 

defined as follows, where the sum of the weights of the 

various concepts is normalized to 1:  

 
 jbia

jL vuBADoM ),min(),(  (4) 

The degree of association is calculated by calculating the 

degree of match for all of the targeted primary attribute 

combinations and then determining the relation between the 

primary attributes. Specifically, priority is given to the 

correspondence between matching primary attributes. For 

primary attributes that do not match, the correspondence 

between primary attributes is determined to maximize the 

total degree of matching. By using the degree of matching, it 

is possible to give consideration to the degree of association, 

even for primary attributes that do not match perfectly. When 

the correspondences are thus determined, the degree of 

association DoM(A,B) between concepts A and B is as 

follows:  

),max(
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(5) 

In other words, the degree of association is proportional to the 

degree of identity of the corresponding primary attributes, the 

average of the weights of those attributes, and the weight 

ratios. 

3 Acquisition of Candidates for attribute 

 Candidates for an attribute are acquired by two methods: 

those using the Web and those using second-order attributes 

derived from the Concept Base structure. The acquisition 

method of candidates for an attribute is described below. 

3.1 Acquisition of candidates for attribute 

from Web 

 This process obtains the candidates for an attribute by a 

Web search. The Web search is performed by using the 

concepts defined in the Concept Base. Words on the search 

result pages are considered to be related with the searched 

concept and therefore are acquired as candidates for the 

attribute[4]. Figure 2 shows words obtained by the search of 

the concept “Meniere’s disease.” The words shown in bold 

are not registered as attributes of the current concept. Thus, 

this process can obtain candidates for a new attribute of the 

concept from the Web. 

Concept 
⇒Meniere’s disease

Obtained words by Web search
⇒ dizziness, symptoms, tinnitus, hearing loss, 

inner ear, disease, treatment, ear, causing, 
nausea, stress, seizures, diagnosis, rotation, 
baskets, medicine, wed tumor, vomiting, 
stage, disease, deterioration, lymph, liquid, 
medicine, lymph, inspection, hospital, sudden

 

Figure 2: Words obtained by search of “Meniere’s disease.” 
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3.2 Acquisition of candidates for attribute 

from second-order attribute 

 The Concept Base is defined as a chain structure of the 

attribute, as described in Section 2.1. The meaning of concept 

X is defined by the first-order attributes of X. Similarly, the 

meaning of each first-order attribute is defined by each of its 

own attributes, which are the second-order attributes of 

concept X. It is considered that words directly related to 

concept X are included in the second-order attributes derived 

from concept X. So, this process obtains second-order 

attributes as candidates of the concept. Figure 3 shows how to 

get the new attributes from the second-order attributes of the 

concept “winter.” 

Winter Wintertime Snow Chill  … Winter Olympics

Wintertime Ice  Vacation  …   …   Winter Olympics  …   … 

Second-order attributes of concept “Winter”  

Figure 3: Example of adding attributes to the concept “Winter.” 

 

The second-order attributes of “Wintertime,” which is a first-

order attribute of the concept “Winter,” are obtained. These 

are second-order attributes of the concept “Winter.” Second-

order attributes obtained are derived from other first-order 

attributes as well. For example, the second-order attribute 

“Winter Olympics” is obtained as a first-order attribute of the 

concept “Winter.” 

4 Selection of Candidates for attribute 

 Some candidates for attributes obtained from the Web 

are not important for the concept because too much noise is 

present. In addition, a huge number of candidates can be 

obtained from second-order attributes because the average 

number of first-order attributes in the Concept Base is 37. 

Namely, the number of second-order attributes is 1369, which 

is the square of 37.  

The selection of candidates is performed by using the 

importance of attributes. The importance is calculated in three 

ways: the inverse document frequency (IDF) in the Concept 

Base, the degree of association (DoA), and the weight of the 

candidates for attributes. The selection is experimentally 

performed with the importance of each in a variety of 

thresholds. Each importance is described in the following 

sections. 

4.1 Selection by IDF in Concept Base 

 IDF in the Concept Base is one of the criteria of the 

value of each concept in the Concept Base. The idea of term 

frequency-IDF (TF-IDF) is often used in document 

processing. The IDF in the Concept Base is calculated by 

viewing the Concept Base as a single document space. As the 

IDF increases, the importance of the concept increases. The 

calculation formula of the IDF in the Concept Base is defined 

as follows.  

  (6) 

IDF_CONN(X)  is the IDF in the Concept Base of concept X 

in the N-order attribute space, Vall is the number of all 

concepts defined in the Concept Base, dfN (X) is the number 

of concepts that have concept X as an attribute in the N-order 

attribute space. 

The less frequent the appearance of an attribute is, the higher 

the value of the IDF in the Concept Base. The concept that 

has a larger value of the IDF in the Concept Base is important 

when the concept appears as an attribute. For example, when 

compared to the number of concepts that have “Color” as 

attributes, the number of concepts that have “Purple” as 

attributes in the N-order attribute space is less. The concept 

that less frequently appears as an attribute strongly 

characterizes the other concept if the concept appears as the 

attribute. Thus, the attribute “Purple” is more important for 

identifying the meaning of concepts than is the attribute 

“Color.” Therefore, the selection of candidates for an attribute 

by IDF is performed by setting a threshold for the IDF in the 

Concept Base. If the IDF in the Concept Base of a candidate 

for an attribute is higher than the threshold, this candidate is 

chosen as an attribute. In this paper, this selection method 

uses third-order attribute space because this order was the 

most accurate in past research [5]. 

4.2 Selection by degree of association (DoA) 

 As previously stated, attributes are words that define the 

meaning of the concept. Therefore, the relevance of the 

concept and the correct attributes is higher. The selection 

method is performed by setting a threshold for the degree of 

association (DoA) between a concept and the candidates for 

attributes. 

4.3 Selection by weight of candidates for 

attribute 

 It is necessary to give a weight, which indicates the 

attribute importance for a concept, to all attributes in the 

Concept Base. In this selection method, candidates for 

attributes are given a weight and selected by using the weight 

threshold.  

The weight of attribute B for concept A is defined by the 

following equation.  

  (7) 
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  DoA(A,B) is the degree of association between concept A 

and attribute B. The IDF in the Concept Base is calculated in 

third-order attribute space. This selection method is 

performed by setting a threshold for the weight calculated by 

this equation. 

5 Evaluation of Concept Base 

For evaluation of the Concept Base, X-ABC evaluation data, 

which is composed of a set of four concepts, is prepared. In 

this set, concept A is the most relative concept, concept B is 

the relative concept, and concept C is not relative with basic 

concept X, which is one of any of the concepts defined in the 

Concept Base. These data contain 500 sets of concepts. Table 

2 shows examples of the X-ABC data.  

Table 2: X-ABC evaluation data 

X A B C 

Music Musical Sound Train 

Sea Ocean Salt Car 

... ... ... ... 

 

The evaluation method uses the degree of association between 

concepts. The degree of association between X and A is 

expressed as DoA(X,A). In the same way, the degrees of 

association between X and B, X and C are expressed as 

DoA(X,B) and DoA(X,C), respectively. At this time, if the 

following equations are satisfied, it is assumed that the correct 

answers are given.  

  (8) 

  (9) 

  (10) 

DoA(X,C) must be 0.0 ideally because no relative exists 

between concept X and concept C. But, as a characteristic of 

the calculation of the degree of association, the case that only 

one attribute pair exists between X and C, that is, no relative 

concept C is associated with X, is not calculated to be 0.0. 

Given this result, the calculation of the degree of association 

has some error. Consequently, when the degree of association 

between DoA(X,A) and DoA(X,B) and between DoA(X,B) and 

DoA(X,C) has a difference that is more than the error margin, 

the evaluation is correct. The correct ratio of this evaluation 

method is called the C-Average Rank Rate. 

6 Accuracy Evaluation 

We made the selection described in Section 4 for each 

candidate for an attribute. Table 3 shows the highest accuracy 

obtained in each selection. Integrated acquisition acquires 

candidates for an attribute by using both methods of 

acquisition (from the Web and from second-order attributes).  

As a final result, the proposed method for the integrated 

acquisition of attributes obtained a maximum accuracy 

improvement of 2.0% compared with the acquisition either 

from the Web or from the second-order attributes. 

Table 3: X-ABC evaluation result 

 
IDF in 

Concept Base 

Degree of 

association 
Weight 

Before 

acquisition 
83.6% 

Acquisition 

from Web 
84.2% 83.3% 82.0% 

Acquisition 

from 

second-order 

attributes 

84.2% 84.0% 84.6% 

Integrated 

acquisition 
85.6% 

 

Table 4 shows the change in the average number of attributes 

and the difference before acquisition and after each method. 

Table 4: Average number of attributes and difference 

 
Average number 

of attributes 

Difference 

before and after 

Before 

acquisition 
38 - 

Acquisition 

from Web 
41 3 

Acquisition 

from 

second-order 

attributes 

44 6 

Integrated 

acquisition 
58 20 

 

The number of attributes increases in all methods by the 

acquisition of attributes for the concepts. The integrated 

acquisition method is able to acquire the most attributes. 

Table 5 shows examples of the success of the attributes 

acquired by both methods.  

Table 5: Average number of attributes and difference 

Concept 

Attributes from 

second-order 

attributes 

Attributes from 

Web 

Rain 
Rainy weather, 

Heavy rain 

Umbrella, 

Forecast, 

Observation 

Paper Kent paper Recycling, Pulp 

Happy Cried for joy 
Cheering, 

Souvenir, Service 
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The attributes specific to the concept were obtained from the 

second-order attributes. However, the attributes associated 

with the concept but not identical to the concept are obtained 

by using the Web. For example, the attribute of the concept 

“Paper” from the second-order attributes is one specific type 

of paper, “Kent paper.” In contrast, the attribute “Recycling”, 

which is associated with “Paper” and the attribute “Pulp” as 

the raw material for “Paper,” are obtained. 

7 Conclusion 

 This paper proposes a method to acquire new attributes 

for concepts by integrating methods using the Web and 

second-order attributes. As a result of the proposed method, 

the average number of attributes increased from 38 to 58. The 

obtained Concept Base accuracy was improved by 2.0% 

compared to that before adding the attributes. This result 

shows that Concept Base can expand a concept’s meaning by 

adding attributes. Thus, the proposed method automatically 

enriches the meanings of concepts. 
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Abstract- In this paper, two sets of phonetically balanced 
words (PBW) in Filipino were developed; namely the 2-
syllable, and 3-syllable PBW list. These are tested as a 
speech corpus in a word-level recognizer using the Hidden 
Markov Model (HMM) as a framework and Mel-Frequency 
Cepstral Coefficient (MFCC) as a feature extraction 
technique. Thus, this study is a preparation for a Large-
corpus Filipino Language ASR using HMM.  

For the testing of the PBW sets, fifty speakers were trained 
(25 male and 25 female speakers). For the recognition of the 
2-syllable word list, an average accuracy rate of 93.25% and 
88.67% were achieved for the speaker dependent and speaker 
independent tests, respectively. For the recognition of the 3-
syllable word list, the recognizer achieved an accuracy rate 
of 99.53% and 96.30% for the speaker dependent and 
speaker independent tests, respectively. 

 

Keywords: Filipino phonetically balanced words, Filipino 
word corpus, Hidden Markov Model  

 
 

1 Introduction 
Automatic speech recognition (ASR) is the process of 

decoding speech into its corresponding word sequence.  In the 
recent years, Filipino researchers aimed to provide an accurate 
speech recognizer [1][2]. However, an efficient solution for 
the Filipino Language has not been successful.  
 

The Hidden Markov Model (HMM) is a doubly stochastic 
process with one that is not directly observable [3]. This 
hidden process can be observed only through another set of 
stochastic process that can produce the observation sequence. 
 

HMMs are widely used as a basis for pattern-based acoustic 
model for speech recognition [4]. This model was used in the 
previous studies relating to an Automatic Speech recognizer 
for the Filipino Language [1][2].  
 

In 2003, an ASR for Filipino phonemes was developed [1]. 
This study reported to have achieved recognition accuracy of 
85.5%. However, this recognizer was used to recognize 
phoneme utterances of the Filipino alphabets using discrete 
HMM limiting itself for small vocabulary speech corpus. 
 

A Filipino Speech Corpus was developed by Guevara R., et. 
al (2002) to be used for continuous Speech recognition. Dela 
Roca G., et.al (2003) tested the developed Filipino corpus to 
recognize continuous speech and achieve 32% recognition 
accuracy. In an attempt to increase this accuracy, a study in 
2010 was conducted wherein an Indonesian speech corpus 
was used for the recognizer as training sets to recognize 
Filipino utterances [5]. The Indonesian speech corpus contains 
80 hours of recording compared to the developed Filipino 
speech corpus in 2003 that contains 4 hours of recording. This 
cross-lingual approach achieved 79.50% recognition accuracy. 
However, none of these previous researches used a 
phonetically balanced set of words for the development of its 
speech corpus. 
 

Thus, the researchers’ objectives are to (1) present the 
development of Filipino PBW and (2) test the recognition 
accuracy of the developed Filipino PBW using HMM.  
 

This paper will provide some information of Filipino 
language, the development of phonetically balanced-word lists 
and the recognition accuracy test for the phonetically balanced 
speech.    
 

2 The Specifics of Fipino Language 
 Filipino is the language used largely in the Philippines with 

22 million native speakers [6]. 
 

Between the 1930s and mid-1970’s, a system of 
syllabication for the alphabet called abakada was developed 
by Lope K. Santos to represent the native sounds [7]: 
 
 a ba ka da e ga ha i la ma na nga o  

pa ra sa ta u wa ya 
 

DEVELOPMENT OF FILIPINO PHONETICALLY-
BALANCED WORDS AND TEST USING HIDDEN 

MARKOV MODEL 

136 Int'l Conf. Artificial Intelligence |  ICAI'13  |



to represent the Filipino alphabet, consisting of 5 (a , e, i, o, u) 
vowels and 15 (b, k, d, g, h, l, m, n, ŋ , p, r, s, t, w, y) 
consonants.  The Filipino alphabet, though in a sense, 
considered as phonetic, does not reflect exactly the correct 
sound in written form [8]. There are words present in the 
Filipino Language that are spelled the same but are 
pronounced with a slight difference, which produces 
difference in meaning. 
 

bata /b:a - ta/ - “a child” 
bata /ba - ta/ - “to bear or endure” 
 

The word bata with the phonetic representation of /b:a – ta/ 
denotes a long sound which is produced by a short pause after 
the affected syllable, while the other phonetic representation 
/ba-ta/ is produced continuously without breaks. 
 

Thus, the Filipino phonemes can be broken down into the 
following phonemes: 
 
 Vowels  
 /a/ /e/ /i/ /o/ /u/ 
  
 Consonants 
 /b/ /k/ /d/ /g/ /h/ /l/ /m/ /n/ /ŋ/ /p/ /r/ /s/ /t/ /w/ /y/   
	  

The Filipino vowel phonemes can be described as /a/ low 
central unrounded, /e/ mid front unrounded, /i/ high front 
unrounded, /o/ mid back rounded, and /u/ high back rounded. 
According to tongue height, we have two front vowel 
phonemes /i e/ , and two back vowel phoneme /o u/, and one 
central vowel phoneme /a/. 

The Filipino consonants are produced through the help of 
the lips (labial), teeth (dental), alveolar ridge (alveolar), palate 
(palatal), velum (velar), and glottis (glottal).    

 

3 Phonetically Balanced Words 
In the development of an automatic speaker-independent 

continuous Filipino speech recognizer, a set of properly 
selected word list is required for the development of a 
recorded speech corpus. The set of words must be 
phonetically balanced in nature, and must contain all 
phonemes present that are characterized by the Filipino 
language.  
 

In the construction of large-vocabulary word recognition, a 
set of recording must be obtained from a spoken corpus 
gained from a written corpora or a phonetically balanced word 
list.  A Filipino Speech corpus was developed by Guevara, et. 
al [2] that includes both open-ended and close-ended spoken 
words. This methodology in training data is not phonetically 
balanced. A phonetically balanced speech text used for 
English, German, Swedish, Danish, Hebrew, Italian, Finish, 
French, and Portuguese often taken into the following criteria 
[9][10]: Syllable structure, equal phonetic structure, phonetic 

balance, equal average difficulty and equal range of difficulty, 
common words, and speaker intelligibility.  
 

In [13], a total set of 257 words was produced for the 2-
syllable word list, and 212 words for the 3-syllable word list. 
These words were then used for the recording of speech 
corpora that are used for testing via word recognition. 
 
3.1 Developed Phonetically Balanced Word 

Lists 
 

The Filipino phonetically balanced words were evaluated 
from 16 articles found from a Filipino based textbook written 
for senior public school students, “Bagwis”. This textbook is 
approved by the Department of Education, an executive 
department of the Philippine Government which governs the 
Philippine system of basic education, thus be considered 
reliable with a minimal chance of error.  All the articles 
extracted from the textbook are written in Filipino, which 
consists of a total of 9768 words. The 9768 extracted words 
were inspected and a list of unique words was gathered. The 
list of unique words was manually transcribed phonetically 
based on the UP Diksyonaryong Filipino, a monolingual 
dictionary maintained by the University of the Philippines 
Center for Languages [11]. Phonemes such as /p:/ /b:/ /m:/ /t:/ 
/d:/ /n:/ /s:/ /l:/ /k:/ /g:/ were included to denote a longer 
duration of phoneme pronunciations as compared to its shorter 
counterparts. The diphthongs /iw/ /ay/ /aw/ /oy/ /ey/ /uy/ were 
also included as part of the vowel phoneme list. 
 

The 2938 unique words were gathered where the frequency 
of words, phonetic structure, syllabications, and number of 
syllables was included from the 9768 word included in the 
articles.   

Table 1: Frequency of Syllable Counts from the 
Extracted Unique Words 

Syllable Count Frequency 
1-syllable 101 
2-syllable 780 
3-syllable 912 
4-syllable 740 
5-syllable 299 
6-syllable 72 
7-syllable 23 
8-syllable 7 
9-syllable 2 

10-syllable 1 
13-syllable 1 

Total 2938 
 
2-syllable and 3-syllable word lists were selected based on the 
frequency of its occurrence from the articles. These word lists 
were then filtered by the number of times it is used in the 
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article, thus a total of 323 2-syllable and 249 3-syllable words 
were extracted of which have more than 1 frequency of 
occurrence in the list to ensure commonality of words. 
 

Table 2: 2-syllable words and 3-syllable words and its 
frequency of occurrences. 

Syllable Count 1 Occurrence 
>1 

Occurrences Total 

2-syllable 457 323 780 
3-syllable 663 249 912 

 
These words are grouped according to their phonetic 

structure, taking phonetic structure constituting at least 80% 
of the total numbers of the 3-syllable and 2-syllable words. 
 

Two hundred fourteen (214) of the 3-syllable words are 
represented with the following phonetic structures: cv-cv-cvc, 
cv-cv-cv, cv-cvc-cvc, cvc-cv-cv, cvc-cv-cvc, v-cv-cvc, cv-cv-vc, 
cv-cvc-cv, and v-cv-cvwith the frequencies of 0.416, 0.1526, 
0.0602, 0.0441, 0.0562, 0.0441, 0.0361, 0.0321, and 0.0321, 
respectively; while, 261 of the 2-syllable words are 
represented with the following phonetic structures: cv-cvc, cv-
cv, v-cvc, and cvc-cvwith the frequencies of 0.4024, 0.1889, 
0.1331, and 0.0836respectively.  
 

Table 3:Phonetic Structure of 2-Syllable Unique Word 
List 

Phonetic 
Structure 

Frequency Vowel Consonants 

cv-cvc 130 260 390 
cv-cv 61 122 122 
v-cvc 43 86 86 
cvc-cv 27 54 81 
cvc-cvc 25 50 100 
cv-vc 13 26 26 
v-vc 12 24 24 
vc-cvc 3 6 9 
ccv-cv 3 6 9 
vc-cv 2 4 4 
cv-vc 1 1 2 
v-v 1 2 0 
cvc-ccv 1 2 4 
cvc-ccvc 1 2 5 
cv-v 1 2 1 
Total 323 646 849 

 

Table 4:Phonetic Structure of 3-Syllable Unique Word List 

Phonetic 
Structure Frequency Vowel Consonant 

cv-cv-cvc 100 300 400 

cv-cv-cv 38 114 114 
cv-cvc-cvc 15 45 75 
cvc-cv-cvc 14 42 70 
v-cv-cvc 11 33 33 
cvc-cv-cv 11 33 44 
cv-cv-vc 9 27 27 
v-cv-cv 8 24 16 
cv-cvc-cv 8 24 32 
cv-v-cvc 6 18 18 
cv-cv-v 3 9 6 
cv-vc-cvc 3 9 12 
cv-v-cv 3 9 6 
cvc-cvc-cv 3 9 15 
cvc-cvc-cvc 2 6 12 
cvc-cv-vc 2 6 8 
cvc-v-cvc 2 6 8 
vc-ccv-cvc 1 3 5 
vc-cv-cvc 1 3 4 
vc-cv-ccvc 1 3 5 
v-v-cvc 1 3 2 
v-cvc-cvc 1 3 4 
cvc-v-cv 1 3 3 
cvc-vc-cvc 1 3 5 
cvc-cv-v 1 3 3 
cv-cv-ccv 1 3 4 
ccvc-cv-cv 1 3 5 
ccv-cv-cv 1 3 4 
Total 249 747 940 

 
The	  total	   frequency	  of	   the	  phonemes	  represented	  (F)	   is	  

the	   summation	   of	   all	   frequency	   of	   phonemes	   in	   a	   word	  
(pfw)	  representing	  the	  number	  of	  a	  specific	  phoneme	  in	  a	  
word	  [e.g.,	  pfw	  (a)	  =	  2	  in	  the	  word	  bata]	  multiplied	  by	  the	  
frequency	  of	  word	  occurrence	  implies	  the	  number	  of	  times	  
the	   specific	   word	   occurred	   from	   the	   whole	   text	   corpus,	  
divided	  by	   the	   total	   of	   phoneme	   frequencies	   in	   the	  word	  
list.	  
	  
A frequency of each phoneme is calculated with the formula: 
 

F = 𝑝𝑓𝑤∗𝑤𝑓
!

 (1) 

	   	  
	   Where:	  

F	   frequency	  of	  phonemes	   represented	   in	   the	  
word	  list	  

pfw	   frequency	  of	  phoneme	  in	  a	  word	  
wf	   frequency	  of	  word	  occurrence	  
n	   total	  number	  of	  phonemes	  in	  the	  word	  list	  	  

	  
	  

138 Int'l Conf. Artificial Intelligence |  ICAI'13  |



This	  value	  is	  compared	  to	  the	  acceptance	  value	  (threshold	  
value)	  with	  the	  formula:	  
	  

aV =    !
(!∗!)

  (2)	  

 
 Where: 

aV acceptance value/threshold value 
x average of the vowels/consonants in a 

phonetic structure  
m total number of words 

 
 

Table 5: Acceptance Values of Phonemes for the 2-Syllable 
and 3-Syllable Words 

 
	   Vowel Consonants 
2-syllable words 0.0023 0.0018 
3-syllable words 0.0015 0.0012 

 
The acceptance value for the frequency of vowels from the 

2-syllable word list is 0.0023 and 0.0018 for the consonants 
based on the 261 2-syllable words while the acceptance value 
for the vowels from the 3-syllable word list is 0.0015 and 
0.0012 for consonants based on 214 words in list. These 
values are compared from the frequency of each phoneme in 
the list to validate if the phoneme is well represented. 
Phonemes lower than the acceptance values would not be 
represented, thus the words including the phonemes will be 
removed from the accumulated list while frequencies higher 
or equal to the acceptance values well represented by the list. 
 
 

From the 20 basic phonemes of the Filipino language, 16 
phonemes were added (10 long consonants, and 6 
diphthongs). 5 phonemes were not represented in the 2-
syllable word list (/m:/, /g:/, /iw/, /ey/, /uy/) since the 
frequencies of these phonemes are less than the acceptable 
value of 0.0023 for vowels, and 0.0018 for consonants. 4 
phonemes were not represented in the 3-syllable word list 
(/m:/, /g:/, /iw/, /ey/, /uy/) which are less than the acceptable 
values of 0.0015 for vowels and 0.0012 for consonants. The 
total number of phonemes represented by the 3-syllable word 
list is 214, and 261 for the 2-syllable word list.  Thus, the final 
list for the phonetically balanced word list for the Filipino 
Language will be 257 for 2-syllable words, and 212 for 3-
syllable words. 
 

Table 6: Word Count For The 3-Syllable and 2-Syllable 
List with the Number of Represented Phonemes 

 

	  

List 1 
3-Syllable 
Word List 

List 2 
2-Syllable 
Word List 

Phonemes represented 32 31 
Number of words per list 212 257 

3.2 Phonetically Balanced Speech Corpus 
The speech corpus is a requirement for the development of 

automatic speech recognition systems. The speech corpora 
used in this study were gathered from the 212 2-syllable word 
list (PBW2) and 257 3-syllable word list (PBW3). These 
words were recorded for the training and testing of words 
using an ASR system developed with HMM. The speech data 
were recorded from 50 fluent Filipino respondents (25 male, 
and 25 female). All members of the group have Filipino as 
their primary and native language, with no speaking ailments, 
and were at their proper dispositions. 
 

4 Test of Phonetically Balanced Speech 
Hidden Markov Models (HMM) are probabilistic models 

[12] used for modeling stochastic sequence with underlying 
finite state structure. HMM is a widely used tool to model a 
speech utterance for contemporary speech recognition 
development. 
 

In this study, HTK toolkit was used to develop the speech 
recognizer using the Hidden Markov Model as the framework, 
and MFCC as the feature extraction method.  

 
4.1 Speech Data 

The recordings were done in an isolated room using a uni-
directional microphone connected to a computer with input 
speech sampled at 16 kHz at mono using a linear PCM and 
saved as waveform file format (*wav). A distance of 
approximately 5-10 centimeters is used between the mouth of 
the speakers and the microphone used. 
 

The speakers were asked to utter the words from the PBW2 
and PBW3 word lists clearly. The speeches collected were 
used as training data, and test data.  
 

The training data are used from 20 female and 20 male 
speakers, which recorded 2 sets of word utterances. The test 
data were grouped as ‘speaker dependent’ and ‘speaker 
independent’. The speaker dependent speech were taken from 
the same speakers from the training data (20 female and 20 
male), which recorded another set of word utterances while 
the speaker independent speech were taken from 5 female and 
5 male speakers not included in the training data which 
recorded a set of word utterances. 

 
4.2 Feature Specifications 

The feature extraction stages the use of Mel-Frequency 
Cepstral Coefficients (MFCC) to estimate each of the speech 
data using the HTK tool, HCopy. The main feature extraction 
parameters used in the study consists of 39 dimensional 
feature vectors of 13 MFCCs, the first and second derivatives. 
The window size is set to 25ms with a target rate of 10ms 
using a hamming windowing. The pre-emphasis coefficient 
value is set to 0.97. 
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4.3 HMM Acoustic Model Specifications 
The speech data are trained into a 7-state HMM for the 

PBW2, and 9-state HMM for PBW3. The training is 
performed through multiple iterations to re-estimate the 
parameters using the Baum-Welch re-estimation algorithm. In 
this study, a total of 20 re-estimation iterations were 
conducted. The model is for the state machines that consist of 
7 different states, and 9 different states for the 7-state and 9-
state HMM respectively, with the first and the last state 
characterized as the non-emitting entry and exit states 
representing null or silence in the speech data. 

 
5 Results 

The performance of the ASR is tested against two types of 
speakers: one of which was involved in the training 
(dependent speakers) and the other of which was only 
involved in the testing (independent speakers). The 
evaluations for the testing are shown in Table 7. For the 
testing of the PBW2 list, a recognition rate of 93.25% is 
gathered for the dependent data, and 88.67% for the 
independent data. For the PBW3, a recognition rate of 99.53% 
is gathered for the dependent data, and 96.30% for the 
independent data. 

 
Table 7: Performance Evaluation Results 
 

	   Dependent 
Speaker 

Independent 
Speaker 

PBW2 93.25 % 88.67 % 

PBW3 99.53 % 96.30 % 
 
6 Conclusion 

In this study, a speech recognition system was developed 
to test the recognition of the developed Filipino 
phonetically balanced word list (PBW2 and PBW3) using 
continuous density HMM. The implemented system for the 
PBW2 achieved a recognition rate of 93.25% and 88.67% 
for the dependent and independent testing data, 
respectively; while a recognition rate for PBW3 of 99.53% 
and 96.30% for the dependent and independent data.  
 

The developed PBW lists can be improved by increasing 
the size of text corpora, which will also increase the number 
of words in the PBW list. With this, a new PBW list can be 
examined for the development of a speech corpus.  
 
Future works will involve of increasing the Filipino text 
corpora in a phoneme level recognition to further improve 
the quality and the efficiency of the speech recognizer. This 
will be used to train a larger set of vocabulary for the 
improvement of the performance and recognition accuracy 
of the system. 
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Abstract - A new method of greatly speeding up natural 
language (NL) “understanding” is presented here. This 
speedup is achieved by nearly eliminating the overhead of 
failed tests during parsing and subsequent processing. 
Failed tests account for more than 99% of time taken by 
present natural language understanding systems. This 
speedup is independent of the particular NL processing 
algorithms used. 

This method triggers queuing of rules based on the 
appearance of their least frequently used elements, so rules 
whose least frequently element is absent incur no overhead. 
Lower-level rules are placed in higher-priority queues. High-
level rules create output.  

This new capability should revolutionize the Internet by 
making practical the real time analysis of postings for 
particular semantic content to trigger individually crafted 
advertisements or AI replies. This method will also facilitate 
developing a “drop in” natural language understanding 
module suitable for many disparate applications. 

Keywords: Natural language processing, Software perfor-
mance, Detection algorithms, Dynamic compiler. 

 

1  Introduction 

A subtle phenomenon has doomed natural language (NL) 
projects for the last 40 years. Current literature is almost 
devoid of recognition of this problem, let alone providing 
any discussion of potential solutions. Researchers have 
built countless NL systems only to abandon them without 
public explanation. I will explain this phenomenon and 
present a practical solution. 

2  NLP’s Dirty Little Secret 

Natural language processing (NLP) has long been con-
cerned with NL parsing, disambiguation, and semantic 
representation, together collectively referred to as 
“understanding”. However, 40 years of effort have failed to 
produce a good method for understanding NL. Examination 

of past NL projects, including my own DrEliza.com, has 
uncovered a hidden problem that doomed these projects 
right from their start – as the rules and relationships grow 
in numbers, complexity, and depth, the number of tests 
that fail undergo a combinatorial explosion that quickly 
limits the number of rules that can be honored within an 
acceptable processing time. This continues to happen 
despite the orders of magnitude improvement in pro-
cessing speed that has become available in recent years.  
To illustrate, to achieve a 3-second response time to short 
open-ended NL queries falling far short of “commercially 
viable production performance” IBM’s WATSON utilizes 
2,880 POWER7 processors, making it the 94th fastest 
supercomputer in the world.  

NL projects seem to go through a common development 
cycle. Researchers implement a demonstration, then the 
program slows nearly to a stop as they start adding rules on 
the way to making it useful enough to sell. Soon it becomes 
apparent that adding more rules is counterproductive 
because the program is already running too slowly to 
demonstrate in real time. This occurs before entering 
thousands of idioms, adding automatic spelling correction, 
or including other important pieces of a commercial quality 
system. Then, careful analysis of the programming usually 
uncovers clever ways of making the program run an order 
of magnitude faster, e.g. by moving language rules from a 
database into arrays. However, by this time it has become 
clear that an order of magnitude is not nearly enough 
additional speed to achieve the desired performance, so 
yet another NL project is “shelved”. 

Researchers have attempted to address this situation by 
making their rules smarter (and in some cases dumber; to 
do less, but faster), but this doesn’t address the fundamen-
tal issue that failed tests produce no output, yet consume 
>99% of the processing time. Some projects have produced 
fast parsing by separating the semantic analysis into a 
separate module. However, the semantic analysis that 
follows is subjected not only to the same combinatorial 
explosion, but the explosion is made worse by having to 
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reassemble components of semantic units separated 
during parsing. 

A parallel problem existed in the early days of computers, 
when programs had to wait for their own I/O. Buffered I/O 
eliminated this problem, and programs ran much faster. 

3  The Concept 

This article explores a new method which nearly eliminates 
the time costs of failed tests, thereby speeding up the 
parsing of NL by several orders of magnitude. This is 
accomplished by only performing rules whose least likely 
elements are present, and doing this in a way that incurs 
zero overhead for rules whose least likely elements are 
absent. This presents a new problem – of coordinating the 
complex process of parsing once most of the “structure” 
has been selectively eliminated. This problem is overcome 
by creating a new structure to queue the evaluation of 
surviving rules having least likely elements present, and to 
coordinate the order or evaluation, linking of rules, scope 
issues, etc. 

4  Compared to Other Methods 

Since I first proposed this method, various people have 
come forward with statements like “I thought that ______ 
(fill in the blank with their favorite parsing method) was 
fastest.” Methods that involve parsing character strings, 
rather than first converting words to ordinals, have a built-
in opportunity to run more than an order of magnitude 
faster, by simply converting words to ordinals and perform-
ing the same analysis using integer operations on ordinals 
that represent entire words. Some methods, like recursive 
ascent-descent parsing, can be directly emulated on this 
platform at speeds that are orders of magnitude faster. 
Some methods, like those using left associative grammars, 
discard semantic unit information to run fast. Semantic 
units must be subsequently reconstructed before parsing 
can be useful. This reconstruction requires performing the 
same tests as required by other methods, >99% of which 
can be eliminated using the method described below.  

5  The Method 

During initialization the first few thousand most commonly 
used words are processed into the lexicon, so that later, 
when rules are being compiled, it will be easy to compare 
words in rules to identify which are least frequently used. 

All input is first broken into tokens representing a word, 
number, or punctuation. The word tokens are then hashed 
as part of being converted to ordinals representing their 

frequency of use, e.g. the most common word in English is 
“the”, which would be represented as 1. 

Stored in the lexicon is the hash for the words (used to 
resolve collisions), the word strings (used to create output), 
and a list of pointers to the rules for which that word is the 
least frequently used (LFU) word in the rule. 

Rules contain a compiled representation of their operation, 
and information regarding their depth (to place them into 
the correct queue) and scope (to restrict analysis to the 
appropriate syntactical unit, e.g. a sentence). 

During execution, words are converted to ordinals. In the 
process, pointers to the rules for which those words were 
those rules’ LFU words are placed into appropriately 
prioritized queues that also hold the locations of the 
associated words. Pointers to lower-level rules are placed 
in higher-priority queues, to perform the lower-level rules 
first, before performing higher-level rules that were placed 
in lower-priority queues.  

String operations, e.g. as used to parse common German 
run-on words, are performed on the strings in the lexicon 
during initialization to add new rules to existing lexicon 
entries to process the substrings. String operations can be 
performed during execution, which can be useful for 
handling invented words. However, substrings cannot be 
used as LFU triggers, although they can be used in rules 
that have been triggered by other words or rules. 

The vast majority of low-level rules will never be performed 
in any given passage because their LFU words will not be 
present. Only the higher-level rules that were referenced 
by successfully-performing lower-level rules will be 
performed. Those few higher-level rules that are per-
formed will often reference lower-level rules that haven’t 
been performed. Rules that have not been performed can 
safely be presumed to be FALSE, because they must lack 
their least likely elements to not have been performed. 

It is hard to guesstimate the speedup that this will provide, 
partly because there are numerous other methods with 
which to compare it, and partly because no one has 
seriously attempted to enter the rules to fully understand 
any language. However, the range seems to be somewhere 
around 3-4 orders of magnitude improvement in speed. 

6  Path Toward Universal Acceptance 

The next step is to propose a broadly usable and easily 
extensible representation standard for parsing, disambigu-
ating, and other rules, which will be needed to construct a 
software platform on which to build many products that 
involve understanding NL. 
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However, by far the most labor intensive step lies beyond; 
to invest the large amount of linguistic work needed to 
precisely define the parsing of various world languages as 
they are written and spoken “in the wild”. 

6.1  Representation beyond BNF 

Most of the thousands of rules would be written by 
linguists, not programmers. It would seem that a dual form 
of representation should be supported, where rules could 
be entered in either of two forms. 

1. Grammatically correct sentences in any of several 
supported natural languages, inspired by the NL 
statement syntax used in COBOL. 

2. Algebraic representation, which would be a major 
extension of Backus-Naur Form (BNF). 

Syntax specification has previously been all about input, 
but also needed is a canonical way of specifying output to 
disparate applications, perhaps akin to that used in some 
meta-compilers. 

6.2  Need for Coordination 

There are several VERY different uses for NL parsing, each 
with its own special problems. For example DrEliza.com 
(which I wrote) has no provision for being able to output 
any of its own input, as there is no need for this in its 
application. 

I have had experience writing commercial production 
compilers, source language optimizers, a linker, and 
worked in teams on computer-language related products, 
including the vectorizer and optimizer for CDC’s supercom-
puter compiler. However, methods used to process 
computer languages are broadly inapplicable to efficiently 
processing NL. 

The goal of automated language translation programs is to 
output (with suitable translation) EVERYTHING that is input, 
which is somewhat analogous to a compiler that targets a 
computer having a hyper-complex instruction set, but lacks 
operations that perform the precise functions of the 
operators in its input syntax.  

Computers faced a similar challenge during the 1970s and 
1980s. Thousands of computer programs in various 
computer languages running on 36-bit and longer CISC 
architectures, like IBM-7094 and Burroughs 6000 proces-
sors, were being converted to different computer 
languages running on simpler 32-bit architectures like IBM-
360 and Intel processors that cost far less because they 
were made with far fewer transistors. Now, transistors are 

essentially free, so long word length CISC architectures 
should be revisited. That is another story for another 
paper. A number of automated translation tools were 
developed that operated similarly to tools Microsoft later 
offered to assist in converting programs to their simplified 
.NET platform. These translation programs left a lot of 
residual problems, not unlike those left by modern day 
automated language translation programs. Computers are 
MUCH less flexible in interpreting their programs than 
people are in reading text, so a higher state of perfection 
was needed in translating computer programs compared to 
translating NL. 

To succeed, experienced automated language translation 
personnel would of necessity be participating in any effort 
to design a universal NL platform. 

A working group is needed to define the syntax and 
operation of parsing rules for both input and output that 
will work for everyone, populated by people with suffi-
ciently disparate backgrounds. The goal would be to 
produce a “drop in” module that will work for any NL 
application, ranging from problem solving and question 
answering, to automated language translation. 

This module would support application-specific rules, 
backed up by a vast library of rules to take care of the 
myriad details of parsing NL, e.g. how to handle thousands 
of idioms, each with their own peculiarities. Using the 
method described above, including multiple languages in 
the library would have a negligible affect on performance, 
e.g. only where there are multiple identical words in 
different languages that have different meanings but which 
may be used together. Language-related disambiguation 
would be necessary only in these rare cases. This is so rare 
that I know of no such example to cite here, so the cost in 
time would be negligible. 

6.3  Placement/Payload Theory 

It is my theory that computerized speech and written 
understanding has eluded developers for the past ~40 
years in part because of a lack of a fundamental under-
standing of the task, which turns out to be very similar to 
patent classification. 

When classifying a patent, successive layers of sub-
classification are established, until only unique details 
distinguish one patent from another in the bottom-level 
subclass. When reviewing the sub-classifications that a 
particular patent is filed within, combined with the patent’s 
title, the subject matter usually becomes apparent to 
anyone skilled in the art. 
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However, when a patent is filed into a different patent 
filing system, e.g. filed in a different country where the sub-
classifications may be quite different, it may be possible 
that the claims overlap the claims of other patents; and/or 
unclaimed disclosure would be patentable in a different 
country. 

Similarly, when you speak or write, in your own mind most 
of your words are there to place a particular “payload” of 
information into its proper context, much as patent 
disclosures place claims into the state of an art. However, 
your listeners or readers may have a very different context 
in which to file your words. They must pick and choose 
from your words in an effort to place some of your words 
into their own context. What they see as the “payload” 
may not even be the payload you intended, but may be 
words you only meant for placement. Where no placement 
seems possible, they might simply ignore your words and 
file you as being ignorant or deranged. 

The expressed relationship between various placement and 
payload words carries the author’s point of view. For some 
applications, like automated language translation, this may 
be important to extract and preserve, while it is best 
ignored when solving problems, except when containing 
statements of ignorance. For example, take the statement 
“I have a headache because I got drunk last night.” The 
facts are “I have a headache” and “I got drunk last night”. 
There is also a suspicious “because” relationship between 
those two facts. Most headaches are secondary to dehy-
dration, especially those related to prior alcohol 
consumption. Hence, the primary reason the author of this 
statement has a headache is probably because he has not 
consumed enough water, and not because of the lesser 
contributing factor of having gotten drunk last night. In this 
context, “because” becomes a statement of ignorance and 
hence potential payload. 

Many teachers have recorded a classroom presentation 
and transcribed the recording, only to be surprised to learn 
that what they actually said was sometimes the opposite of 
what they meant to say. Somehow the class understood 
what they meant to say, even though their statement was 
quite flawed. When you look at these situations, the 
placement words were adequate, though imperfect, but 
the payload was okay. Indeed, if another person’s world 
model is nearly identical to yours, very few placement 
words are needed, and so these words are often omitted in 
casual speech which complicates translation. 

These omitted words fracture the structure of about half of 
all sentences “in the wild”, often rendering computerized 
parsing impossible. If a computer program first identifies 

prospective payloads, and then looks for nearby placement 
information while ignoring things it can’t deal with, then 
fractured sentences only cause difficulty when the frac-
tures are critically located. 

As people speak or write to a computer, the computer 
must necessarily have a very different point of view to even 
be useful. The computer must be able to address issues 
that you cannot successfully address yourself, so its 
knowledge must necessarily exceed your own in its subject 
domain. This leads to some curious conclusions: 

1. Some of your placement words will probably be 
interpreted as “statements of ignorance” by the 
computer, and so be processed as valuable pay-
load, to trigger an appropriate response to teach 
you something you clearly do not know. 

2. Some of your placement words will probably refer 
to things outside of the computer’s domain 
knowledge, and so must be ignored, other than 
being recognized as non-understandable re-
strictions on the payload, that may itself be 
impossible to utilize. 

3. Some of your intended “payload” words will serve 
as placement. 

DrEliza’s application seeks to intercept words written to 
someone who presumably has substantial common domain 
knowledge. Further, the computer seeks to compose 
human-appearing responses, despite its necessarily 
different point of view and lack of original domain 
knowledge. While this is simply not possible for the vast 
majority of writings, DrEliza can simply ignore everything 
that it is unable to usefully respond to. 

If you speak a foreign language, especially if you don’t 
speak it well, you will immediately recognize this situation 
as being all too common when listening to others with 
greater language skills than your own speaking among 
themselves. The best you can do is to quietly listen until 
some point in the conversation when you understand 
enough of what is being said and you are able to add 
something useful to the conversation. 

Note the similarity to advertising within present (2013) 
Google Mail, where advertisements are selected based 
upon the content of email. If Google’s computers were to 
perform a deeper analysis they could probably eliminate 
~99% of the ads as not relating to users’ needs and greatly 
improve users’ experience, and customize the remaining 
1% of the ads to precisely target users’ interests. 

That is very much the goal in my application. The computer 
knows about certain products and solutions to common 
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problems, etc., and scans the vastness of the Internet to 
find people whose words have stated or implied a need for 
things in the computer’s knowledge base, and have done 
so in terms that the computer can “understand”. 

6.4  Representation Implications 

When advanced compilers, especially optimizing and 
vectorizing compilers for supercomputers, compile 
computer programs to executable code, they make no 
attempt to translate program statements one-at-a-time. 
Instead, they build a diagram of the entire program, 
simplify and otherwise improve the diagram, and then 
translate the diagram to executable code. The same could 
be done with human speech and writing, in which case the 
output order would often be rearranged from the input 
order, in ways where statements would be clear and direct. 
Outputting in the same language, such a program might 
make a good automated editing program. 

Several complex NL understanding project proposals have 
incorporated some sort of an a priori world model, onto 
which they plan to hang information gained from their 
input.  Often the world model is simply built into the 
ontological information about individual words. It is unclear 
whether such a priori structures are a help or a hindrance, 
especially if there is some efficient way to find related 
statements without committing to file facts into a particu-
lar knowledge structure. 

Foregoing an a priori world model requires a simple 
representation in which to state and store all of human 
knowledge. Presuming the placement/payload theory is 
correct, statements would be represented as groups of 
information fragments, some placement, and some 
payload, originally depending on what the author already 
knows. The computer would have the job of processing 
and/or outputting these fragments of information, without 
knowing which was placement and which was payload. 

Most applications, from query to translation, require some 
way of accessing statements relating to particular collec-
tions of information fragments. One can envision contorted 
table structures and recursive descent searching algorithms 
to find the statements that best address particular subjects, 
but it would be preferable to simply have an efficient 
database tool like SQL do the job for us. 

6.5  An Issue with SQL 

SQL is my favorite AI programming language, because I can 
do really complex information accessing with single 
statements. However, it is powerless to access records that 

have particular contents, where those contents could 
appear in any field of a record. 

Present SQL products are unable to “wildcard” subfields in 
an index, both in the records themselves and in the 
SELECT statements that access records. Complex kludged 

workarounds, e.g. using string operators in SELECT 
statements, indirectly force the SQL engines to perform 
sequential searching. These kludges slow things down so 
much that they are only practical for small demos. Other 
kludges in effect overlay wildcard accessing over conven-
tional fully-specified keyed accessing, resulting in slow 
programs that are cluttered with the code needed to make 
this work. 

Some SQL products have sophisticated string search 
capabilities, but are slowed down by their string operation, 
when AI programs work better with ordinals instead of 
strings. 

Some future advanced NL understanding projects may have 
to wait for an SQL-like product that supports some sort of 
new capability to index through groups of information 
fragments. 

This facility will never appear in SQL until someone 
specifies a particular new SQL capability that would 
facilitate these applications. Then, someone can add the 
new capability to one of the shareware SQL products, so 
that NL understanding can proceed without this challenge 
hanging over it. 

7  Conclusion 

Now that you understand the “logic” that has misguided so 
many NL understanding projects onto the scrap heap, you 
can quickly recognize it when you see it again in the future, 
and explain the pitfall that awaits such efforts. The answers 
to simple questions like “How are you going to represent 
words?” and “What triggers the evaluation of a rule?” will 
usually tell you if the projects are on the wrong track. 

This new method promises several orders of magnitude 
improvement in the speed of NL understanding, regardless 
of which model of language is being used. This method has 
its own characteristic strengths and weaknesses around 
which a robust rules compiler could compile rules suitable 
for just about any imaginable approach to NL understand-
ing. 

However, it is one thing to “understand” NL, and quite 
another to usefully manipulate it, e.g. mine it for 
knowledge or translate it to a foreign language. Some sort 
of new database capability appears to be needed to replace 
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present ad hoc methods with high-level query-driven 
database solutions. 

If this technology and associated descriptions of common 
languages are to be shared then some standards are 
necessary. If you would like to participate in developing a 
robust representation and interface to support your own 
needs for NL understanding, or if you just want some tables 
(like the 10,000 most commonly used English words in 
order of frequency of use), then please contact me at: 

Steve.Richfield@gmail.com 

8  The Future 

It is hoped that this methodology will affect the world in 
three important ways: 

1. People will stop writing NL understanding code that 
has no real possibility of ever scaling up to a useful 
level of functionality. 

2. The Internet in general, and Google in particular, 
will shed its dependence on isolated word and 
n-gram recognition for web searching and adver-
tisement triggering, and shift to looking for 
statements having specific meanings. 

3. Future advertising engines that will watch the 
Internet for problem statements to trigger adver-
tisements; will also be able to watch the Internet 
for problems statements relating to health, 
maintenance, politics, and other interesting do-
mains. Then, precisely targeted responses can be 
produced to convey key knowledge, to finally 
achieve the goal of having an Intelligent Internet. 
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Abstract - Recently, not only the person and things, but also 
words are imported by internationalization and 
informationization, and the scene using the loanword is 
increasing. However, these expressions are hard to 
understand for a child and the elderly person. Therefore, 
when such an expression is used for sentences, it might be 
hindered to understand entire sentences. Moreover, because 
an original word is omitted, it is likely to become the same 
expression as other words. Therefore, the alphabet 
abbreviation often has the polysemy. In this paper, a method 
of extracts an alphabet abbreviation from a sentence and 
judges the meaning of the expression is proposed. This 
method selects a correct meaning from two or more meanings 
of the alphabet abbreviation that suit for sentences, judging 
by using Wikipedia and Earth Mover’s Distance. Moreover, a 
correct meaning is judged by the association mechanism, 
using an original knowledge base that defines the concept of 
the word.  The accuracy of the proposed method was 74%. 

Keywords: alphabet abbreviation, Wikipedia, Concept Base, 
Degree of Association, Earth Mover’s Distance (EMD) 

 

1 Introduction 
   Recently, not only the person and things, but also words 
are imported by internationalization and informationization, 
and the scene using the loanword is increasing. The loanword 
is often used as the alphabet expression and the katakana 
expression, etc. in Japan. However, these expressions are hard 
to understand for a child and the elderly person. Therefore, 
when such an expression is used for sentences, it might be 
hindered to understand entire sentences. Especially, the 
alphabet abbreviation is the classic example. For instance, 
there is an expression by "IC". It is used when the word is 
omitted, and composed by initial of a certain word. If original 
word of the alphabet abbreviation is not understood, the 
expression is not understood though such an alphabet 
abbreviation is convenient. Moreover, because an original 
word is omitted, it is likely to become the same expression as 
other words. Therefore, the alphabet abbreviation often has 
the polysemy. Previous example, “IC” has two or more 

meanings such as "Integrated circuit" and "Interchange in the 
expressway", etc. 
 In this paper, a method of extracts an alphabet 
abbreviation from a sentence and judges the meaning of the 
expression is proposed. This method selects a correct 
meaning from two or more meanings of the alphabet 
abbreviation that suit for sentences, judging by using 
Wikipedia and Earth Mover’s Distance. Moreover, a correct 
meaning is judged by the association mechanism, using an 
original knowledge base that defines the concept of the word. 

2 Proposed Method and  Elemental 
Technique 

Wikipedia

Extraction of alphabet
abbreviation from a sentence

Meaning judgment system 
for alphabet abbreviation

Concept
Base

Association Mechanism

Calculation of 
Degree of

Association

input

output

(meaning of 
alphabet abbreviation
in the sentence)

(a sentence)

Retrieval of meaning candidate 
of alphabet abbreviation

Judgment of meaning 
of alphabet abbreviation

Calculation of 
Degree of Association

between Documents Using EMD

 

Fig. 1 Outline of the proposed meaning judgment method for 
alphabet abbreviation 

Figure 1 shows the outline of the proposed meaning 
judgment method for alphabet abbreviation. When a sentence 
is inputted an alphabet abbreviation is extract which included 
in the sentence. The extracted alphabet abbreviation is 
retrieved with Wikipedia [1], so the original word of the 
alphabet abbreviation is obtained. The original word of the 
alphabet abbreviation judges the word that suit for sentences 
by evaluating the relativity of input sentences and 
Wikipedia’s explanation sentences of those words in two or 
more cases. The relations between the sentences are evaluated 
by technique of Earth Mover’s Distance. And, the relations 
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between the words are evaluated by the idea of the Concept 
Base [2][3] that defines the concept of the word and the idea 
of the Degree of Association [4][5] that calculates the 
association between words. A lot of words like the proper 
noun etc. are not existed in the Concept Base because the 
Concept Base is constructed by using the national language 
dictionary. However, it is necessary to conceptualize the 
word to calculate the Degree of Association, so the word that 
doesn't exist in the Concept Base is automatically 
conceptualized by using information on Web. 

2.1 Concept Base 

A Concept Base is a large-scale database that is 
constructed both manually and automatically using words 
from multiple electronic dictionaries as concepts and 
independent words in the explanations under the entry words 
as concept attributes. In the present research, a Concept Base 
containing approximately 90,000 concepts was used, in 
which auto-refining processing was carried out after the base 
had been manually constructed. In this processing, attributes 
considered inappropriate from the standpoint of human 
sensibility were deleted and necessary attributes were added. 

In the Concept Base, concept A is expressed by 
attributes ai indicating the features and meaning of the 
concept in relation to a weight wi denoting how important an 
attribute ai is in expressing the meaning of concept A. 
Assuming that the number of attributes of concept A is N, 
concept A is expressed as indicated below. Here, the 
attributes ai are called primary attributes of concept A. 

A = {(a1, w1), (a2, w2), ..., (aN, wN)}          (1) 

Because the primary attributes ai of concept A are taken 
as the concepts defined in the Concept Base, attributes can be 
similarly elucidated from ai. The attributes aij of ai are called 
the secondary attributes of concept A. Figure 2 shows the 
elements of the concept “train” expanded as far as the 
secondary attributes. 

train，0.36 locomotive，0.21 railroad，0.10 ... ai，wi Primary Attributes

train，0.36 locomotive，0.21 railroad，0.10 ... ai1，wi1

locomotive，0.21 streetcar，0.23 subway，0.25 ... ai2，wi2

: : : : :
a1j，w1j a2j，w2j a3j，w3j ... aij，wij

Concept

train Secondary Attributes

 

Fig. 2 Example demonstrating the concept “train” expanded 
as far as secondary attributes 

2.2 Methods of Automatically 
Expanding the Concept Base 

If terms that are not in the Concept Base (undefined 
terms) are not given attributes, it will not be possible to seek 
the Degree of Association between undefined terms and other 
terms. For this reason, we propose a method of 

conceptualizing undefined terms based on Web data, which 
currently the largest collection of linguistic data, and then 
adding these to the Concept Base. 

2.2.1 Making Concepts of Undefined Terms 

In order to conceptualize an undefined term, the 
attributes and weighting of the term are acquired from the 
Web using the procedure described below:  

(1) A search engine is used to search for the entered but 
undefined term as a key word and obtain the content of 
the “top 100 search results” page. 

(2) A morphological analysis is then applied to the document 
collection, and unnecessary data, such as HTML tags, 
will be removed and independent terms extracted. 

(3) From among the independent terms obtained, only those 
that exist in the Concept Base are extracted as the 
attributes of undefined terms.  

(4) The attribute frequency is multiplied by the SWeb-idf 
value, a statistically investigated idf of terms on the Web, 
and the value obtained is set as the attribute weighting. 
These are rearranged in order of the weighting. SWeb-idf 
will be explained in the following section. Attributes that 
do not exist in the SWeb-idf database are considered as 
terms that do not exist much on the Web, so they were 
multiplied using the maximum value of SWeb-idf. 

2.2.2 SWeb-idf 

SWeb-idf (Statics Web-Inverse document frequency) is 
an idf value that statistically examines the idf of terms on the 
Web. First, it generates 1,000 proper nouns that are randomly 
chosen. A search was carried out for each of the 1,000 terms 
created and the content of the top ten search result pages was 
obtained for each single term. As a consequence, the number 
of search result pages amounted to 10,000. Because we were 
able to obtain a number of terms that amounted to about the 
same 90,000 terms contained in the Concept Base from these 
10,000 pages, which is a knowledge base that extracted the 
concepts (terms) from sources such as multiple Japanese 
language dictionaries and newspapers, we considered the 
10,000 pages to be the information space for all data on the 
Web. SWeb-idf, which expresses the idf value of the terms 
within those pages, can be found using equation 2 below. 

)(
log)(

tdf

N
tidfSWeb  ,  (N=10000)  (2) 

 The terms and idf values obtained from this were 
registered in the database. The df(t) part of the equation is the 
number of concept t pages that appear within all of the 
document spaces (10,000 pages). 
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2.2.3 Weighting Method Using Frequency of 
Appearance within the Attribute 

Although the weighting of an attribute of an undefined 
term can be found using SWeb-idf, a distortion of the 
Concept Base frequency data will occur if the Web data 
weighting is used as is and added to the Concept Base. This is 
because the frequency data for terms differ in the Web data 
and the Concept Base and their weighting values change. As 
a result, it is only used when SWeb-idf obtains an undefined 
term's attribute candidate and not used for the attribute a 
weighting of the undefined term. Thus, when an undefined 
term is added to the Concept Base the frequency data of the 
Concept Base must be used to assign a weighting. This is 
why we propose a weighting method that takes the Concept 
Base attribute space into consideration as a means of 
assigning a weighting to the attribute of an undefined term. 
Since the attribute assigned to a concept is a term that 
expresses characteristics, it can be understood as being the 
explanatory text of that concept. The frequency of appearance 
of an attribute in this document space is considered the 
probability of the attribute relative to the concept.  

It is possible to see the n order attribute space for the 
concept as a set of explanatory text for the concept. The 
frequency of appearance calculated from this n order attribute 
is called the frequency of appearance within the n order 
attribute. In this paper, the secondary attribute space is used. 
Based on the thinking behind the weighting of the tf-idf, if 
the frequency of appearance of the secondary attribute of 
undefined term attribute A is freq(A), the total number of 
undefined term primary attributes is R, the idf value of the 
Concept Base space for undefined terms is cidf(A), then the 
weighting wc(A) can be expressed as shown in the following 
equation: 

)(
)log(

))(log(
)( Acidf

R

Afreq
Awc            (3) 

2.3 Calculating of the Degree of 
Association 

For concepts A and B with primary attributes ai and bi 
and weights ui and vj, if the numbers of attributes are L and M, 
respectively (L ≤ M), the concepts can be expressed as 
follows: 

A = {(a1, u1), (a2, u2), ..., (aL, uL)}          (4) 

B = {(b1, v1), (b2, v2), ..., (bM, bM)}          (5) 

The Degree of Identity I (A, B) between concepts A and 
B is defined as follows (the sum of the weights of the various 
concepts is normalized to 1): 





ii ba

ji vuBAI ),min(),(           (6) 

The Degree of Association is calculated by calculating 
the Degree of Identity for all of the targeted primary attribute 
combinations and then determining the correspondence 
between primary attributes. Specifically, priority is given to 
determining the correspondence between matching primary 
attributes. For primary attributes that do not match, the 
correspondence between primary attributes is determined so 
as to maximize the total degree of matching. Using the degree 
of matching, it is possible to give consideration to the Degree 
of Association even for primary attributes that do not match 
perfectly. 

When the correspondences are thus determined, the 
Degree of Association R (A, B) between concepts A and B is 
as follows: 

2/)},max(/),{min())(,(),(
1
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In other words, the Degree of Association is proportional to 
the Degree of Identity of the corresponding primary attributes, 
and the average of the weights of those attributes and the 
weight ratios. 

2.4 Degree of Association between 
Documents Using EMD 

When seeking the degree of similarity between a search 
request and a search target, no matter how accurately the 
relevance between terms can be defined, if the calculation 
cannot take place based on the values, it will be impossible to 
find the precise degree of similarity between the documents. 
A variety of methods can be used for the calculation. For 
instance, one method would be to perform the calculation by 
correlating the terms in order beginning from the highest 
degree of relevance between the terms. A method that 
involves a one-to-one correlation can only correlate to the 
smallest number of terms between the search request and the 
search target. For example, if the search request has three 
terms and the search target has 100 terms, 97 of the search 
target terms will not be subjected to calculation. Furthermore, 
it is believed that when performing the actual search, users 
will not enter many terms in the search request, so the 
assumption is that there will be a large difference in the 
number of terms in the search request and search target. 
Therefore, it is necessary to consider the importance of terms 
in the text and the relevance between them and to be flexible 
in handling M relative to N.  

For this reason, the Earth Mover’s Distance (EMD) [6], 
which has been drawing attention in the field of similar 
imagery searching, has been employed in this study as a 
method that calculates the degree of similarity between 
documents. The EMD is an algorithm that seeks the optimal 
solution for transportation costs in a transportation problem. 
As a result, if the weighting between the demand point and 
the supply point and the distance between these points are 
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defined, it can be used to solve any type of problem. By 
employing the EMD and taking the weighting of terms and 
the relevance between terms into consideration, correlation 
can be flexible and the degree of similarity between sentences 
can be found. 

2.4.1 What is the EMD 

The EMD is a distance scale that calculates by means of 
the Hitchcock transportation problem, which is one type of 
linear programming problem. Given two discrete distributions, 
it is defined as the minimum cost of converting one 
distribution to the other distribution. The transportation 
problem is the problem of solving transportation from the 
supply point to the demand point in order to satisfy the 
demand at the demand point at minimum cost. 

When seeking the EMD, the two distributions are 

expressed as sets that have been assigned element weightings. 

If one of the distributions P is expressed as a set, the 

expression becomes, P = {(p1, wp1 ), . . . , (pm, wpm)}. 

Distribution P is currently expressed as having m number of 

characteristics. pi represents the characteristics, while wpi 

represents the weighting of the characteristics. In like manner, 

if the other distribution Q is expressed as a set, the expression 

becomes，Q = {(q1, wq1 ), . . . , (qn, wqn )}. As for the EMD 

calculation, even if the number of characteristics for both 

distributions differs, it has a characteristic that allows the 

calculation to take place. Let us assume that the distance 

between pi and qj is dij and the distance between all features is 

D = [ dij ]. If we assume the amount of transportation from pi 

to qj to be fij, the total amount of transportation becomes F = 

[fij]. Here, we will find the amount of transportation F, which 

creates the minimum cost function shown in equation 7, and 

calculate the EMD.  

  
 


n

i

m

j
ijij fdFQPWORK

1 1

),,(            (7) 

However, when minimizing the above cost function, the 
following restrictions must be satisfied.  
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In this case, we know that the amount of transportation in 
equation 8 is positive and we also know that transportation 
goes one way, from pi to qj. Equation 9 indicates that 
transportation cannot take place above the weighting of the 
transportation source pi. Equation 10 indicates that 
acceptance cannot take place above the weighting of the 
transportation destination qj. Finally, equation 11 indicates 
the upper limit of the total amount of transportation and is 
limited by the smaller of the sum total of either the 
transportation destination or transportation source. The EMD 
between distributions P and Q can be found as indicated 
below by using the optimal total amount of transportation F 
found under the limitations indicated above. 
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 The reason the optimal cost function WORK(P, Q,F) is 
used as is here as the EMD is that the cost function depends 
on the sum total of the weighting of either the transportation 
source or the transportation destination. So, that influence 
will be eliminated by normalization. 

2.4.2 Applying EMD to Document Search 

Search task
Relevance value 

Search target 

「東京」(Tokyo)     (1.5)

「梅」(Ume (kanji))  (3.0)

東京の梅が見たい．

「八王子」(Hachioji)      (1.5) 

「うめ」(Ume (hiragana))  (2.0) 

「祭り」Matsuri          (1.2) 

八王子でうめ祭りが行われる．

0.7 

0.1 

0.9 

Transport cost 

“Tokyo” to “Hachioji” :      (1-0.7) × 1.5 = 0.45 

“Ume(kanji)” to “Ume(hiragana)” : (1-0.9) × 2.0 = 0.2 

“Ume(kanji)” to “Matsuri” :      (1-0.1) × 1.0 = 0.9 

EMD = (0.45 + 0.2 + 0.9) / 4.5 = 0.344 
 

Fig. 3 Examples of Applying EMD to Document Search 

Figure 3 shows examples of applying EMD to document 
search. To apply EMD to document search, the demand point 
and supply point, demand volume and supply volume, and the 
distance between each demand point and supply point must 
be defined. For the demand point, the index term for the 
search task is assigned, while for the supply point, the index 
term for the search result is assigned. The demand volume 
and supply volume each use the tf-idf weighting [7], which 
concerns index terms. The distance between the demand point 
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and supply point can be considered to be the relevance 
between index terms and, thus, can be found in the proposed 
methodology by the Degree of Association that uses the 
Concept Base. Since the value of the Degree of Association 
will be larger as the relevance increases, it will be converted 
into a value in which the Degree of Association value will be 
subtracted from 1. The calculation of EMD is located at the 
bottom of Figure 3. The reason that the amount of 
transportation between "ume" and "matsuri" is 1 is because a 
weighting of 2 was transported from "ume (kanji)" to "ume 
(hiragana)" and the excess weighting of "ume (kanji)," 1, was 
transported to "matsuri. " The weighting is transported in this 
manner to terms with a high degree of relevance and the 
transportation will take place until the supply volume 
disappears or the demand volume is satisfied. In this way, a 
flexible M versus N that considers relevance and weighting 
between index terms is possible. As a characteristic of the 
EMD, if the value of the distance between index terms is 
from 0 to 1, then EMD also becomes a value from 0 to 1. 
Additionally, if there is similarity between documents, the 
value falls, and if there is a lack of similarity, the value rises. 
Thus, document retrieval is realized by presenting documents 
to the user in sequence beginning with documents with low 
values. 

3 Meaning Judgment Method of   
Alphabet Abbrebiation 
The proposed meaning judgment method is composed of 

three processing as shown in Figure 1: extraction of alphabet 
abbreviation from a sentence, retrieval of candidate meaning 
of alphabet abbreviation and judgment of meaning of 
alphabet abbreviation.  

3.1 Extraction of alphabet 
abbreviation from a sentence 

The rule of extracting the alphabet abbreviation from 
sentence is three of the following: 

(1) The string of alphabet character composed of the capital 
letter and the small letter of one character or more, and it 
is extracted from sentence. 

(2) The string of character that there is a figure after the 
alphabet character string is extracted. For instance, 
correspond to "CO2" etc. 

(3) The string of character which including the sign is not 
extracting to the string of alphabet character. For 
instance, correspond to "http://www" etc. 

3.2 Retrieval of meaning candidate 
of alphabet abbreviation 

The alphabet abbreviation extracted by the rules of 
section 3.1 is retrieving with Wikipedia, and the original 
word is obtained from candidate of the word (meaning). 

When the candidate meaning is one, the word and the 
detailed explanation that becomes the original word of the 
alphabet abbreviation are described in Wikipedia. 
Accordingly, the word that becomes the original word is a 
meaning of the alphabet abbreviation in this case. 

On the other hand, the words that become two or more 
original words are enumerated in Wikipedia when there are 
two or more meaning candidates. Therefore, all enumerated 
words are acquired as a meaning candidate in this case. 

3.3 Judgment of meaning of alphabet 
abbreviation 

When two or more meaning candidates are acquired by 
processing of section 3.2, it is necessary to judge a correct 
meaning from several meaning candidate. A correct meaning 
is judged from the evaluation of meaning association between 
an input sentence and the meaning candidates. The meaning 
candidates are expressed as explanation sentences in 
Wikipedia. The Concept Base and the method of calculation 
of Degree of Association explains in Chapter 2 are used for 
the evaluation of meaning association. 

The words included in the explanation sentences of the 
meaning candidates are conceptualized by using the attributes 
which exist and defined in the Concept Base. It is explained 
in section 2.1. When the words included in the explanation 
sentences of the meaning candidates do not exist in the 
Concept Base, they are conceptualized by the explained 
method in section 2.2. Moreover, the words included in the 
input sentence are similarly conceptualized. In addition, the 
weights of words are given by tf-idf technique [7]. 

The association between the words included in the 
explanation sentences of the meaning candidates and the 
words included in the input sentence are calculated by the 
method of the calculating of the Degree of Association 
explained in section 2.3. And, the association between the 
explanation sentences of the meaning candidates and the 
input sentence is calculated by the method of the EMD 
explained in section 2.4 using results of the association 
between words. As a result, a correct meaning of the alphabet 
abbreviation is decided by strongest relation between the 
explanation sentences of the meaning candidate and the input 
sentence. 
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4 Performance Evaluation of the   
Proposed Meaning Judgment Method  
for Alphabet Abbreviation 

 100 newspaper articles that contained the string of 
alphabet character were selected at random and used for 
evaluation data. A correct meaning of the alphabet 
abbreviation was judged by three subjects. When the 
processing explained by section 3 was done to the 100 
newspaper articles, the alphabet abbreviations of 54 words 
with two or more meanings have been extracted.  

 Figure 4 shows the comparative results of proposed 
method using EMD and method no using EMD. The accuracy 
of the proposed method was 74%. The accuracy of proposed 
method using EMD was improved 12% to compare with the 
method no using EMD. By these results, the proposed method 
is able to say effective. 
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Fig. 4 Result of the proposed meaning judgment method for 
alphabet abbreviation 

 

5 Conclusions 
 A method which extracts an alphabet abbreviation from 
a sentence and judges the meaning of the expression was 
proposed in this paper. This method selects a correct meaning 
from two or more meanings of the alphabet abbreviation that 
suit for sentences, judging by using Wikipedia and Earth 
Mover’s Distance (EMD). Moreover, a correct meaning was 
judged by the association mechanism using an original 
knowledge base that defined the concept of the word. 

 100 newspaper articles that contained the string of 
alphabet character were selected at random and used for 
evaluation data. The alphabet abbreviation of 54 words was 
extracted from 100 newspaper articles. A correct meaning of 
the alphabet abbreviation was judged by three subjects, and 
the accuracy of this method was 74%. By the result, we 
believe that the proposed method is effective. 

Acknowledgements 
 This research has been partially supported by the 
Ministry of Education, Science, Sports and Culture, Grant-in-
Aid for Scientific Research (Young Scientists (B), 24700215). 

References 

[1] Wikipedia，http://ja.wikipedia.org/wiki 

[2] Kojima, K., Watabe, H. and Kawaoka, T.: A Method of 
a Concept-base Construction for an Association System: 
Deciding AttributeWeights Based on the Degree of Attribute 
Reliability. Journal of Natural Language Processing. 9(5), 
pp.93–110, 2002. 

[3] N. Okumura, E. Yoshimura, H. Watabe, and T. 
Kawaoka, “An Association Method Using Concept-Base”, 
KES 2007/WIRN2007, Part I, LNAI4692, pp.604–611, 
2007. 

[4] H. Watabe and T. Kawaoka: “The Degree of 
Association between Concepts using the Chain of Concepts”, 
Proc. of SMC2001, pp.877-881, 2001. 

[5] Hirose, T., Watabe, H. and Kawaoka, T.: Automatic 
Refinement Method of Concept-base Considering the Rule 
between Concepts and Frequency of Appearance as an 
Attribute. Technical Report of the Institute of Electronics, 
Information and Communication Engineers. NLC2001-93, 
pp.109–116, 2002. 

[6] Y. Rubner, C. Tomasi, and L. Guibas: “The earth 
mover’s distance as a metric for image retrieval”, Int. J. 
Comput. Vision, Vol. 40, pp. 99–121, 2000. 

[7] Salton, G. and Buckley, C. ， “Term-weighting 
approaches in automatic text retrieval”, Information 
Processing & Management, Vol.41, No.4, pp.513-523, 1988. 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 153



Implementation of Intelligence Robotic Engines Using 

Ontologies and Process Natural Language 
 

Rafael Luiz de Macedo, Elvis Fusco, and Fábio Dacencio Pereira 

UNIVEM, University Center Eurípides of Marília, Marília, SP, Brazil 

 

 

Abstract - The AIML (Artificial Intelligence Markup 

Language) is a set of tags XML (eXtensible Markup 

Language) able to represent and relate expressions in natural 

language allowing the creation of robotic engines capable of 

maintaining a simple dialog, however, robotic engines are 

limited in the amount of questions they may respond, thus, 

failing to keep a simple dialogue for a long time. This article 

is intended to extend the AIML in incorporation of HTML5 

elements and custom patterns using a Java interpreter. 

Through these proposed elements and with the aid of a source 

code Analyzer software developed semantic searches can be 

performed on the web using the sources of pages and, from 

them, the elements are parsed and extracted to a semantic 

treatment in extracted information, generating new 

information handled in the form of questions and answers for 

the robotic engines developed in AIML markup language. 

Keywords: AIML; Artificial Intelligence; Engines Robotic; 

Semantic Web. 

 

1 Introduction 

  Current technologies have allowed more and more, the 

perception that it is possible to make a machine be intelligent 

enough to answer questions made through robotic engines 

built with artificial intelligence. 

 The language is intended to be used for communication on 

the world. When you learn the language, the more the world 

can test theories about the world to know that they give 

support to attempt to understand the language. And, if we can 

create a computational model of language, can be a powerful 

tool for communication on the world [8]. 

 One of the languages that enables the creation and 

development of these robotic smart Motors is the markup 

language AIML (Artificial Intelligence Markup Languages). 

But, the AIML language has a limitation on the development 

of these engines, making it limited the number of questions 

that can be answered by these robotic engines. 

 With the emergence of the Internet, you can create new 

AIML tags interpreted with HTML5 standards and 

customized tags for semantic searches are carried out on the 

web. These searches will be made by means of the questions 

that the robotic engines are not possible answer them. And, 

with a source code Analyzer software that makes extracting 

information from treatment Web sites found on the Internet 

and turning these new information on new questions and 

answers to enhance and extend the knowledge of these robotic 

intelligent engines. 

 The purpose of this article is to extend markup language 

AIML AIML, with new elements from the HTML5 tags and 

embedding of parser software development able to make the 

treatment of the information extracted from the source code of 

websites, thus generating new AIML language information. 

 To search and interpretation of information on the WEB, it 

is necessary to use concepts of search and natural language 

interpretations. In particular, ontology and Natural language 

processing impose these rules. 

2 AIML 

 The AIML language enables the creation of robotic 

conversational engines called Chatterbots (Chat = Chat and 

bot = robot), a robot with Artificial Intelligence that interacts 

with users, through conversations, causing a human thinks is 

"talking" with another human. 

 One of the best-known software in natural language 

processing is the A.L.I.C.E. (Artificial Linguistic Internet 

Computer Entity). With the development of the A.L.I.C.E. 

language, resulting in the AIML markup language. AIML is 

license under the GNU GPL and there are AIML interpreters 

available in Java, Ruby, Python, C++, c #, Pascal, and other 

languages. 

 The language is a set of AIML tags XML (eXtensible 

Markup Language) capable of representing and linking 

natural language expressions, allowing the creation of engines 

able to keep a simple dialog. Each AIML tag set has one or 

more tags category calls, and the categories are developed 

upon a context; a category is formed by all the tags and 

template pattern, which are the tags responsible for 

interpreting the message entered by the user and send a reply 

message back to the user. 

 The AIML is divided into two modules, language and 

motor. The language is where all knowledge of natural 
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language and information developed in AIML language, and 

the motor makes communication between natural language 

and markup language AIML, however there is a limitation in 

your modules. The development of AIML is related to a 

context, making it limited its application. So, in a natural 

language processing system using the AIML, the conversation 

does not remain for a long time in a dialogue because it is lost 

in a question out of context that was developed. 

 Alan Turing (1912-1954), in his famous essay "Computing 

Machinery and Intelligence" (Turing 1950), suggested that, 

instead of asking whether machines can think, we must ask if 

machines can pass a test of behavioral intelligence, which 

came to be called Turing test [8]. 

 The markup language AIML is an open source language, 

thus enabling the use of language in the search for 

improvement and creation of intelligent robotic conversation 

engines. Alan Turing proposed that, if it is not possible to 

distinguish a machine answers those provided by a person, the 

machine could be considered smart and, to the present day, 

there are no machines capable of going for this Turing test. 

 To create robotic engines, can be used a specific platform 

and, in a markup language, there are many platforms and 

languages available for the creation of these robotic engines. 

 In this article, is being used an interpreter in the Java 

programming language and platform ProgramD, which is a 

Open Source platform. 

 The ProgramD platform is the most widely used platform in 

the development of robotic intelligent engines in AIML 

markup language and the most complete in AIML language 

feature, in addition to being the best ever tested 

implementation of AIML. 

3 HTML 

 With the advancement of Internet and browsers, HTML5 

(Hypertext Markup Language) is a valid attempt to 

standardize how browsers interpret, classify and present the 

information received. 

 While the World Wide Web Consortium (W3C) focused 

their attention to the creation of the second version of 

XHTML, a group called the Web Hypertext Application 

Technology Working Group or WHATWG working on a 

version of HTML that would bring more flexibility to the 

production of websites and Web-based systems. 

 HTML5 is a markup language that facilitates the 

development of sites, because, with a few lines, it is possible 

to build a simple website and in addition enable plugins that 

facilitate the development of interfaces. 

 Taking advantage of this new standard of organization of 

information on the Web it is possible to increase the scope 

and ability of languages like the AIML. Currently, most Web 

sites is developed on top of HTML5 and the new elements 

created in the AIML language will make the interpretation of 

these HTML5 tags, performing semantic search on the Web to 

find sites in HTML5 developments. 

4 Ontology 

 The ontology about the knowledge of be, studies the 

understanding of be. it creates various types of different 

domains, which each domain, is renowned on a particular 

subject, such as in a semantic search on the Web. 

 According to [4], ontology is a specification of a 

conceptualization, that is, an ontology is a description (like a 

formal specification of a program) of the concepts and 

relationships that can exist for an agent or a community of 

agents. 

 On the Web, ontology is used to organize a knowledge 

domain, to be able to model a knowledge. Example of use of 

the ontology is a semantic search on the Web, because it gets 

a more accurate search, knowing of knowledge related to the 

subject or the object being sought and thereby getting more 

accurate results. 

 The integration of the Semantic Web with the AIML 

language has the main goal of making the Web usage to 

enhance and embrace the AIML language and robotic engines 

that are created on top of that language, so that increases the 

number of questions that can be made to these robotic 

engines. 

 For that language AIML can accomplish these semantic 

searches, new elements will be developed AIML interpreted 

with HTML5 tags and custom patterns. To carry out these 

searches, however, it is necessary to obtain clear and precise 

information about the context of the questions that are made 

to these robotic intelligent engines. To this will be made to 

human questions and thus information about the context in 

which the question belongs. 

 Intelligent robotic engines developed in AIML markup 

language, to fail to answer any questions by not contain in its 

natural language information Bank, will hold two important 

questions so that it can be carried out searches fast and 

accurate web semantics. The two questions are: First-what is 

the name of the subject? Second-in a nutshell describes, with 

which it relates? 

 With the information obtained by these two questions in a 

nutshell semantic search can be performed on the web more 

quickly and accurately with the application of OpenCyc, 

which makes use of the concepts of the ontology. 
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5 OpenCyc 

 The OpenCyc platform is your gateway to the total power of 

Cyc, the world's largest and most complete general knowledge 

base and commonsense reasoning engine. OpenCyc contains 

hundreds of thousands of terms of Cyc, arranged in a carefully 

designed ontology. Cycorp offers this ontology at no cost and 

encourages you to use and extend, this ontology, instead of 

starting your own from scratch [5]. 

 Cycorp is a leading provider of semantic technologies that 

bring a new level of intelligence and common sense reasoning 

to a wide variety of software applications. The software 

combines an incomparable sense Cyc ontology and 

knowledge base with a powerful motor of reasoning and 

natural language interfaces to enable the development of new 

applications of knowledge [5]. 

 The Cyc was founded by Dr. Douglas Lenat, in the year 

1984, your goal was as a lead project at microelectronics and 

computer technology. 

 The OpenCyc makes use of numerous fields of ontology 

and is an open source platform that helps and helps in 

mapping and information extraction. 

 Now it's even easier to use the rich and diverse collection of 

real-world concepts in OpenCyc to bring meaning to their 

semantic web applications! The entire contents of OpenCyc is 

now available both as downloadable OWL ontologies and 

semantic web endpoints (that is, permanent URIs). These 

URIs return RDF representations of each Cyc concept as well 

as a human-readable version when accessed through a Web 

browser [6]. 

 The use of the OpenCyc assists in better absorption in the 

information found on web sites and in generating new 

questions and answers to intelligent robotic engines developed 

in AIML markup language. 

6 Processing Natural Language 

 Natural language processing is the study of language, being 
spoken language or text written language. The study of 
language enables us to a better understanding of the language 
and, if the machines understand language, you can create 
intelligent robotic engines. 

 The written language makes use of lexical, syntactic and 
semantic knowledge of the language and also all the necessary 
information about the real world [7]. 

 Natural language processing is divided into several 

components, each component has its function in natural 

language recognition. The components, Morphological 

Analysis, syntactic analysis, Semantic Analysis, integration of 

discourse and Pragmatic Analysis, are the Group of 

components that make up the body of natural language 

processing. 

6.1 Morphplogical Analysis 

 Every word is analyzed separately and is made the 

recognition of same; the words are analyzed in terms of its 

components, and the signs, such as punctuation, are separated 

from the words [7]. 

6.2 Syntatic Analysis 

 Syntactic analysis is the recognition of a set of words to see 

if they are correctly linked. Some sequences of words may be 

rejected if you violate the rules of the language about how 

words can be combined. For example, a parser of Portuguese 

would reject the phrase: "the Boy goes to the store" [7]. 

6.3 Semantic Analysis 

 Is done a mapping in the words to make the recognition and 

see if the meaning of the set is correct. Each set of words has 

a semantic meaning, belongs to some specific context. 

 Semantic analysis is the recognition that context to which 

the set of words belongs and does a semantic mapping to see 

if is correct its meaning. A set of words that cannot be done 

the semantic mapping is rejected by the semantic Analyzer. 

6.4 Integration of Speech 

 Is the meaning of a sentence depends on the previous 

phrases isolated for its meaning and influence in subsequent 

sentences. For example, the word "it", in the phrase "John 

wanted it" depends on the context of the previous speech; 

While the word "John" may influence the meaning of phrases, 

such as: "He always wanted to" [7]. 

6.5 Pragmatic Analysis 

 A pragmatic analysis makes the interpretation of the phrase, 

recognizing what it meant. The phrase may represent a 

request, an affirmation, a warning and other representations 

contained in natural language. 

 The phrase "you know what time is it?" should be 

interpreted as a request to which the hours are informed [7]. 

7 Robotic Motors Combined With 

Process Natural Language 

 Robotic Motors make the recognition of a set of characters 

of a natural language, that is, recognize words and phrases 

typed by users; However these robotic engines cannot 

understand the meaning of words or phrases typed, more clear 

and precise, cannot understand the semantics. 
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 A robotic engine created in markup language AIML, 

contains a limitation on the recognition of these questions; 

You can only perform this engine have questions in your 

natural language information bank. 

 With the rules of natural language processing techniques 

and a specific domain of ontology, it is possible to develop a 

software source code Analyzer that makes a better 

understanding in natural language, generating new questions 

and answers to the robotic engines. 

 When a robotic motor can't answer a question, it will make 

use of the new elements of AIML markup language for 

semantic searches on the web, finding sites that contains 

information related to this question was made and with the 

integration of the software source code Analyzer applies a 

mapping and treatment information that is contained in the 

source code of the web site that was obtained in the search 

result to generate new questions and responses, in order to be 

able to answer the question that is not contained in your 

natural language information bank. 

8 Related Work 

 The implementation of information mapping requires a 

great aid of the domain ontology concepts, in order to get a 

better absorption of the context in which this information 

belong. But, in related jobs realizes that it is too big the 

difficulty in obtaining a total absorption and in many cases it 

is not clear what this information is. 

 The concepts of the ontology are applied in several works 

of information mapping, one of those jobs that make use of 

these concepts of the ontology is the "Extracting Ontological 

Structure of the OpenCyc for Reuse and Portability of 

Cognitive Models" [4], which makes the mapping and 

information extraction using OpenCyc. 

 General-purpose knowledge ontologies, such as OpenCyc, 

have been suggested as a means of increasing the portability 

and reuse of cognitive models through a mapping onto 

domain-independent language. Previous efforts have revealed 

that this mapping process is difficult to perform due to several 

factors including the difficulty of understanding the 

underlying structure of the ontology and mismatches in 

representation between the target cognitive modeling 

architecture and the source ontology [4]. 

 The approach of "Extracting Ontological Structure of the 

OpenCyc for Reuse and Portability of Cognitive Models" was 

divided into three stages, determining a suitable mapping, an 

extracted hierarchy and show the results. 

 The first step is the hardest step is the step which 

determines an appropriate mapping of specific terms, because 

a search is normally performed in a simple way, containing 

little information related to what is being sought and 

performing a search without much precision. 

 To perform a more accurate search, one would use the 

simple lookup as a starting point and dig for more specific 

constants. It is important to mention here that the full meaning 

of an OpenCyc term is best understood as a combination of 1) 

the name, 2) the related (more general/specific) terms, and 3) 

the “comment” tag associated with the term. [4]. After the 

implementation of the first stage, is passed to the second 

stage, extracted or pruning hierarchy hierarchy. 

 In the second stage is a pruning on information obtained on 

the web. Once the web of terms has been extracted from 

OpenCyc, some amount of pruning can be done; the level of 

pruning (or possibly expansion) depends highly on the 

intended use of the web. For instance, a web pruned from the 

root down to the most specific parent term (Lowest Common 

Genl or LCG) is a useful way to get an overall sense of the 

complexity and structure of OpenCyc [4]. 

 With the exclusion of information that are not totally related 

to the subject that was sought, the amount of information that 

was obtained in the search, decrease and end up getting more 

accurate and thus can make a better mapping and information 

extraction. After the implementation of the second stage, will 

be held the third and last step, you will see the hierarchy. 

 In the third and final step is presented the results obtained 

after being performed a search on the web and mapping 

information for the exclusion of information unrelated to the 

search context. Hierarchically, is presented as the search 

result before you run a mapping and deleted some information 

and after the mapping is presented in the same hierarchical 

way the result. 

 The end result is obtained after the application of these 

three steps, but, with the implementation of the first two steps 

it is possible to obtain a more accurate result. In the first two 

steps, determining a suitable mapping and a hierarchy 

extracted, made use of the OpenCyc for application of the 

concepts of some specific fields of the ontology. 

 In this article, the form in which it is made, treatment and 

extraction mapping in the information found on the web sites 

used which were used for the development of source code 

Analyzer software, makes the use of the concepts of ontology, 

and also, the rules of natural language processing for better 

software development and recognition of natural language that 

the site belongs. 

 The form in which the work "Extracting Ontological 

Structure of the OpenCyc for Reuse and Portability of 

Cognitive Models" [4], applies the concepts of the ontology 

and the mapping in the information with the help of the 

OpenCyc is very rich in functionality, quality, get a quick and 

precise result. 
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 Without the help of OpenCyc in software development 

source code Analyzer in this article, you can get an extraction 

of the information contained in the web sites. 

9 Result 

 The software source code analyzer developed in this article, 
performs some analysis and certain treatments on top of the 
scenarios that were developed for this article. 

 The operation of the software source code Analyzer is 
divided by steps. In the first step, is passed around the site's 
source code found on a file already created by the parser, so 
that software, so it is possible to analyze and give the right 
treatment to the source code found. In Fig. 1, is shown as a 
file, after being passed the whole source code of the site found 
for the file. 

Figure 1. Uploaded file with the source code of the site. 

 In the second step, the software analyzes all the file 
containing the source code of the Web site and apply the 
treatment; the parser makes the recognition of sets of words 
that do not belong to any programming language of Web sites 
and separating these sets of words into a new file in the order 
in which the words were found. All tags and commands that 
belong to any Web programming language sites are dropped 
by the software. In Fig. 2, is shown the result of the second 
stage, which is the file generated with the information found 
on the site. 

Figure 2. File with the information that has been extracted from the source 

code of the site. 

 In the third and final step, the parser software loads the file 
that contains the information taken from the Web site 
analyzed, that, with this file, applies a treatment of the 
questions and answers. The software analyzes the entire file 
looking for questions that may be directly or indirectly writes 
this information. 

 The questions and answers found by parser software are 
written to a new file along with AIML tags, so that the engine 
developed robotic AIML can make use of this file and, 
therefore, answer the questions that pertain to this file 
generated by the source code parser software. In Fig. 3 shows 
how an AIML file generated by the source code parser 
software. 
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Figure 3. AIML file generated by the source code parser software. 

 The AIML file that was generated by the software source 

code Analyzer will be used by the robotic engine built in 

AIML markup language, to cover his knowledge with new 

questions and answers that contains this new file. ProgramD 

platform is being used, which is a free platform to test the 

AIML files generated by the Analyzer software. 

10 Conclusion 

 AIML markup language has a limitation in creating robotic 

talk engines, making it limited the number of questions that 

may be made to these robotic engines. Due to this limitation, 

the robotic engines fail to keep a long conversation with a 

human, because questions made outside the context of 

knowledge in which these engines were developed cannot be 

answered. 

 For such a problem, it is proposed to extend the AIML with 

the incorporation of elements interpreted with standard and 

customized, HTML5 tag for semantic searches on the Web, 

using concepts of a specific domain ontology for a better 

understanding on the information containing in question held 

these robotic engines. With the use of the concepts of a 

domain of ontology, it will be possible to make a more 

specific search and get more accurate results in the context of 

the question. 

 The integration of these new AIML tags with the software 

source code Analyzer will make the use of natural language 

processing techniques, for the treatment of this information 

extracted from sites analyzed, transforming them into new 

questions and answers to the markup language AIML 

knowledge and increase the number of questions that can be 

carried out for these robotic intelligent engines. 

 With the use of domain specific ontology concepts by the 

OpenCyc and technical rules for natural language processing, 

it is possible to obtain a better result in the generation of new 

questions and answers to these robotic intelligent engines. 
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Abstract: This paper describes the motivations, methods, 

and automation architecture of a framework for multi-

source Semantic Information extraction & Fusion for 

collaborative Threat assessment (SIFT).  First, the 

technical and pragmatic challenges that motivate the 

research ideas are summarized.  Next, a characterization of 

the activities for generating decision enabling information 

from multi-source data is provided.  This characterization, 

called the ‘SIFT Method,’ specifies the SIFT automation 

support requirements.  The SIFT architecture is described 

next.  Finally, the paper summarizes the significance and 

benefits of the SIFT solution and outlines key areas that 

would benefit from additional research and development. 

The application of SIFT is expected to significantly reduce 

‘data-to-decision’ time through the use of semantic and 

collaborative visual analytics techniques. 

Keywords:  
 

1 Motivations 

This section summarizes the technical challenges that 

motivate the ideas described in this paper. 

1.1 Information overload challenges 

Defense and security analysts are drowning in a 

flood of information.  Modern sensors and reporting 

systems produce unprecedented amounts of data; modern 

processing capability is transforming, churning, and 

translating that data at an ever-increasing rate.  Yesterday’s 

analysts had to be experts at interpreting the sparse data they 

could obtain; tomorrow’s analyst will need different 

expertise:  finding, corroborating, and interpreting 

actionable information from the rising flood of data. 

Evolving and emerging information technology provides the 

opportunity to equip tomorrow’s analyst for this challenge.  

Improvements in communications capabilities make 

collaboration in near real time and at continental distances a 

reality today.  Semantic information processing provides the 

analyst with access to deeper understanding of data—

bringing data closer to information even before the analyst 

sees it.  And modern visualization techniques allow for 

rapid assessment of large amounts of data and enhance the 

analyst’s ability to communicate observations, hypotheses, 

and findings.  A key challenge is to provide significant 

reductions in ‘data-to-decision’ time through the use of 

advanced methods and tools. 

1.2 Asymmetric threat assessment challenges 

Today our enemies can strike anywhere, anytime, 

and with a wide variety of weapons.  As a consequence, a 

goal for homeland security should not be tied to a specific 

threat, but should rather address the underlying vulnerability 

of our society and the inherent unpredictability of hostile 

conspiracies.  The Internet is a reflection of our social 

fabric, and we can leverage this open source information 

repository to measure indicators of threat around the globe.  

Most of this information is in unstructured textual form; 

consequently, automating the process of information 

extraction is particularly difficult. In spite of the significant 

advances made in the fields of machine learning, data/text 

mining, and information fusion, there are several technical 

voids that limit the utility of these techniques and tools for 

facilitating indications and warnings that support automated 

asymmetric threat detection. 

An effective threat assessment scheme must support threat 

detection at the strategic, operational, and tactical levels of 

asymmetric warfare and must use information from a 

universe of data sources. These sources should enable the 

extraction of multiple measures supporting threat 

indications at the strategic, operational, and tactical levels.  

For example, threat dimensions should detect and track a 

potential adversary’s wide variety of preparations such as an 

asymmetric attack, policy shifts, and/or advances in the 

capability or the acquisition of new technology. These 

requirements dictate the need for computational approaches 

to adapt to real time data feeds.  

Emerging threats are fundamentally different in several 

ways.  First, the threat is usually physically small (perhaps 

from a single operative) and is not easily observed, 

especially using existing reconnaissance systems.  Second, 

the costs to carry out such asymmetric threats are very low.  
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For example, it no longer requires the resources of a nation 

state to develop a weapon of mass destruction.  In today’s 

world, analysts need to analyze vast amounts of information 

from multiple sensors and sources and piece together 

evidence necessary to understand, assess, and meaningfully 

interpret threat activities.   

The next section describes the Multi-Source Semantic 

Information Extraction & Fusion for Collaborative Threat 

Assessment (SIFT) method. 

2 SIFT method 

This section describes the SIFT method:  a characterization 

of the activities and their inter-relationships for generating 

decision enabling information from multi-source data.  The 

SIFT method is comprised of four inter-related activities, 

shown in Figure 1. 

As  specified in Figure 1, SIFT provides four broad 

categories of functions: (i) Semantic Tagging; (ii) 

Information Fusion; (iii) Discover Knowledge for Sense 

Making; and (iv) Provide Collaborative Visual Analytics.  

These activities are summarized in the following 

paragraphs. 

2.1 Perform semantic tagging 

Semantic tagging refers to the activity of ‘labeling’ data 

with ‘tags’ that provide ‘meaning’ in the context of an 

application about the information contained in the data.  

Two types of data are tagged (within the scope of this 

project): text and images.  Text data tagging is done using 

an ontology-based natural language processing (NLP) 

capability.  This includes the capability to generate 

Resource Description Format (RDF) semantic labels from 

multi-format raw text data.  The SIFT image data tagging 

(a) leverages previously image-processed data and (b) 

exploits the information provided within the image 

‘metadata’ tags.  The image processing includes object 

detection, tracking, and background/foreground 

segmentation.   

A unique aspect of our semantic tagging approach is to use 

an ontology to increase the semantic quality (depth of 

meaning represented) of the resulting text and image tags.  

To illustrate, the semantic tagging activity for an example 

sentence is shown pictorially in Figure 2. 

The ‘heavy lifting’ that is necessary to convert the raw text 

into meaningful information is provided by the KBSI NLP 

‘pipeline,’ shown in Figure 3. 

The process shown in the figure uses a combination of NLP 

techniques and is capable of scaling to handle large text data 

collections in multiple formats. A unique innovation is the 

ability to use an ontology to increase the richness of the 

semantic tags. Each block in the pipeline is labeled 

according to the set of tags that are added to the input text 

after the input text has passed through the block.  

 

 

Figure 1.  The SIFT Method 
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Figure 2.  Semantic Tagging Induces ‘Semantic Labels’ to the Clauses in Every Sentence 

 

 

Figure 3.  Dataflow Diagram of the KBSI NLP Pipeline 

 

2.2 Perform information fusion 

The semantic tagging activity produces an 

‘integrated tagged data set’ that combines the semantic 

information contained in the tagged text, tagged images, and 

geospatial databases.  The resulting integrated, semantically 

tagged dataset provides an expressively rich ‘knowledge 

base’ that will be useful for exploratory search and 

discovery and collaborative visualization and sense making. 

A key idea underlying our approach is the use of a 

‘reference ontology’ to support the fusion of information 

derived from text and other types of intelligence-seeking 

sensors.  The current implementation of SIFT focuses 

attention on fusing information from text and image data 

sources.  The approach may be generalized to fuse 

information from multiple types of data sources.   

The multi-source fusion is at a higher level (level 2 and 

above) in the context of the JDL multi-sensor fusion 

terminology described in [1] and [2].  There have been 

research studies to apply ontological semantic modeling for 

knowledge representation and fusion for image and video 

data [3].  These methods address some of the challenges in 

dealing with multi-sensor fusion and image data fusion.  

Our research focused on information fusion approaches 

incorporating semantic ontological information extracted 

from text data sources (human sources and open sources, 

such as social media)  along with image data. 

Combining the JDL characterization of multi-sensor fusion 

with widely used models of situational awareness (SA) 
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(e.g., [4]), information fusion may be summarized as 

follows: 

 Object Level (Level 1 Fusion). The first level of 

information fusion relates to SA on the objects that 

participate within the environment (the status, 

attributes, and dynamics of relevant elements in the 

environment).  Within the context of threat assessment 

applications, this refers to fusion that enables 

generating a good SA of the actors, their attributes and 

roles, spatio-temporal location within the physical and 

cyber-world, etc.  

 Situation Level (Level 2): The second level of 

information fusion relates to SA on the intents and 

motives and the relationships between the objects that 

participate in the environment.  Relative to a threat 

assessment application context, this would refer to 

fusion that allows for generating a good SA of the 

current situation:  the state of the world in terms of the 

structural relationships between the actors, the intent 

and motives of individuals and the group, the level of 

achievements towards the intents and motives, etc. 

 Impact or Future State Level (Level 3):  The third level 

of information fusion relates to SA on anticipated future 

courses of action of the participating entities, or the 

future situation.  Within the context of threat 

assessment applications, this would refer to fusion that 

allows for generating a good SA of future evolution – 

the state of the world that could be – in terms of the 

evolution of the structural relationships between the 

actors, the evolution of intent and motives of 

individuals and the group, the projected level of 

achievement towards the intents and motives at a future 

point in time, etc. 

The SIFT information fusion approach uses an application 

domain ontology to intelligently guide the focused 

contextualization of the fusion activity.  The key idea here is 

that the ontology acts as a ‘bridge’ that helps determine the 

mapping between the information items in the different 

tagged data forms (text, images, and geospatial data). The 

fusion technique involves performing the following process 

tasks: (i) the ontology, (ii) the tagged image data, (iii) the 

tagged text data, and (iv) the tagged geospatial data.  The 

results of (i) through (iv) are then used to compute the 

‘semantic distance’ between the concepts in the ontology 

and the concepts in (i) the tagged data, (ii) the tagged text 

data, and (iii) the tagged geospatial data.  

The next step is to use a set of heuristics (e.g., find the 

intersection of ‘low semantic distance’ mapped ontology 

concepts for the various mappings) in order to determine the 

relative strengths of the semantic connections between the 

concepts of the three different tagged sets (images, text, and 

geospatial).  The semantic connections determined through 

the application of this ‘bridging’ heuristic will be used to 

create fused tags that combine the three tagged data sets.   

The example shown in Figure 4 illustrates the above ideas 

of using an ontology for fusing text and image data. 

 

 

Figure 4.  Example that Illustrates the Ontology-Driven Text and Image Fusion Solution Approach
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In the above example, suppose that the instances of Moving-

Vehicle-Object-on-Road, Moving-Person-Object-on-Road 

and the Structure (from the tagged image data) were 

determined to be ‘semantically close’ to the ontology 

concepts Vehicle, Person, and Building.  In a similar 

manner, suppose that Person#28-on_Road#39 and 

Person#14-near-Building#28 (from the tagged text data) 

were determined to be ‘semantically close’ to the ontology 

concepts Hostile Person (subclass of Person).  Further, it is 

apparent that Building#28 is an instance of the Building 

ontology concept.  Assuming that the tagged data had time 

stamps that were nearly identical, the above semantic 

distance determinations will be used to induce a ‘fusion 

mapping’ between Structure#25 and Building#28, and also 

between Moving-Person-on-Road#39 and Person#38-on-

Road#39.  The latter mapping might help make the 

determination that Moving-Person-on-Road#39 was in fact 

Person#39 (or increased the probability of the belief in this 

assertion).  The above example, though simple, illustrates 

the power and utility of an application domain ontology in 

the multi-source fusion and semantic disambiguation 

process. 

2.3 Discover knowledge for enhanced 

situational awareness 

The results of the semantic tagging and the 

information fusion activities produce a rich repository of 

information that may be exploited to support enhanced SA, 

sense making, and improved decision making. SIFT 

provides multiple mechanisms for collaboratively 

‘discovering’ action-enabling knowledge from this 

information, including the following: (a) semantic search, 

(b) social network extraction and analysis, and (c) event 

extraction and analysis.  The SIFT semantic search 

capabilities employ an ontology-driven approach that 

produce results with higher precision and recall; the social 

network extraction and event extraction are accomplished 

using ontology-directed semantic querying over the 

semantically tagged information.  Lastly, the ‘search 

collaboration support’ in SIFT provides the following 

distinguishing features: (i) automatic detection of similar 

tasks between different users with notifications, (ii) the 

ability to browse the results of a different user who is 

working on a similar task, and (iii) the ability to modify 

one’s own query builder with the user feedback provided by 

a different user. 

2.4 Perform collaborative visual analytics 

This activity provides dynamic visualization 

mechanisms to enable collaborating end users to better 

understand information contained within multi-source data 

leading to sense-making and enhanced SA [5].  This activity 

uses a semantic tag-based approach that maintains and 

traces through hierarchies of different scales of space and 

time granularity for asynchronous collaborative visual 

analytics.  The semantic tags, carrying scaled spatio-

temporal information, helps users navigate between text 

visualization, space visualization, temporal visualization, 

and spatio-temporal visualization. 

3 SIFT architecture 

An automation support toolkit has been developed and 

tested for the SIFT method described in the last section.  

The SIFT conceptual architecture is shown in Figure 5.  

As shown in Figure 5, data streaming from multiple and 

distributed sources is first pre-processed and then 

semantically tagged using information extraction and 

ontology-based NLP methods.  The semantically tagged 

information from multiple text and imagery sources is then 

fused using information fusion methods to collaboratively 

derive useful information for decision making.  

Collaborative and interactive visualization mechanisms are 

used to facilitate enhanced understanding and SA based on 

the information contained in the multi-source data.  The 

results of the tagging, analytic processing, and collaborative 

visualization provide directed insight and enhanced SA to 

collaborating end users.  The SIFT architecture solution 

provides the capacity to answer questions such as what are 

the objects or who are the persons of interest in the 

emerging situation, who are the key leaders and what are 

their social networks, where are the events taking place, 

how are the events being carried out, why are the operations 

of interest, etc.? Answering these questions involves 

augmenting human subject matter expertise with fused 

threat assessments derived from multiple sources and 

sensors while taking into consideration subject matter expert 

knowledge. 

Text Processing Tools:  This set of tools enables automated 

extraction of semantically tagged information from multi-

source text data.  The text data includes human observation-

based data and social media data.  Ontology-based NLP 

methods are used to perform the semantic information 

extraction and semantic tagging as described earlier.  The 

text processing activities produce semantically tagged text 

data that is persistently stored and managed. 
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Figure 5.  Automated Semantic Tagging, Information Fusion, Discovery, and Collaborative Analytics

Image Processing Tools: This set of tools enables automated 

processing of surveillance imagery data.  The image/video 

processing algorithms perform lower and mid-level 

processing tasks such as moving target detection, tracking, 

object detection, background-foreground detection, learning 

classification model parameters, image segmentation and 

registration, etc.  Human-in-the-loop ‘anomaly detection’ is 

performed using fuzzy inferencing techniques based on an 

analysts’ assessment of imagery data.  The image processing 

steps produce semantically tagged imagery data that is 

persistently stored and managed. 

Fuzzy Inference System: This set of tools enables the capture 

of surveillance imagery analyst inputs and generates a 

characterization of ‘anomalous objects’ in the imagery 

based on the intuition of the human analysts.  The intuition 

input classification for anomaly detection uses a fuzzy 

logic-based approach. 

Semantic Search and Discovery Tools: This set of tools 

provides for intelligent search and collaborative discovery 

of information that will support threat assessment and 

decision making.  Ontology-directed semantic querying 

methods are used to support intuitive discovery and 

information sharing between collaborating end users. 

Information Fusion and Analysis Tools: This set of tools 

enables fusion of information generated from multi-source 

and multi-modal data.  As described earlier, the types of 

data include surveillance imagery, human observation-based 

data and reports, and social media-based text and image 

data. The fusion-enabled collaborative analysis is a semi-

automated process with a human-in-the-loop aiding the 

analysis and incorporating the reasoning results as part of 

new analysis hypotheses and explorations.  There are tasks 

that humans can perform better such as connecting the dots 

and intuition to generate potential hypotheses about an event 

or persons of interest.  A computer is better at validating or 

refuting these hypotheses by processing, retrieving, and rank 

ordering various sources of information and facts in the 

presence of various levels of uncertainty.  By combining the 

strengths of human analysts with that of the computers, 

SIFT supports faster and more accurate threat analysis.   

The results of the fusion are used by a group of analysts 

working together collaboratively with the help of the 

automatic and semi-automatic analysis software tools.  The 
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collaboration support provided by the SIFT architecture 

includes ‘intra-group’ (e.g., within a single analysis center) 

and ‘inter-group.’  The iterative and incremental 

understanding of the overall picture of the situation emerges 

based on such a collaborative effort, with the help of multi-

source fusion techniques.  Collaboration plays a crucial role 

in the collective ability of threat assessment teams to 

effectively process and understand the various individual 

pieces of discovered “knowledge-bits,” each with its own 

level of inherent uncertainty, piecing them into context, and 

drawing conclusions.  A key aspect of collaborative 

knowledge discovery is information integration and 

reasoning with uncertain information in order to derive the 

optimal collective SA. 

In addition to fusion, the deep semantic content of the 

tagged data is exploited for automated social network 

extraction and analysis and automated event extraction and 

analysis.  The example SIFT user interface displayed in 

Figure 6 illustrates how Bayesian fusion may be used to 

resolve uncertainties in a social network. 

Collaboration & Visualization Tools: this toolset enables 

collaboration and dynamic visualization support using 

collaborative visual analytics techniques to support end user 

interpretation and enhanced decision making.  Specifically, 

SIFT provides dynamic and interactive visualization aids to 

help collaborating end users visualize information to support 

sense-making as shown in Figure 7. 

SIFT supports the technique of ‘brushing and linking,’ 

which enables a change in one view to automatically 

propagate to all other views of related information [6].  The 

SIFT automation architecture provides brushing and linking 

for multiple user interface views including social networks, 

events (including a timeline view), and geospatial map-

based visualizations as shown in the figure. 

4 Benefits and opportunities for 

further research and development 

4.1 Summary of SIFT benefits 

This paper described the motivations, methods, and 

automation architecture of a framework for multi-source 

Semantic Information extraction & Fusion for collaborative 

Threat assessment (SIFT).  The main benefits of the SIFT 

solution described in this paper are (i) significant reductions 

in ‘data-to-decision’ time through the use of semantic and 

collaborative visual analytics techniques; (ii) substantial 

gains in the quality of shared SA through fusion of 

information gained from multiple sources; (iii) significant 

increases in the ability to exploit information and 

knowledge embedded within data through the use of 

ontology-driven semantic methods; and (iv) superior 

abilities to leverage and better use increasingly scarce and 

time-constrained human cognitive and decision making 

skills through the use of collaborative sense-making 

techniques. 

 

Figure 6. Multi-Source Bayesian Fusion to Support Enhanced Situational Awareness 
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Figure 7.  Dynamic, Multi-view, Intelligence Analysis SIFT User Interface Example 

4.2 Opportunities for future research and 

development 

Areas that would benefit from further research and 

development activity are summarized in the following 

subsections. 

4.2.1 Ontology management capabilities 

The SIFT method uses an ontology-based approach for 

semantic information extraction and semantic tagging.  

Needed are better tools for discovering, eliciting, and 

maintaining ontologies. 

4.2.2 Addressing uncertainty and errors in data 

The SIFT method processes raw data of multiple types and 

modalities and in different formats.  Real world data sources 

contain data that is incomplete, corrupted, and include 

different types of errors and inconsistencies.  There is a need 

for methods and tools to address and manage errors and 

uncertainties inherent in data. 

4.2.3 Multi-source fusion 

Much of the research in data fusion is focused on generating 

useful information from multiple types of (structured) 

sensor-based data.  There is a need for research on fusion 

methods that focus on unstructured data types and fusing 

information derived from structured data with information 

derived from unstructured data (e.g., fusing information 

derived from a sensor with information derived from 

unstructured text). 

4.2.4 Truth maintenance 

The SIFT methods include the use of automated reasoning 

for inferring new information.  The problem of maintaining 

and evolving a complex knowledge repository derived from 

the application of multi-source fusion and reasoning 

techniques has not been addressed in the current 

implementation of the SIFT solution.  There is a need for 

better methods and tools that support truth maintenance in 

knowledge repositories. 

4.2.5 Collaboration support 

The SIFT solution provides collaboration support for 

synchronous collaboration among distributed end users.  

Better methods for collaboration are needed that support 

synchronous and asynchronous collaboration among users 

that are distributed in time and space. 
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Abstract 
The United States Department of Defense and 
researchers throughout the world have been addressing 
the overcrowding of the radio frequency (RF) 
spectrum. When the frequency spectrum is measured 
over time, technologists have shown that the spectrum 
is underutilized. This has led to numerous studies 
concerning cognitive radios, networks, and radar 
systems to intelligently choose frequencies, waveform 
parameters, antenna beam patterns, etc. to operate with 
conventional receivers without causing 
electromagnetic (EM) fratricide. In many of these 
studies there is an inherent assumption that the 
cognitive system knows when and where the fratricide 
occurs. In a previous paper [11] we presented two 
approaches for determining if a cognitive solution is 
causing EMI in nearby military conventional 
receivers. In this paper we extend the solution to 
include commercial transceivers along with military 
and describe a solution of how a radar and 
communication transceivers can cooperatively share 
the spectrum and reduce EM interference. 

 

1.0 Introduction 
The radio frequency (RF) spectrum is crowded and 
more space is needed for wireless internet access, cell 
phone communications, and for military and civilian 
usage. The US Congress passed a bill to open up more 
spectra [1] to auction off RF frequencies belonging to 
the television broadcast industries. To slow down the 
need for more frequencies and to reduce the number of 
cell towers to accommodate the growing number of 
mobile phones, the industry is deploying microcell, 
picocell and femto cell technologies. However, these 
initiatives alone will not solve spectrum crowding. 

When the frequency spectrum is measured over time, 
technologists have shown that the spectrum is 
underutilized. Recognizing this, there have been 
numerous research projects funded by the US 
Department of Defense (DOD). The Defense Agency 
Research Project Agency (DARPA) has probably 
funded the most projects in this area. Through this 
research, we now have two distinct users defined as 
the primary user (PU) (i.e. those who own the license 
for the frequency range) and the cognitive user (CU) 

(i.e. those users trying to share the spectra either by 
using broadband signals or sampling the spectra in 
time and transmitting when the PU is not 
transmitting). Most significant projects in this area 
include the DARPA XG program and the Wireless 
Network after Next (WNaN) program. In addition to 
these efforts, there has been a move to apply Cognitive 
Radio (CR) technologies to the radar domain 
(Cognitive Radar efforts) and radio networks. Some of 
these systems sample the spectrum and transmit if no 
one else is transmitting at any given frequency. This 
approach can cause electromagnetic interference 
(EMI) in nearby receivers. Many people have 
recognized this problem and have addressed it in many 
different ways [2 - 6]. Many of their solutions 
inherently assume they know information about the 
victim receiver, but do not address how this 
information is obtained. Our last paper [11] addressed 
this issue. We presented two approaches for 
determining if a cognitive solution is causing EMI in 
nearby military receivers. Since the publication [11] 
DARPA released a request for proposal (RFP) [16] 
asking for approaches to solving the EMI problem 
through techniques that would cooperatively share the 
spectrum between military radar systems and military 
and civilian communication systems, e.g. mobile cell 
communications.  This paper will briefly review the 
results of the previous paper and present an approach 
of how radar and communication systems can 
cooperatively share the spectrum and reduce EMI.  

 

Section 2 briefly reviews cognitive radio and radar 
technologies. Section 3 defines the problem we are 
addressing. Section 4 reviews two documented 
solutions [11] and presents a new solution based on 
cooperatively sharing of the RF spectrum. Section 5 
provides a summary and conclusions. 

 

2.0 Some Cognitive Efforts 

Next Generation (XG) Program 
The XG (neXt Generation Communications) program 
is developing an architecture that will open up the 
spectrum for more use by first sensing and then using 
unused portions of the spectrum.   
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Figure 1 from [7] is a logical functional diagram of the 
concept of operations of XG’s policy-agile spectrum 
user, which uses a computer understandable spectrum 
policy capability.  The major components are the 
Sensor (which senses the environment for determining 
its availability), Radio (the communications device 
that can dynamically change its emission and 
reception characteristics), Policy Reasoner (manages 
spectrum policy information), and System Strategy 
Reasoner (manages the multiple radios on a platform).     

 

 
 

Figure 1.0 Policy-Agile Operation of XG Spectrum-
Agile Radio 

 

The last two components are of particular interest in 
that they utilize Semantic Web technologies.  
Operating a radio in different parts of the world 
requires that radios abide by the policies in the area 
where they are located.  The XG program has 
developed its own XG policy language (XGPL) which 
uses OWL as its standard representation and will be 
implemented within the Policy Reasoner.   

 

The Wireless after Next (WNaN) 
The WNaN being performed by Raytheon BBN 
Technologies and funded by DARPA [8] is developing 
a scalable, adaptive, ad hoc network capability that 
will provide reliable communications to the military. 
The basic ingredients of their design are composed of 
a Dynamic Spectrum Address capability based upon 
the XG program. It also has 4 multiple transceivers 
and a disruptive tolerant networking (DTN) capability. 
The four transceivers provide fault tolerance and 
allows the system to pick the best channel for 
communications. The DTN capability allows the 
nodes to store packets temporarily during link outages. 
The WNaN also has content based access that allows 
users to query the network to find information and 
allow the system to store critical data at locations to 
minimize time and bandwidth.  

 

Cognitive Radio 
Another effort related to communications, and having 

similar goals to the XG program, is the Cognitive 
Radio [9].  Its objectives are to efficiently utilize the 
radio frequency (RF) spectrum and to provide reliable 
communications at all times. A basic cognitive cycle 
view of the radio is illustrated in Figure 2.  A general 
overview and projections of the Cognitive Radio in 
our society can be found in [10].  

 
 

Figure 2.0 Basic Cognitive Cycle 
 

Cognitive Radar 
Interest in cognitive radar is growing in the radar 
community. Figure 3 describes a cognitive radar that is 
primarily concerned with the tracking stages of a radar 
[12]. In Figure 4 a cognitive radar architecture is 
shown from the first textbook written on this subject 
[13]. The commonality of these designs are the 
feedback loop between the transmitter and receiver, 
use of outside sources of information, and the 
implementation of a learning process. 

 
Figure 3.0 A Cognitive Tracking Architecture 

 
Figure 4.0 Another Cognitive Radar Architecture 
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3.0 Problem Definition 
In all of the above programs and many others, the CU 
chooses which frequency to transmit using frequency 
policy rules based upon location and whether someone 
is currently transmitting within the range of interest. 
There are at least three issues with this approach. The 
first is related to the sensing of the environment. What 
happens if a nearby receiver is not transmitting but is 
waiting to receive a signal at frequency f1, for 
example a bistatic radar receiver or an electronic 
warfare receiver? They don’t transmit, they just 
receive. The second issue relates to the following 
scenario. Let us assume that one decides to transmit 
broadband signals below the sensitivity levels of any 
nearby receivers.  As the number of CR increases, the 
signals within a nearby receiver’s passband may 
exceed the noise floor and interfere with the 
performance of the receiver [14]. The third issue 
occurs when a CR decides to transmit at a particular 
frequency because there are no signals present. The 
chosen frequency is based upon a linear relationship 
between the frequency chosen and the sensed 
environment. The decision policy does not take into 
effect the nonlinearities between the chosen frequency 
and other nearby frequencies which can mix 
nonlinearly and cause receiver intermodulation or mix 
within the receiver’s frontend and cause spurious 
responses. Most electromagnetic interference (EMI) 
situations are nonlinear. 

 

EM Compatibility Paradigm Shift 
EM fratricide is the situation where we degrade the 
performance of our own system(s) with our own 
system(s), e.g. an onboard radar’s energy is received 
by an onboard communication receiver and that 
degrades the receiver’s performance. This is a serious 
problem, since there are multiple sensor and 
communication systems onboard platforms. Military 
weapon systems are engineered to prevent such 
phenomena between hardware located in close 
proximity. The military has standards for describing 
how to build and test hardware for EMC, and how to 
test weapon system platforms for EMC, e.g. Military 
Standards 461E and 464. In the 1970’s and 1980’s the 
DOD developed EMC prediction tools to assess the 
EMC of its weapon systems. Using these software 
tools to perform EM measurements in the 1970s was a 
major paradigm shift for the EMC community. 

 
Just as we needed a change by using software tools to 
assess a system’s EMC in the 1970s, we now need to 
rethink how to build complex systems that employ 
waveform diversity and some of the proposed XG and 
cognitive radio and radar spectrum management 

concepts. Whereas in the 1970s we required software 
tools to predict where to hone our measurements, we 
now need to use software to help determine when EMI 
may occur in real time, and manage the EM spectrum 
while the platform or radio/radar increases its total 
performance. 

 

4.0 Potential Solutions 
To solve the EM fratricide issues discussed above 
some people are looking to change the beam pattern of 
the transmitter so that the power coupled to a victim 
receiver is reduced, some wish to change the 
transmitted signal’s polarization, and of course, there 
is the attenuation gained by employing orthogonal 
waveforms. All these solutions help reduce the amount 
of degradation caused to a friendly receiver. However, 
these techniques inherently are assuming that one 
knows that the receiver is being degraded. How would 
a cognitive radar, radio or a WNaN know about the 
receiver? 

 

There are currently three scenarios where one can 
implement a capability to solve the fratricide issue. 
One is on a single platform such as an aircraft, ship, or 
a complex weapon system where multiple 
conventional and cognitive EM equipment reside. The 
second scenario is concerned with WNaN where we 
propose to extend its capability and add a gateway to 
communicate with non cognitive radios as developed 
under another DARPA program. The EMC paradigm 
shift for both scenarios requires that the equipment 
report to a node that is managing the EMC of the 
platform or the total network. A discussion of these 
two scenarios can be found in [11]. The third approach 
is the cooperatively sharing of the RF spectrum which 
may require modifications of all RF transceivers. 

 

The third approach is concerned with the growing 
demand for complimentary coexistence between radar 
and communications devices that concurrently and 
cooperatively operate in shared spectrum. Over the 
past several years, DARPA and other DOD agencies 
have initiated numerous research projects in dynamic 
spectrum sharing among various military and 
commercial systems.  Some of these approaches were 
discussed above. However, these spectrum sharing 
approaches, which relied upon spectrum sensing, did 
not map the presence of recently non-radiating nodes 
nearby.  They do not implement cooperative 
techniques amongst those sharing the spectrum, nor 
have they taken into consideration the benefits 
possible through anticipating the near-term actions of 
other users. The DARPA RFP [16] addresses these 
issues, and requests solutions having radar and 
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communications devices share information on EMI 
and how to best remedy the situation in near real time.  
 
Advances in wireless networking and information 
management technology have resulted in the 
proliferation of communications devices (e.g., smart-
phones) and mobile ad hoc networks (MANET). 
While waveform diversity and advanced processing 
has led to the deployment of multifunction wideband 
radars and sophisticated RF sensor systems on 
unattended aerial vehicles (UAV), employing 
embedded computing and geographical/global 
positioning systems (GPS).  Each of these 
developments requires additional spectrum to achieve 
mission goals. This RFP addressed three real world 
scenarios, the interaction of radar with 1.) small cell 
broadband (SCB), 2) 802.11 Wi-Fi hot spots for the 
commercial world and, 3.) MANET systems for the 
military world. Operations in an electronic 
countermeasures environment must also be 
considered. Figure 5 illustrates the problem. The 
number of cell phones is growing at a faster rate than 
predicted just ten years ago. In order for the industry 
to provide good coverage in dense environments, 
including urban areas, while minimizing the cost of 
additional cell towers, SCB technology [17] is being 
pursued to exploit the Internet. On the military side, 
the development of MANET allows communications 
devices to be mobile and yet be able to communicate 
long distances without substantially increasing power 
and without building expensive communications 
infrastructure. 
 
Figure 5 presents a scenario with radar having the 
higher priority (primary) and communications as 
secondary.  The first question the radar cognitive 
processor needs to answer is whether the radar is being 
interfered with by a MANET, SCB, heterogeneous 
transmitters/receivers (T/R) or Wi-Fi, and thus 
requires receivers sensing these bands. In addition, it 
must quantify the impact of this interference.  This 
cannot be accomplished via “noise” power 
measurements alone, and must be signal structure 
sensitive.  The radar requires cognitive embedded 
calibration such as the insertion of known signals 
(non-interfering false targets) in the receiver front-end. 
In doing so, the radar will correlate how well it detects 
these false targets against other signals that it receives 
from nearby emitters. If a particular communications 
system is identified as causing interference, then the 
radar can embed an encrypted message in its next 
transmission alerting the communications system to 
the impact, and the two systems can negotiate how to 
eliminate the EMI. Alternatively, the communications 
system will communicate to the radar, its position, 
power output, location, modulation, frequency, 

antenna pattern, etc. This will help the radar cognitive 
processor determine which system is causing the EMI. 
In addition the radar will also transmit similar 
information about its transmissions so that the 
communications systems can use this information 
when they have a higher priority and the radar may be 
causing EMI. 
 
When communications devices are primary, they will 
broadcast while receiving specifics about the radar 
transmissions. The broadband routers and other 
heterogeneous T/R devices will require a cognitive 
capability and receiver that can detect encrypted radar 
messages, or, alternatively, receive notification 
messages from other T/Rs. In this manner they can 
assess whether they are being interfered with by the 
radar systems. This may be accomplished by 
correlating the radar transmissions with the packet 
errors detected during communications. Correlations 
of excessive packet errors along with distance, timing, 
antenna characteristics, terrain, and power rules will 
allow the communication systems to determine how 
the radar impacts performance. The T/R nodes can 
communicate to the radar, via distributed control 
protocols, describing its EMI and jointly, the two 
cognitive processors will alleviate the EMI.  

  
Figure 5 Cooperative Spectrum Sharing 

 
Each T/R node will have a software architecture 
similar to that shown in Figure 6. Each node should 
have mission goals and be able to set priorities. We 
have to establish performance metrics to know how 
well each node is functioning. We will use databases 
and knowledge bases to assess and maintain a node’s 
status, and ontologies to describe the rules of spectrum 
operation in different theaters. Classification is 
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necessary for radar in defining clutter statistics and in 
communication nodes to help define multipath and 
propagation loss. To assess how well a node is 
performing, we implement a series of tests. 
Background analysis is a required capability for 
computing propagation losses, multipath, clutter 
statistics, etc. and they will use, for example, Land 
Use Land Cover (LULC) and Digital Elevation Map 
(DEM) databases. Auxiliary information is required to 
obtain information such as jammer locations.  

 
Figure 6 Cognitive Node Software Architecture 

 

5.0 Summary/Conclusions 
We have briefly reviewed two approaches for solving 
EM fratricide where cognitive systems are functioning 
near conventional T/R [11]. A new approach is being 
investigated by DARPA where communications and 
radar systems will cooperatively share the spectrum. 
We have described the problem and an approach 
where each T/R node will have a cognitive software 
architecture as shown in Figure 6. This capability will 
be embedded in military/commercial radar and radios 
e.g. MANET, cell towers, WiFi routers, and SCB 
routers. There is a lot of work that needs to be done in 
developing these cognitive nodes and how they will 
cooperatively work together to solve EMI in near real 
time, learn from their discoveries and pass this 
knowledge onto other T/R nodes so they can learn 
from each other.  
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Abstract – Large-scale disasters come from many sources,
ranging  from  natural  events  like  hurricanes,  tornadoes,
earthquakes, fires, famines, volcanic eruptions, or tsunamis;
to  human-made  crises  like  nuclear  accidents  or  political
unrest. Successful mission planning and replanning requires
exceptional situational awareness and this means having the
right  information  at  the  right  time.  Mission  planning for
disaster recovery requires reliable access to massive amounts
of  data.  Cloud  storage  offers  an  ideal  solution  for  a
repository  of  collected  sensor  data.  Sensors  could  include
aerial  reconnaissance  by  both  piloted  aircraft  and  UAV,
people  on  the  ground  collecting  information,  and  social
mediate filters that identify and extract important events and
trends. Logistics, schedules, and costs impose limitations on
data collection for a small number of airborne sensors over
a large geographic area. Poorly managed sensors could add
redundant or unneeded data to the cloud, or miss better or
higher priority collection opportunities. 

The benefits  of cloud-based predictive analytics for sensor
planning  include  1)  predictive  algorithms  for  real-time
distributed discovery of sensor data needs and sensor data
products, 2) routing of sensor data needs to sensors able to
collect the data, 3) real-time sensor management to prioritize
unfulfilled  information  requirements  and  optimally  task
sensors  to  collect  this  information,  and  4)  learning  and
anticipation of future sensor data collection needs. 

We report  on the status of  our current research efforts to
address  the  problem  of  sensor  planning with  cloud-based
predictive  analytics  and  discuss  our  future  research  and
development objectives.

Keywords: sensor  planning,  predictive  analytics,  cloud
computing, ontology

1 Introduction
Large-scale disasters come from many sources, ranging from
natural  events like hurricanes,  tornadoes,  earthquakes,  fires,
famines,  volcanic  eruptions,  or  tsunamis;  to  human-made
crises like nuclear accidents or political unrest. 

Successful  mission  planning  and  replanning  requires
exceptional situational awareness and this means having the
right  information  at  the  right  time.  Sensors  could  include
aerial  reconnaissance  by  both  piloted  aircraft  and  UAV,
people  on  the  ground  collecting  information  with  GPS-
enabled  devices  (GPS linked  text,  audio,  still  pictures,  and

video),  and  social  mediate  filters  that  identify  and  extract
important  events and trends. Logistics, schedules,  and costs
impose limitations on data collection for a small number of
airborne  sensors  over  a  large  geographic  area.  Web-based
sensors  can  operate  continuously,  but  might  produce  large
amounts of  unnecessary data.  Mission planners  avoid  these
problems  by  performing  sensor  planning  prior  to  actual
collection.

Disaster  response and recovery mission planners face many
challenges  in  managing  sensor  data  collection.  Sensor
planning  often  occurs  before  collection  and  adaptive
replanning of sensor data collection does not happen easily if
at  all.  This  results  in  sensors  adding unneeded  data  to  the
cloud  or  missing  better  or  higher  priority  collection
opportunities, as well as unexpected information requirements
not  getting  met.  A  sensor  may  get  tasked  to  collect
information that already exists. Two or more sensors may get
tasked to collect  the same information (piloted aircraft  and
UAV  both  taking  imagery  of  the  same  area).  A  poorly
informed sensor may collect sub-optimal information, such as
an aircraft taking imagery over only part of the needed area. 

Mission planning for disaster response and recovery requires
reliable  access  to  massive  amounts  of  data.  Cloud  storage
offers an ideal  solution for  a  repository of collected  sensor
data.  But  this  solution  requires  having  some  way  to  find
information already collect and to identify or anticipate unmet
information  needs.  Otherwise,  sensor  planners  cannot
efficiently prioritize and schedule sensor collection tasks.

Missions planners can improve sensor planning in dynamic
situations  by  predicting  possible  information  needs  in
advance. The benefits of cloud-based predictive analytics for
sensor planning include 1) predictive algorithms for real-time
distributed  discovery of  sensor  data  needs  and  sensor  data
products, 2) routing of sensor data needs to sensors able to
collect the data, 3) real-time sensor management to prioritize
unfulfilled  information  requirements  and  optimally  task
sensors  to  collect  this  information,  and  4)  learning  and
anticipation of future sensor data collection needs.

This paper reports on the status of our current research efforts
to  address  the  problem of  sensor  planning  through  cloud-
based  predictive  analytics  that  match  information  needs  to
collected  information  and  identification  of  unsatisfied
information needs.

Section  2  of  this  paper  provides  background  information
about our proposed  solution and its  components.  Section 3
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describes our methods and approaches for handling a number
of key issues. Section 4 discusses our ideas for implementing
the approaches presented in section 3, and section 5 concludes
with a  discussion of  the current  status  of  our research and
some future research directions.

2 Background
Sensor planners cannot always plan in advance all sensor data
collection  tasks  needed  for  a  mission  because  they do  not
have all the required information before the mission begins
and because unexpected events occur during the course of the
mission  that  change  information  requirements.  During  an
ongoing  mission,  sensor  planners  may  not  have  time  and
resources  to  effectively  manage  information  needs.  Sensor
planners must first find the data or information if it exists and,
if  it  does  not,  schedule  a  sensor  collection  task.  Sensor
planners  should  also  know when  data  and  information  no
longer has relevance so that sensor planner can stop sensors
from streaming unwanted data into the cloud.

2.1 Data and Information

In  this  research  we  make  a  distinction  between  data  and
information.  Data  provides  a  representation  of  something.
Information describes a useful subset of this raw data [1].

We  consider  two  categories  of  sensors,  data  sensors  and
information sensors. Figure 1 shows the relationship of these
sensors to the cloud and to information needs. Data sensors
operate outside the cloud to bring external data into the cloud
to  make  it  available  for  use  directly  or  as  a  source  of
information  for  other  sensors.  Information  sensors  may
operate inside or outside the cloud. Those operating outside
the cloud mine other data sources for information and write
this information into the cloud. Information sensors operating
inside the cloud search data sources for information.

Figure 1. Sensors and information needs.

2.2 Architecture Components

Figure  2  shows  the  primary  components  of  the  sensor
planning  process.  We  begin  by  searching  the  cloud  for
published information needs. These needs get published to the
cloud by mission planners and/or mission participants. New
information needs trigger a search for already published data

that satisfies the need. If this data exists then we simply report
its  location  in  the  cloud.  Otherwise,  we  have  an  unmet
information need that  we report  to the sensor planner.  The
sensor planner matches the information need to a sensor able
to collect  the data  then schedules  the  sensor  to  collect  the
data.  The  sensor  publishes  the  collected  data  to  the  cloud
where it gets found and the unmet information need becomes
satisfied. When we no longer have a need for the information,
the published need gets reported to the sensor planner which
stops the sensor tasked to collect the data.

Figure 2. Sensor planning components.

This  solution  works  reasonably  well  1)  to  find  explicit
information  needs,  2)  to  prevent  sensors  from  adding
redundant information to the cloud, 3) to have only needed
sensors collecting data, 4) to schedule new sensor collection
tasks, and 5) to stop sensors from collecting data no longer
needed.

This  solution  relies  on  purposeful,  dependable,  and  timely
publication of  information needs.  This does  not necessarily
present  a  problem  for  a  well-integrated  and  managed
organizations  able  to  follow  the  required  procedures.
However,  this  solution  works  less  effectively  for  ad  hoc
coalitions  of  organizations  trying  to  coordinate  and  plan
disaster response and recovery operations.

We  would  like  to  add  to  this  basic  solution  additional
mechanisms  to  provide  predictive  analytics  to  support
discovery  of  both  information  needs  and  data  no  longer
needed.  Furthermore,  we would  also  like  to  provide  cloud
performance  metrics  to  inform  sensor  planners  about  the
current  status  of  the  cloud  and  how starting  and  stopping
sensor collection tasks will affect system performance.

Figure 3 shows the discovery engines used to find information
needs and expired information needs in the cloud. We assume
during  a  disaster  response/recovery  mission  that  relevant
events get published to the cloud. We know that certain events
or combinations of events will create information needs. The
information discovery engine mines cloud databases for such
events and generates discovered information needs from them.
We  can  discover  expired  information  needs  by  examining
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system data for access times for published sensor data.  We
assume data not accessed after some expected time has lost its
value and we can signal the sensor planner to stop the sensor
from streaming additional data into the cloud.

Figure 3. Discovery engines.

3 Methods
Here we describe our thoughts and methods regarding sensor
tasking,  performance,  prediction,  data  discovery,  and
knowledge representation.

3.1 Sensor Tasking

Sensor  planning  has  several  challenges.  Sensors  can  only
perform one collection task at a time. Data collected by the
sensor may only have value if collected by a certain deadline
or  within  a  specific  period.  Sensor  might  need  to  operate
during certain times, e.g.  daylight  hours,  or  cannot  operate
under  particular  weather  conditions.  Some  sensors,  like
aircraft or people,  must to travel to a location, collect data,
return,  and  recover  before  becoming  available  for  another
collection  effort.  The  time  and  cost  of  travel  (e.g.  fuel,
maintenance, etc.) affects the amount of time spent collecting
data. 

All of this means that some needs may simply not get met.
Sensor planners need to know early when they cannot get the
information they want when they want it. They need to know
who  needs  the  data  or  information  so  they  can  prioritize

collection  efforts  and  notify those  who will  not  have  their
request processed.

An information  need  may depend  on  information  from an
information sensor that itself depends on one or more sources
of data.  Each of these data sources may have its own data
sensor.  Sensor  tasking  requires  knowing  the  dependencies
between sensors  so  that  data  sensors  get  scheduled  collect
data  before  the  information  sensor  that  depends  on  them
begins its collection task.

3.2 Performance

Sensors that add data or information to the cloud affect cloud
performance  by  reducing  available  storage  and  slowing
performance  while  the  data  or  information  distributes
throughout the cloud. Sensors that  collect  information from
data  stored  in  the  cloud  reduce  cloud  performance  while
consuming CPU cycles and network bandwidth during search
for and of files.

Sensors  that  interact  with the  cloud  may impact  the  entire
system or conflict with each other. Too many sensors adding
data to the cloud and searching for information in the cloud
can reduce performance in the cloud, both to receive new data
and to search for information in the data. 

Having metrics about the current status of the cloud and how
the operation of each sensor impacts cloud performance can
assist sensor planners in making informed sensor scheduling
decisions.

3.3 Prediction

Optimal sensor planning depends in part on predicting future
sensor data collection needs to give planners time to re-plan
sensor  schedules,  and  to  predict  the  impact  on  cloud
performance as sensor collect tasks start and end.

Existing  best  practices  and  doctrine  have  rules  describing
what data and information should get collected under specific
conditions.  When these  conditions  exist  within files  in  the
cloud, we express production rules to match sets of conditions
with  sensor  data  needs.  We  monitor  these  files  for  these
conditions and determine if any production rules fire. A rule
that  fires  generates  a  sensor  data  need  that  ultimately gets
routed to a  sensor able to collect  the needed data and that
sensor gets scheduled.

Sensors  write  or  stream  data  to  files  during  the  mission.
Sensor planners might expect  these files to get modified or
accessed  within  certain  time  intervals.  We  can  use  this
information  provided  by  the  file  system  to  identify  both
unneeded data and malfunctioning sensors.

A  sensor  data  file  that  does  not  get  accessed  within  an
expected time interval  might indicate that  a need no longer
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exists for the data and that  the sensor planner can stop the
sensor collection task. Ending the sensor data collection task
stops  the  sensor  from adding  unneeded  data  to  the  cloud
which consumes cloud memory and resources needed by other
sensors and activities.

A  sensor  data  file  that  does  not  get  modified  within  the
expected  time interval  might  indicate  a  malfunction  in  the
sensor.  This  will  require  the  sensor  planner  to  schedule  a
replacement sensor to resume data collection. 

We can collect data of cloud performance when a sensor adds
data to the cloud or searches data in the cloud and use this
data  in  a  learning system to  predict  the  relative  change in
cloud performance when the sensor starts and stops.

3.4 Data Discovery

During the course  of  a  mission,  new data  sources  may get
added to the cloud. Time may not exist for sensor planners to
become aware of the characteristics of these new data sources
and match them to sensors  and information needs.  We can
make  a  step  in  this  direction  by  developing  a  data
recommendation component to notify sensor planners that a
new  data  source  exists  and  it  matches  the  kinds  of  data
sources that satisfy particular information needs.

We  can  apply  variations  on  standard  document  clustering
algorithms [2] to data sources, either on the content itself for
text  documents  or  on  the  (semi-)  structured  meta-data  for
other data sources. New data sources found to have content
and  structure  similar  to  known data  sources  will  receive  a
possible  match  to  the  information  need  that  depends  on
similar data sources. Sensor planners then have the option to
include this data source in their data collection activities.

3.5 Knowledge Representation

Discovering  information  and  managing  information  flows
efficiently depends on having a shared, formal representation
of the concepts, entities, and data. This applies to descriptions
of  sensor  needs,  sensor  data  products,  and  to  sensor  data
collection requests.

An  ontology  represents  a  formal  representation  of  a
knowledge domain. Such a formal representation provides a
vocabulary  of  terms,  a  hierarchy  of  concepts,  relations
between entities, and properties of these entities [3]. The Web
Ontology Language (OWL2) allows us to express an ontology
using description logic, a subset of first-order logic [4], that
makes it possible both to query for explicit facts and to infer
with automated reasoners information implied by the ontology
but not explicitly encoded [5].

The kinds of things data consumers need to express sensor
data needs include

owl:Class DataNeed
owl:Class DataConsumer
owl:DatatypeProperty hasDataCharacteristics
owl:ObjectProperty hasGeographyArea
owl:ObjectProperty hasTimeRequirement
owl:ObjectProperty hasDataNotification
owl:DatatypeProperty hasPriority

The  ontology  should  express  meta-data  for  sensor  data
products. For each class of sensor data product, the meta-data
describes such things as the  class of sensor able to collect the
data, the data schema, and a URL of the location of the data
product.

owl:Class SensorDataProduct
owl:Class Sensor
Aircraft
Piloted
UAV

SocialMedia
Twitter

owl:Class DataSchema
owl:DatatypeProperty hasURL

In addition to providing classes, relations, and properties to
express  individual  sensor  data  needs  and  products,  the
ontology  should  allow  for  expressing  relations  between  a
sensor data need and the kind of sensor that can collect data to
satisfy that need. We include in the ontology statements that
relate classes of information needs to classes of sensors able
to collect the information.

owl:Class NeedAB_Sensor1
owl:equivalentTo (DataNeedA or DataNeedB)
owl:subClassOf (hasCollector some Sensor1)

4 Implementation
Here we discuss the applications and APIs we believe useful
for implementing the ideas we have presented in this research.

Hadoop [6] provides the framework for implementing the data
cloud  itself.  Hadoop  offers  an  open-source  an  open-source
framework for coordinated clusters of computers to process
large distributed data sets. Data processing occurs via map-
reduce jobs. These jobs get mapped to each node in the cloud
and process a subset of the data locally. Results get returned
to their parent jobs that aggregate and reduce the data before
passing it back to their parents. This process continues until
the final results get returned to the user.

Protégé, the ontology editor and knowledge-base system [7],
provides  a  tool  for  developing and  maintain the ontologies
needed  to  describe  information  needs  and  sensors,  and  to
reason about their relationships. 

The  Hadoop  subproject  Chukwa  [8]  provides  an  API  for
collecting cloud performance data from system logs. Chukwa
allows us to collect performance data from nodes in the cloud
and use these to generate performance metrics.
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Drools Expert [9] provides an API to write production rules
and  apply  them to  data.  We  integrate  Drools  Expert  with
Hadoop map/reduce jobs in the information discovery engine.
This  allows  the  information  discovery  engines  to  apply
business logic to their searches for new information needs and
sources.

Events  occur  duing  missions  that  might  affect  the  sensor
planning. Knowing that a particular event occurred allows us
to in some cases anticipate the information needs the event
creates  or  negates.  Drools  Fusion  [10]  allows for  complex
event processing that includes temporal reasoning and we use
this  to  implement  event  processing  rules  for  predicting
information needs. 

Mahout provides a machine learning library for Hadoop [11].
Mahout  offers  a  number  of  machine  learning  algorithms,
including ones for  a recommendation engine and document
clustering. Our data discovery engines use the Mahout library
to mine the cloud for new data sources similar to known data
sources and recommend these to satisfy information needs.

Our sensor planning module uses the Drools Planner, an API
to an embedded planning engine [12], to schedule sensor data
collection  activity.  The  Drools  Planner  provides  a  suite  of
efficient algorithms for solving large and complex planning
problems involving many hard and soft constraints.

5 Discussion
We  have  presented  a  solution  to  the  problem  of  sensor
planning for large-scale disaster response and recovery. Our
solution implements cloud-based predictive analytics that 1)
apply predictive algorithms for real-time distributed discovery
of sensor data needs and sensor data products, 2) route sensor
data needs to sensors able to collect the data, 3) perform real-
time  sensor  management  prioritize  unfulfilled  information
requirements  and  optimally  task  sensors  to  collect  this
information,  and  4)  learn  and  anticipation  of  future  sensor
data collection needs.

In addition to these primary objectives, we hope to consider in
the  future  the  inclusion  of  security  mechanisms  into  the
representation  of  information.  This  will  enable  sensor
planning by many people  at  different  organizational  levels.
Security markup that  includes classification, release groups,
and need-to-know will protect sensors from improper use or
from information leaking outside its intended scope, thereby
reducing  bandwidth  consumption  and  general  information
overload  that  could  create  difficulties  for  disaster  response
and recovery.

6 References
[1] Wu, Michael. The Big Data Fallacy And Why We Need 
To Collect Even Bigger Data. TechCrunch, Sunday, 
November 25th, 2012. http://techcrunch.com/2012/11/25/the-
big-data-fallacy-data-%E2%89%A0-information-
%E2%89%A0-insights/

[2] Nicholas O. Andrews and Edward A. Fox (2007). Recent 
Developments in Document Clustering. Department of 
Computer Science, Virginia Tech. 
http://eprints.cs.vt.edu/archive/00001000/01/docclust.pdf

[3] Thomas R. Gruber. A translation approach to portable 
ontology specifications, Knowledge Acquisition, 5(2):199–
220, 1993. http://tomgruber.org/writing/ontolingua-kaj-
1993.pdf

[4] OWL 2 Web Ontology Language Document Overview. 
W3C Recommendation 27 October 2009. 
http://www.w3.org/TR/owl2-overview/

[5] OWL 2 Web Ontology Language Primer (Second 
Edition). W3C Recommendation 11 December 2012 
http://www.w3.org/TR/owl2-primer/

[6] Hadoop. http://hadoop.apache.org/

[7] The Protégé Ontology Editor and Knowledge Acquisition 
System. http://protege.stanford.edu/

[8] Chukwa 0.4 Documentation. 
http://incubator.apache.org/chukwa/docs/r0.4.0/index.html

[9] Drools Expert User Guide. Version 5.5.0.Final. 
http://docs.jboss.org/drools/release/5.5.0.Final/drools-expert-
docs/html/index.html

[10] Drools Fusion User Guide. Version 5.5.0.Final. 
http://docs.jboss.org/drools/release/5.5.0.Final/drools-fusion-
docs/html/index.html

[11] Mahout. http://mahout.apache.org/

[12] Drools Planner User Guide. Version 5.5.0.Final. 
http://docs.jboss.org/drools/release/5.5.0.Final/drools-
planner-docs/html/index.html

Int'l Conf. Artificial Intelligence |  ICAI'13  | 181

http://techcrunch.com/2012/11/25/the-big-data-fallacy-data-%E2%89%A0-information-%E2%89%A0-insights/
http://techcrunch.com/2012/11/25/the-big-data-fallacy-data-%E2%89%A0-information-%E2%89%A0-insights/
http://techcrunch.com/2012/11/25/the-big-data-fallacy-data-%E2%89%A0-information-%E2%89%A0-insights/
http://docs.jboss.org/drools/release/5.5.0.Final/drools-planner-docs/html/index.html
http://docs.jboss.org/drools/release/5.5.0.Final/drools-planner-docs/html/index.html
http://mahout.apache.org/
http://docs.jboss.org/drools/release/5.5.0.Final/drools-fusion-docs/html/index.html
http://docs.jboss.org/drools/release/5.5.0.Final/drools-fusion-docs/html/index.html
http://docs.jboss.org/drools/release/5.5.0.Final/drools-expert-docs/html/index.html
http://docs.jboss.org/drools/release/5.5.0.Final/drools-expert-docs/html/index.html
http://incubator.apache.org/chukwa/docs/r0.4.0/index.html
http://protege.stanford.edu/
http://hadoop.apache.org/
http://www.w3.org/TR/owl2-primer/
http://www.w3.org/TR/owl2-overview/
http://tomgruber.org/writing/ontolingua-kaj-1993.pdf
http://tomgruber.org/writing/ontolingua-kaj-1993.pdf
http://eprints.cs.vt.edu/archive/00001000/01/docclust.pdf


Association Discovery Framework in WebTAS

M. Heidi McClure1, Larry Rose1, Roger J. Dziegiel, Jr2
1Intelligent Software Solutions, Inc

Colorado Springs, CO 80919
2Air Force Research Laboratory (AFRL)

Rome, NY 13441

Abstract— Association Discovery Framework (ADF) allows
rules engines to be integrated with WebTAS so that the rules
engines may associate related records. The associations, or
relationships as they are known in WebTAS, include system
generated confidence values and also allow for user specified
confidences. Filtering may be applied to views in WebTAS so
that only records with a user confidence are honored, so that
only confidences above a threshold are displayed and so that
a combination of user and system confidences are used. This
paper describes one implementation of this framework that uses
the Seer complex event processing system as its rules engine.
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discovery

1. Introduction
WebTAS, the Web-Enabled Temporal Analysis System, is

software that provides data access, query, visualization, analysis
and reporting capabilities to government customers. The Asso-
ciation Discovery Framework (ADF) provides WebTAS with
an optional server component that searches for related records
based on customizable rules or complex event processing (CEP)
implementations. ADF is able to examine data, searching for
results that match defined patterns. Once discovered, these
results are captured by ADF with a relationship or association
being created between related records. The relationship between
the records is given a confidence or score between 0 and 100%
that identifies the system’s confidence in the existence of the
discovered relationship. Since analysts do not generally trust
everything computers tell them, ADF also provides the ability
for users to add their own confidences to any relationship.

The rest of this paper will provide some background about
WebTAS, about its ability to capture and visualize relationships
between records, about its ability to capture confidences both
in relationships and in records, about the Seer complex event
processing system that is a component of WebTAS and about
the named entity extraction capability that is also a component
of WebTAS. Next, this paper will discuss the ADF design
including server components, its configuration, its pluggable
nature and its visualization enhancements for confidence fil-
tering. Then this paper will provide discussion of a practical
example that has been demonstrated using the ADF and Seer

as a reference implementation of a rules engine. Finally, some
conclusions and ideas for future work will be discussed.

2. Background
2.1 WebTAS

Web-Enabled Temporal Analysis System (WebTAS) is de-
scribed in [1]. WebTAS allows visualization and analysis of
data that may come from many disparate sources. The sources
may be, for example, relational databases, live streams of data
or text data from files on a file system. In addition to being able
to map in and visualize data from external sources, WebTAS
also contains a native database which may be based off of
many standard database solutions - Oracle, Sybase, SQLServer,
PostGres, Access, etc. The WebTAS native database provides a
place for users to create additional supporting database tables
and to collect any other information of interest to them. In some
installations, only the native database is used, but usually a
mixture of native and external sources are viewed and analyzed
in WebTAS.

Once the mapping of data sources is complete, users may
visualize data in tables, timelines, graphs, charts, maps or
link analysis charts. WebTAS includes a rich access control
capability that is role based and may be tied into existing LDAP
environments. The controls may grant or deny users’ access to
types of data and may grant or deny users’ ability to run parts
of the application.

In addition to basic visualization of data, WebTAS also
supports a plug in architecture and is delivered with addi-
tional optional features like text categorization (also known
as text classification), text clustering, named entity extraction
(discussed in Section 2.5), Seer (discussed in Section 2.4).

2.2 Relationships
Any record viewable in WebTAS may have a relationship

generated between that record and any other record. This means
that any two records including records that reside in different
databases may be related using WebTAS’s relationship func-
tionality. The relationship records are stored inside WebTAS’s
native database and contain enough reference information to
link to the associated records - that is, the relationship records
contain primary key information along with the data source and
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table of the related records. WebTAS also supports data driven
or derived relationships which are similar to database joins
where relationship definitions describe how to relate records
based on existing data - for example, if two tables contain
automobile make, model and year, relationships may be defined
that will associate matching records in the different tables
where the make, model and year of the vehicles match.

When relationships are available, data may be visualized in
link analysis charts. These are charts where nodes represent the
records and the lines or links between the nodes represent the
relationships. Link analysis charts help in visualizing how data
are related and are the primary visualization tool for network
analysis.

2.3 Confidences in WebTAS
A confidence is a number between 0% and 100% represent-

ing the system’s or user’s impression of how correct or accurate
the data is - their belief in the existence of the data. In WebTAS,
these confidences may be added to any record that WebTAS can
see. Since relationships stored in the WebTAS native database
are just another type of record, they, too, may have confidence
values. In other words, both records and the relationships
between them may have confidence values associated with
them. There are two types of confidences - System and User -
ADF creates the system confidences and users of WebTAS add
or modify the user confidences. Confidences may be applied to
both native and external records.

2.4 Seer
Seer is described in [4]. Seer is a fuzzy complex event

processing system which means that it can describe and search
for patterns in data that may include patterns in temporal
and geo-spatial data in addition to patterns in its other data
(non-spatial, non-temporal). Being fuzzy means that Seer does
not need to perform exact matches when comparing data in
time and space. Seer helps intelligence analysts make sense of
complex data sets and when used with WebTAS, the data sets
may include data from many disparate sources. Seer supports
prediction using Bayesian reasoning.

Seer is able to represent models that use more complex
probabilities or ones that use fairly simplistic confidence incre-
ments or factors when reasoning on event states. That is, the
assessment strategy used may be probability based, confidence
increment based or confidence factor based. Note that Seer
confidences are different from the confidences in WebTAS
described earlier. Confidences in Seer are a part of the model
describing the pattern of interest. Each event state may have a
confidence or probability setup to help with Seer’s calculation
of a total confidence for a pass through the model which is
also known as an assessment. The assessment confidence will
be used by ADF when Seer is configured to be a processing

engine but the Seer confidences and WebTAS confidences are
different entities.

Probability based reasoning uses Bayesian algorithms for
calculating probabilities based on each state transition having
a probability based on the success (true state) of the preceding
state [2]. Confidence increment reasoning sums each event
state’s confidence and presents a confidence number for the
overall success of the model. In this case, negative confidence
increments are also allowed and basic logic is used when there
are alternative paths through the model (ORs) or collaborative
paths (ANDs). The logic for confidence increments is to simply
add the confidences and when there are ANDs use the lowest
confidence sum along a branch and if ORs, use the highest.
For confidence factors, a slightly different logic is used when
there are missing states. The equation for confidence factors
is PrevConfT + CurConfS − (PrevConfT ∗ CurConfS),
where PrevConfT is the total previous confidence and
CurConfS is the current state’s confidence.

In addition to Seer computing a confidence or probability
number for the current state of a model, alerts may also be
generated from Seer so that timely and perhaps preemptive
actions may be taken when confidence or probability has passed
a threshold number.

2.5 Named Entity Extraction
WebTAS contains an optional plug-in for performing named

entity extraction on text fields in databases or on text docu-
ments. Examples of named entity types are people, organiza-
tions, dates and locations. Once extracted, the named entities
are stored in an “Entity Sources” table with links back to
the documents or records that contained the named entity.
The named entity extraction plug-in supports various entity
extraction implementations including one based on GATE [3],
one based on SRI’s PAL Semantic Extraction1 and one on
Janya’s Semantex2.

Named entity extraction is just one way to make more sense
out of free-text data. By having the extraction find people and
organization names, for example, analysts are able to reduce the
numbers of documents they must read as they do their analysis.
The ADF example described in Section 4 uses the results of
named entity extraction performed on messages.

3. Design
As noted earlier, ADF adds to WebTAS the ability to dis-

cover relationships between records and provides visualization
enhancements that assist the user in managing the discovered
relationships. The general architecture of ADF is as shown
in Figure 1. The server components include processing and

1https://pal.sri.com/Plone/framework/Components/learning-
methods/semanticextraction

2Janya is no longer in business
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Fig. 1: Association Discovery Framework

learning engines which adhere to interfaces that the ADF medi-
ator understands. The role of the ADF processing and learning
engines is to discover the related records of interest. The
ADF mediator takes information from the processing engines
and creates WebTAS relationship objects based on mediator
configuration. The client enhancements to support ADF include
filtering of visualized results based on WebTAS confidence
levels - either user-only confidences or a combination of user
and system generated confidences. Intelligence analysts are
skeptical of computer discovered relationships, so it was very
important to provide a way to filter relationships that humans
had not yet reviewed and validated.

The rest of this section discusses some of these components
in more detail and also discusses the configuration and plug-
gable capability of ADF.

3.1 ADF Mediator

The ADF mediator is a server component that monitors
model results and creates relationships appropriately (see Sec-
tion 3.3). In our initial implementation, a model is directly
related to a Seer model. The mediator is also able to examine
relationships that have already been created and will update
them based on current model execution results. In addition
to creating the relationships, additional information is created
by the mediator that captures the pedigree of the relationship.
This includes the name of the processing or learning engine’s
model that created the relationship and the explanation of the
relationship.

The ADF mediator runs as a deployed application in a JBoss
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Fig. 2: Seer Model

application server 3. The mediator is configured using Spring
(described in Section 3.3) and is intended to connect to one or
more processing or learning engines. Seer is an example of a
processing engine.

3.2 Models
The ADF processing and learning engines are assumed to

use a model (like a Seer model) that will present to the ADF
mediator suggestions for relationship creation. Each model re-
sponsible for one type of relationship between two record types,
for example, between people and message traffic. Multiple
models may create the same type of relationship between the
same types of records. Many models may be running that create
a variety of relationships between records.

3.3 Configuration and Being Pluggable
For relationship configuration, at start up, the ADF server

reads a configuration file which specifies models, record types
and the relationships to create between the records. The ADF
uses the Spring Framework4 and the relationship configuration
is based off of constructor type injection in Spring. Addi-
tionally, the Spring Framework is used to allow a pluggable
framework so that various processing or learning engines may

3http://www.jboss.org
4http://www.springsource.org/

be used. In our current implementation, the Seer complex event
processing environment is plugged into the ADF framework
using the Spring configuration. Other supporting pieces of the
ADF mediator are defined and configured in Spring.

The ADF allows for additional rules or processing engines
to be placed into the system. The idea is that Seer is an
initial implementation of a processing or learning engine. Other
engines based perhaps on JBoss BRMS (previously Drools)5 or
Jess6 may be plugged into the ADF to provide alternative means
of identifying related objects. To plug in additional processing
or learning engines, each engine will need to provide a small
amount of code that implements the interfaces that the mediator
understands. Then the system is configured to know about the
new engine.

3.4 Client Enhancements to Support Confidence
Filtering

WebTAS has been enhanced so that it provides better ways to
filter based on confidences and better viewing of related object
details. Figure 3 shows a details pane for showing details of
relationships including both analyst and system or calculated
confidences and Figure 4 the display after confidence filtering
has been applied to only show analyst verified confidences

5http://www.redhat.com/products/jbossenterprisemiddleware/business-rules/
6http://herzberg.ca.sandia.gov/
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Fig. 3: Confidence Filtering and Details Pane

Fig. 4: Confidences Filtered

over 50%. Notice in this figure, there are missing “Mention”
relationships. These are relationships that the analyst has not
yet verified and that have been filtered.

4. Application with Extracted Entities
This section describes an implementation of the ADF frame-

work that uses Seer as a processing engine. The goal of this
implementation is to create relationships between Identities of
Interest (people) and Message Traffic records that mention
those people. In this case, the Identities of Interest have
a primary name and a list of aliases. The models will be
configured to place more confidence on a primary name match

than on an alias match. Models will look at all known names
when trying to find matches in the Message Traffic.

With this ADF implementation, analysts can be readily
directed to the Message Traffic that mentions the people they
are looking for. ADF does not replace the job of reading the
messages, it only helps to point the analyst to documents that
may be of most interest to their current focus.

4.1 Seer Model for Person to Message Traffic
This section will describe what Seer models look like using

an example that will identify messages (Message Traffic) that
mention people’s names based on previously performed named
entity extraction.

The model first looks for the names of the people we are
interested in finding in the extracted information - these people
are stored in an Identities of Interest table in the system.
Second, the model looks for those names in the named entity
extraction records. Third, in this last step, the model looks for
the actual message that mentions the person.

In Figure 2, the Seer model builder is displayed. The
boxes and arrows represent the three steps just described.
The first state labeled IoI does a query “Identity of Inter-
est Observed”. The second state does a more complex query
“Entity Sources Observed Where Entity Type Equals PER-
SON And Source Object.ClassName Equals Message Traf-
fic And Entity Hits.Entity Value Equals $(IoI.Display Name)”.
This is a query of the Entity Sources records. Entity Sources are
the named entity extraction results. This query is constrained
to only look for PERSON named entity types that are referring
to Message Traffic records and that have the named entity
value that matches the Identity of Interest queried in the first
state. The $(IoI.Display Name) syntax means that the query,
at run time, will refer to the results of the IoI event state
(the first state) and will use the Display Name attribute of the
Identity of Interest. The third state uses the “Source Object
ID” information from the “EntitySrc” state (second state) in
order to find the actual Message Traffic record that mentioned
the Identity of Interest’s name. The third query looks like this:
“Message Traffic Observed Where Object Id Equals $(Enti-
tySrc.Source Object.ID)”.

This model uses the Display Name of the identity. Another
model we use looks at the list of aliases for the identity
following similar logic to identify any messages that mention
the aliases of the identity.

The assessment strategy used in this Seer model is the
confidence increment strategy. Here, each state may be given
a confidence which will be summed to come up with the
confidence in the instance of model execution. For example,
if we have an exact name match, we may place an 80% on
the last state. If we are running the model based on aliases,
we may place a smaller confidence, say 60%, on the last state.
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Since all states in the model must be met for success, the first
and second states may be left at 0% confidence.

4.2 Configuration

To create the correct “Mentions” relationship, the mediator
is configured to look for Seer-based ADF results where there
are records of type “Identity of Interest” and of type “Message
Traffic” and when they are found, it will create a “Mentions”
relationship between them. As part of the relationship creation,
the mediator will also get the system confidence identified by
the Seer-based ADF processor. That is, as described in Section
4.1, 80% if it is a primary display name match, 60% if it is an
alias match.

4.3 Visualization

When an analyst sits down at their WebTAS station, they are
able to see the system generated relationships in a couple of
places. The first is in the link analysis charts. Refer to Figures
3 and 4. The Mention relationships (lines between nodes) have
all been generated using ADF. When a link is highlighted as
shown in Figure 3, the details of this particular relationship
are visible in the details pane on the right of this display. The
user may right click on the Analyst Confidence and change
their assessment of the relationship. As shown in the right side
display, the analyst may also choose to show only those records
someone has reviewed and validated - that is, only show records
that have an Analyst Confidence assigned. When they filter this
way, some of the Mention links between nodes disappear..

When analysts drill down into the details of a record, they
will have a related objects tab as shown in Figure 5. This figure
shows an example of an organization record (“Southern Bloc”)
with its related objects tab highlighted. In this view, users can
examine the related object (in this case, “In Sight Crime”)
and expand the type of relationship (“Mention”) to see more
information about the pedigree of this relationship. This is the
same relationship highlighted in the details pane view in Figure
3.

5. Conclusion
We have presented our current work that provides an asso-

ciation discovery framework (ADF) as part of WebTAS. ADF
assists users by discovering relationships between records in the
user’s domain of data. The computer generated relationships
are given a system confidence so that the user may distinguish
between relationships that the ADF-created and ones that users
have vetted. Because the ADF is pluggable, this framework
provides an environment where other processing, rules or
learning systems may be integrated and analyzed.

6. Future
Now that the basic framework is in place, we would like

to try other rules engines like Jess or JBoss BRMS and
perhaps test out other learning algorithms or association mining
algorithms.
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Fig. 5: Related Objects Tab
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Abstract— This paper describes our approach to analyzing
social media response to speech events, such as the President’s
State of the Union address. Our approach clusters Tweets
by topic and in time, and this paper specifically focuses on
analyzing the temporal dynamics of the topically clustered
Tweets. We classify topical clusters as either being temporally
clustered around a specific period of time or not (e.g., referring
to the whole speech). For instance, a topical cluster related
to a specific line in the speech is likely clustered in time as
well. In contrast, a cluster about the speakers suit could be
composed of Tweets written anytime during the speech. We
demonstrate the approach on a number of real world data
sets, and show that an analysis of these temporal dynamics
can lead to a structuring of the social media responses that
can support deeper analysis than just topical clustering alone.

1. Introduction
Recently, the analysis of social media and politics has

become an interest in the data mining community. However,
much of this previous work focuses on the sentiment of the
social media reaction (e.g., [1], [2], [3]). In this work we
take a different approach, focusing instead on finding the
points of the speech that generate the most reaction and the
topics that correspond to these spikes in activity. Specifically,
this paper presents an approach for analyzing social media
responses to live speech events, such as the US President’s
State of the Union address. In particular, we focus on Twitter
users’ responses to the speech by analyzing their Tweets
during the duration of the speech. We designed the approach
to allow analysts, social scientists, and policy researchers
to measure public reaction to various talking points (and
visuals) in a speech. One can measure which points generate
the most reaction, including those that may be surprising to
the speaker and his/her staff. Further, marketers, journalists,
political junkies and the general public can also use the system
(and its related, public facing website) to better understand the
speech’s effect on different groups of people, their opinions,
etc.

Our method clusters Tweets both topically and temporally.
By topically, we mean that Tweets are clustered because they
refer to the same subject. For instance, one cluster of Tweets
discusses the “President’s tie,” while another cluster focuses on
“universal pre-school education.” If a cluster refers specifically

to a line (or lines) in the speech, we call this cluster “referent.”
This is in contrast to clusters whose topic is not directly related
to the speech itself, such as reaction to what the viewers are
seeing on the screen at that moment (e.g., the President’s tie).
We call these clusters “non-referent.” By temporally clustered,
we mean clusters whose Tweets exhibit “burstiness” within a
short interval of time. For instance, if many of the Tweets in
a cluster happen to fall within a short time-window of one
another, we call them “temporal.” This usually happens when
there is reaction to something specific in the speech’s time-line
(such as a particular line in the speech or non-referent event).
In contrast are “non-temporal” clusters, which are clusters that
refer to the speech generally. For instance, a cluster where
people are simply noting that they are watching a speech seem
to occur at various points throughout the speech, and do not
exhibit the similar “bursty” behavior. By definition, we note
that non-temporal clusters are also non-referent.

By aligning Tweets both topically and temporally, we can
then overlay the topic-clusters onto the time-line of the speech
itself to get a two-dimensional representation of responses to
the speech. Then, for a given time in the speech, we can
see the major topics of discussion at that particular time. For
instance, if the cluster is Temporal/Referent, then we know
it refers to that part of the speech at that time, and therefore
that part sparked social reaction. If a cluster is Temporal/Non-
Referent, then something in the broadcast outside of the
speech itself, such as what is on-screen at that time, prompted
reaction. Finally, we can exclude Non-Temporal clusters from
the timeline analysis, since they would provide broad color
(possibly), but not provide much deeper temporal analysis.
The key then is to classify the clusters.

This paper focuses on the particular classification task of
determining whether a cluster of Tweets is temporal or non-
temporal.1 Intuitively, our algorithm works by assuming that
temporal clusters will exhibit bursty behavior, while non-
temporal clusters will not. For instance, if during a speech
the speaker says something controversial or resonating, then
we assume lots of Tweets on that specific topic will be
generated, and therefore should be grouped in time (e.g,
classified as temporal). The key to the classifier, therefore, is
to define “burstiness” and then measure it. We define such a

1While there exists a body of past research on determining topical-clustering
of text, for example, k-means clustering [4], Latent Dirichlet Allocation (LDA)
[5], Hierarchical Agglomorative Clustering (HAC) , (e.g., [6]) among others,
that is not the main focus of this paper.
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measurement and show that it can form a classifier for defining
temporal and non-temporal clusters, and that indeed it can even
find non-temporal clusters that are also non-referent.

Table 1 makes the clustering clear with a few examples
taken from the 2012 State of the Union speech. The first
cluster in the table is non-temporal. It reflects a number of
Tweets from users watching the State of the Union speech,
and Tweeting that they are doing so. The Tweets occur at
various times throughout the speech, and do not, as a whole
group, refer to a specific time period in the speech. The second
cluster reflects Tweets about a specific topic that occurs at
a specific time period in the speech. That is, the cluster is
both temporal and referent (it refers to a line about the auto
industry). The final example cluster in the table is temporal but
non-referent. Instead, the time period reflected by the cluster is
a point during the speech when the camera showed President
Obama giving Gabrielle Giffords a hug.

Our overall approach for analyzing the social media re-
sponse to a speech is given in Figure 1. While we focus on
the temporal classification aspect in this paper, briefly, the
full system works as follows. During a speech, the system
sources, collects and then cleans a set of Tweets. The Tweets
are then clustered by topic, and also broken down by cohort,
where each sub-cohort represents a group of users responding
(for instance each cluster is further sub-divided into cluster
members provided by men and those provided by women).
Finally, the Tweet clusters are aligned temporally. This tem-
poral alignment is the temporal classification we will focus
on in this paper. Once the data is processed, we display the
results on a webpage2 where users can explore and analyze
the results.

Tweet)Collect)
Gather)&)Clean)

Twi1er) Query)set)

Topic)Clustering) Cohort)Assignment)

Analyze)

End)User)
Website)

Non3Temporal'

Temporal'

Cohort)
Analysis)Referent'

Non3
Referent'

Fig. 1
THE 2SR ARCHITECTURE

As stated above, we implemented the approach in a public-
facing website, where users can select various speeches and

2http://www.socialreactiongroup.com

analyze the output themselves. One of the important aspects
of our user interface is the alignment of the clusters to specific
times and parts of the speech. This enables users to dig into
the social media reaction at specific times of the speech. The
Website is shown in Figure 2. The top of the figure shows a
timeline with vertical bars. The bars represent clusters linked
temporally to that part of the speech. The size of the bar
reflects the relative volume of Tweets such that a taller bar
reflects more Tweets (larger cluster) than a smaller bar. At a
glance, this allows users to zoom into the sentences of the
speech that generated the most reaction. In the figure, a user
clicked on one of the taller bars (highlighted in grey) and the
site automatically scrolled to the line in a transcript of the
speech reflected by the time of the cluster. On the bottom
right, example Tweets from the cluster scroll by the user to
examine.

The rest of this paper is organized as follows. Section 2
describes our approach in detail, Section 3 presents our results
and discussion, and Section 4 contains our conclusions and
future directions for this research.

2. Temporal Clustering of Social Media
Reaction

In this section, we detail our approach to temporal cluster-
ing. As we stated above, we assume that Tweets are already
clustered by topic, and that forms the input to our process.
Before we give the algorithm a more formal treatment, we
discuss the intuition behind the approach. Intuitively, a set of
responses to a particular item in the speech will cluster around
(though after) that item in the speech. That is, assume we have
a given cluster, and assume that we choose to define bursty
behavior as having most of the tweets in a cluster fall within
a 4-minute window. Then, we can analyze a time-line of all
of the Tweets that belong to the cluster, and if some defined
proportion (such as simply the majority) of them falls within
the rolling window, we would say the cluster exhibits bursty
behavior. This situation is shown in Figure 3.

In the figure, we see the Tweets that define the cluster,
{T0, . . . , T10}. Each Tweet is then aligned in time, and the
timeline is shown along the bottom of the figure. Since our
given rolling window size is four minutes in the example, the
figure also shows example rolling windows as horizontal bars
across the top, along with the range they represent. The first
cluster, 8:00 to 8:04, contains 8 of the 10 cluster members and
we therefore classify this cluster as temporal. If none of the
rolling windows for a given cluster satisfy the constant that
the proportion of Tweets contained in the window is above
the proportion threshold, then we classify the cluster as non-
temporal.

Therefore, we define define bursty clusters as those that
contain Tweets that flare up in a specific time range, and more
or less remain local to that time range. In some sense, one can
think of members of a bursty set as having a tight temporal
relationship. We define a tight temporal relationship as one
where a majority (or a proportion above a threshold) of the
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Table 1
DIFFERENT CLUSTER CLASSIFICATIONS

Non-temporal cluster
RT @tjholmes: Unless ur watching CSPAN, u might not know President of the United States is delivering State of the Union address n 50 mi...
What did you think of President Obama’s State of the Union address?
#NowWatching President @BarackObama’s “State Of The Union Address”...& you should be too!
Referent & Temporal cluster: reflects specific part(s) of the speech
Reacting to the line: “And tonight, the American auto industry is back”
#SOTU - Cites General Motors return to #1.“Tonight, the American auto industry is back” -applause.
The American auto industry is back. #manufacturing #SOTU
The American auto industry is back! (to making cars that last 30k miles) #SOTU #honda4life
RT @DPerkDT: Republicans initially opposed the bailout of the American auto industry, now applaud jobs created. #SOTU
“The American auto industry is back. What is happening in Detroit can happen in other industries.” -POTUS #SOTU
Pres. Obama says General Motors is “back on top as the world’s number one automaker....the American auto industry is back.” #SOTU #Detroit
Non-Referent & Temporal: Does not reflect specific part(s) of the speech
#whchat..just saw the President embrace Gabby. I’m grabbing my tissue?snif...So good to see her.
RT @jbarro: Obama hugging Gabrielle Giffords very sweetly.
#SOTU it was nice seeing President Obama hug Gabrielle Gifford.
Obama hugs Rep. Giffords. #SOTU #WHTweetup
President gave a huge hug to Gabby Giffords. How sweet. #sotu
Obama and Gabby Giffords hugging...#tearjerker

Fig. 2
THE SOCIALREACTIONGROUP WEBSITE
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Fig. 3
A CLUSTER OF TWEETS ON A TIME LINE

cluster members (Tweets) occur within a short time period.
This implies two parameters: the window size of the short time
period, and the proportion of members in the cluster that must
occur within that window. This definition allows us to apply a
discrete measurement of tightness. Namely, the proportion of
cluster members that fall within this window. This forms the
basis of our classifier, if the proportion is above a threshold,
we define the cluster as temporal, and otherwise not.

More formally, given a rolling window size, W , and a
set of topical clusters, {C0, . . . , Cn}, each of which, Ci, is
defined by the Tweets {T0, . . . , Tn} contained within it (noting
that each Tj also has a time-stamp), we define the cluster’s
temporal tightness as:

TEMPORALTIGHTNESS(Ci) =

∥∥T time
j ∈W

∥∥
‖Ci‖

Where T time
j is the time differential from the earliest time-

stamped Tweet in the cluster, Ci to this Tweet, Tj . Then,
given a proportion threshold Pthresh, we define a cluster Ci as
being temporally clustered if TEMPORALTIGHTNESS(Ci) ≥
Pthresh.

The whole algorithm is given in Table 2.

Table 2
CLASSIFYING TEMPORAL CLUSTERS

∀Ci ∈ {C0, . . . , Cn}
If TEMPORALTIGHTNESS(Ci) ≥ Pthresh

Ci ← Temporal Cluster
Else

Ci ← Non-Temporal Cluster

The key parameter, is therefore the window size (the pro-
portion can simply be a majority), and this has certain impli-

cations. For instance, if a window size is set to a ridiculously
large value, then general comments about the whole speech
will be assigned as temporally relevant, but the point-in-time
they refer to would be the whole speech. If the window size
is way too small (e.g., 20 seconds) this would imply that
the social response is almost instantaneous. Understanding the
properties of this parameter informs a reasonable choice of a
few minutes. That is short enough to capture the dynamics of
temporal tightness, but long enough to give social media users
time to respond to the same point, even if they response time
differs. As we show below in our experiments, five minutes is
an adequate choice.

One advantage of our approach is that it can discover tightly
temporal clusters that refer to something about the speech,
but not in the text itself (e.g., Non-referent clusters). For
example, in Table 1 the algorithm discovered that the cluster
describing President Obama’s hug was temporally clustered
as well, reflecting that this action had a specific time-period,
namely when it was on screen during the televised speech.
That is, by examining the temporal dynamics separately from
the topical clustering, the approach does not need to take the
content of the cluster into account.

3. Experimental Results
Above we described our approach to classifying topical

clusters as having a temporal relationship or not. Here we
apply our approach to a number of real world speeches and
analyze the resulting clusters. We find that indeed, we are able
to discern topics that have both a topical relationship and a
temporal relationship to the speech.

We analyzed four specific speeches: President Obama’s
State of the Union (SOTU) address in 2012, Benjamin Ne-
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Fig. 4
SOTU 2012 TWEETS VS SPEECH TIME

Table 3
SPEECH DATA FOR ANALYSIS

Speech Start Time (UTC) Stop Time (UTC) Tweets # Clusters
SOTU 2013 2/12/2013 2:05:00 2/12/2013 3:20:00 145,913 182

Inaguration 2013 1/21/13 16:55 1/21/13 17:12 38,937 55
Netanyahu UN 2012 9/27/12 17:40 9/27/12 18:18 11,800 43

SOTU 2012 1/25/12 2:05 1/25/12 3:25 164,547 124

tanyahu’s address to the UN General Assembly in 2012,
President Obama’s Inauguration address in 2013, and President
Obama’s State of the Union (SOTU) address in 2013. Table 3
describes the data, showing the start and end time of the speech
(in UTC), along with the number of Tweets analyzed during
that time period, for the given speech.

As shown in the table, we were able to discover a number
of temporal clusters for each speech. We also found a number
of clusters that were temporal but non-referent. As we stated
above, these may correspond with events shown on the screen

during the televised speech. For instance, for the Netanyahu
speech, the temporal/non-referent cluster occurred after he
showed a picture of a cartoon bomb during the speech. For
each speech we found 34, 4, 1, and 15 temporal/non-referent
clusters, respectively.

Figure 4 validates our premise that our window size and
threshold are reasonable. In the figure, we see a plot of the
time of the speech-line of the 2012 SOTU speech and the time
associated with the topical cluster assigned to that speech line.
The y-axis of the figure shows the number of milliseconds
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from the start of the speech, increasing up the axis (origin
is the start of the speech). The x-axis is the minutes from
the start of the speech of the cluster associated with that line
of the speech (e.g., the cluster that represents that line in
the speech), again, ordered from the start of the speech. For
instance, when Obama says, “And tonight, the American auto
industry is back.” this is associated with a specific cluster. The
figure shows the time of the first Tweet in this temporal cluster
(x-axis), plotted against the timeline of the speech (y-axis).
Therefore, if the topical clusters were well aligned in time
with the speech, then the line should be relatively straight and
sloping up and to the right (we assign time as monotonically
increasing in seconds from the start of the speech). Indeed,
we see this is the case in the figure, and there are very few
dips downward, which would signify a mis-aligned cluster in
time with the speech.

4. Conclusion
This paper describes an approach for clustering Social

Media responses to speech events not just by topic, but
also temporally. We present an approach for taking a topical
cluster and deciding whether the members of that cluster refer
to a specific point in time, or do not. The approach relies
on dynamically setting a window of time, within which we
consider the set of social media responses to be “temporally
tight,” and therefore clustered in time as well. Clusters whose
members fall outside of this range are non-temporal and may
refer a more general time-frame, such as the whole speech
itself.

We validated our approach both empirically, and also
through a public facing website, where users can analyze social
media reaction to speeches themselves, in both the topical
and temporal clustering dimensions. In the future we plan to
investigate this topic further to try and more deeply understand
the temporal dynamics of social media reaction.
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Abstract. In this paper, a novel cloud computing 

framework is presented with machine learning (ML) 

algorithms for aerospace applications such as condition 

based maintenance, detecting anomalies, predicting the 

onset of part failures, and reducing total lifecycle costs. 

This cloud framework has been developed by using 

MapReduce, HBase, and Hadoop Distributed File System 

(HDFS) technologies on a Hadoop cluster of OpenSUSE 

Linux machines. Its ML algorithms are based on Mahout 

ML Library and its web portal is built using JBoss and 

JDK. Importantly, the big data from various Honeywell 

data sources are managed by our HBase and analyzed by 

various ML algorithms. Users can use this cloud based 

analytic toolset through web browsers anytime and 

anywhere. More analytic results of using this framework 

will be published later. 
 

Keywords: Cloud Computing, Big Data Analytics, 

Machine Learning, Algorithms, MapReduce, CBM.  
 

1 Introduction 
 

To deal with data overabundance and information 

overload, big data analytics and cloud computing 

technologies are being used by the world top IT and 

software companies such as Google, IBM and Microsoft 

[1]. Currently these technologies are being adopted by 

other industries. In this paper, we present our prototype 

of cloud framework with machine learning (ML) 

algorithms for aerospace applications, specifically, 

Condition Based Maintenance (CBM), monitoring, 

diagnostics, and product reliability and performance. In 

Honeywell, there are big (volume, velocity, variety) data 

that are collected and streamed from thousands of 

aircraft (operational datasets, maintenance data, etc.), test 

cells (hundreds of sensors and measurements, etc.), and 

repair shops (records of electronics, avionics, mechanical 

repairs, etc.). For instance, one test cell can generate 300 

MB test data daily per engine. Our approach is to 

combine the best strengths and synergies of both cloud 

computing and machine learning technologies, in order 

to effectively analyze the big data and develop 

capabilities of predictive analysis, actionable information, 

better CBM and decision making. 
 

Technically, by combining and leveraging cloud 

computing and ML technologies, our major goals are 

included (not limited to): (1) detecting anomalies from 

parts, components and systems, (2) predicting the onset of 

failures of parts (e.g., components, LRUs, etc.) to 

maximize asset usages and availability, minimize the 

downtimes, and (3) sustaining better and effective CBM 

policies, and (4) reducing total lifecycle costs of our 

aerospace assets and networks. Our primary tasks are to 

realize these goals by analyzing the big data and 

transforming information into knowledge. In our CBM 

applications, after we developed our Hadoop cluster by 

leveraging Apache ecosystems [2], we have focused on 

analyzing and mining our data sources by using open 

source ML algorithms including Mahout Library [3] and 

by developing our ML algorithms using R and Matlab.  
 

This paper is organized as follows: Section 2 describes 

our cloud-based ML framework and components. Apache 

Hadoop, MapReduce, and HBase are used to develop an 

effective cloud computing infrastructure on which our 

machine learning framework is built, and the technical 

details are described in Section 3. Mahout ML algorithms 

are briefly introduced in Section 4. Our conclusions are 

presented in Section 5. 
 

2 Architecture and components of 

Cloud-based ML Framework 
 

Our specific tasks are to find valuable insights, patterns 

and trends in big data (large volume, velocity, and variety) 

that can lead to actionable information, decision making, 

prediction, situation awareness and understanding. To 

complete these technical tasks, we have developed a cloud 

framework with machine learning technologies for cyber-

learning, leveraging machine learning algorithms (SVM, 

random forests, PCA, K-means, etc.), knowledge mining, 

and knowledge intensive problem solving. 
 

We developed our cloud-based ML framework, by 

developing a Cloud Controller, Cluster Controllers, and 

Node Controllers on our Hadoop cluster of Linux machines. 

We used Eucalyptus cloud tool [4] to develop our primary 

software framework. The framework architecture and key 

components are shown in Figure 1. 
 

In Figure 1, we implemented the HBase that is a scalable, 

distributed database and supports real-time access large 

data repositories such as Oracle, MySQL, etc. Currently, 

we have 5 major HBase tables (more big tables can be 

created as needed):  
 

1. CBM_use: This table manages user credentials and 

access privileges.  
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2. Field_reports: This table contains data from 

operating assets installed on various aircrafts and 

operating vehicles.  

3. ListOfValues: This table contains variables 

(typically vehicle installed sensors) and sampled 

historical data. Each data set has a unique 

timestamp associated with it.  

4. Repair_reports: This table contains data collected 

during the repair of a component. Typically data 

includes removal data, field observations (free text), 

parts replaced/repaired, and shop observations (free 

text) 

5. Testcell_reports: This table contains data from the 

laboratory acceptance and qualification testing. 

Most of the components we track undergo an 

acceptance test before they are shipped back to the 

field. 
 

In general, the HBase has two technical components: (a) 

Convenient base classes that support Hadoop 

MapReduce jobs and functions with HBase tables; and (b) 

Query predicate pushes down via server side scan and 

gets filters that will select related data for track 

management systems.  

 

As seen in Figure 1, HBase tables can work with 

relational databases such as SQL Server or MySQL and 

achieve the highest speed in processing and analyzing 

the big data. The following is an example of the code in 

Listing 1 for our HBase to get data from our SQL Server, 

e.g., Honeywell Predictive Trend Monitoring and 

Diagnostics (PTMD) database, and others. 

 

 

 
Figure 1.  

Architecture and Components of our Cloud-based ML Framework. 
 

Listing 1. A Code Segment for our HBase to get data from 

the SQL Server. 
 

… … 

HADOOP_CLASSPATH=’/opt/hbase-0.92.1-

security/bin/hbase classpath’ 

${HADOOP_HOME}/bin/hadoop jar /opt/hbase-0.92.1-

security/hbase-0.92.1-security.jar importtsv -

Dimporttsv.columns=HBASE_ROW_KEY, asset:model, 

asset:serialnumber, test:device, test:type, test:objective, 

test:operator,  …,  

event:time, algorithm:name, algorithm:date ‘Device_test’ 

hdfs://RTanalytic…/hadoop/scrap/DeviceSQL4HBase.Ta

g.txt  
… … 

 

Our cloud-based ML framework works with our existing 

SQL databases and analytic tools as seen in Figure 2.  

 

 

Major existing data sources include stream datasets from 

test cells of aircraft engines, Auxiliary Power Units 

(APUs), assets (e.g. electronic parts, mechanic parts, etc.) 

repair shops, and aircraft fleets. We have our SQL 

servers, MySQL databases, and analytic tools (MatLab, 

proprietary toolbox, etc.). Newly developed HBase 

tables are populated by ETL, and the selected datasets 

from existing RDBMS and the HBase provide the data 

column families for Mahout ML tools to analyze.    
 

3 Cloud-Based ML Framework 

Built Using Apache Ecosystem 
 

Our commodity computers were virtualized by using 

Xen Hypervisor (www.xen.org/) as a virtualization 
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platform. OpenSUSE Linux operation system was 

installed on these virtualized computers. Our Apache 

Hadoop [2] software framework is installed as seen in 

Figure 3 on these virtual machines to support data-

intensive distributed applications in aerospace industries. 

Our first Hadoop cluster consists of three nodes, one of 

which was designated as the NameNode and JobTracker. 

The other two machines acted as both DataNode and 

TaskTracker. A distributed filesystem was configured 

and formatted across the three nodes. 

 

MapReduce is the core of the Hadoop technology for 

easily writing applications to process vast amounts of 

data in-parallel on Hadoop clusters. Our Hadoop cluster 

consists of a single master JobTracker and one slave 

TaskTracker per cluster-node. The master node is 

responsible for scheduling the jobs' component tasks on 

the slave nodes, monitoring them and re-executing the 

failed tasks. The slave computers execute the tasks as 

directed by the master.  
 

 
 

Figure 2.  

The Cloud-based ML Framework working with our existing data sources and analytic tools. 

 

 
 

Figure 3.  

Screenshot of the Apache Hadoop Framework. 
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Figure 4 (a).  

A Screenshot of the MapReduce running on our Hadoop Cluster. 

 

 
Figure 4 (b).  

A Screenshot of our MapReduce working with HDFS. 
 

Specifically, our MapReduce runs on the Hadoop cluster 

and jobs can be submitted from the command line as 

shown in the examples, Figures 4 (a) and (b). The 

MapReduce searches for a string in an input set and 

writes its result to an output set. Each job can be split up 

into parallel tasks working on independent chunks of 

data across the nodes. 

 

In addition, our HBase supports massively parallelized 

processing via MapReduce for using HBase as both 

source and sink. Hadoop Distributed File System (HDFS) 

is a distributed file system that is well suited for the 

storage of large files. The HDFS also handles failovers, 

and replicates blocks. Our HBase is built on top of the 

HDFS and provides fast record lookups and updates for 

large tables (see Figure 1). In addition, Eucalyptus cloud 

development tool [4] was used for building Amazon 

Web Services compatible cloud, by leveraging your 

existing virtualized infrastructure. 

 

 

Several key Apache HBase tables are developed. The 

HBase provides column families of the data for Mahout 

ML algorithms to analyze. Sample results of our HBase 

tables are shown in Listings 2 and 3, respectively. 

 

Our cloud-based ML framework is integrated and used 

for our CBM analytics. The workflow of this framework 

used in our CBM analytics applications is shown in 

Figure 5. The CBM workflow can be broadly described 

as a set of application and web-servers. The application 

servers are intended to serve Matlab users, while the 

web-service is used primarily to display summary 

conclusions made by Matlab-based analytics. Both these 

servers are implemented within the Hadoop cluster and 

use a Meta-data Index file to retrieve the necessary data 

from our Hadoop-cloud. Application servers also allow 

remote method invocations so that analytic calculations 

can be done within Matlab – making full use of its 

mathematical and statistical libraries.  
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Listing 2. Partial results of „scan RMSS_report’  

HBase table. 
 

 

… … 

37 column=event:removedEngine, 

timestamp=1340260441203, value=0 

  ... 

9 column=asset:aircraftSerial, 

timestamp=1340260441203, value=F900EX   

9 column=asset:engineModel, 

timestamp=1340260441203, value=331-350 

9 column=asset:engineSerial, 

timestamp=1340260441203, value=R0122B 
… … 

 
 

 
 

 

Listing 3. Partial results of „scan PTMD_report’  

HBase table. 
 

… … 

98 column=asset:airline, timestamp=1340261260821, 

value=Singapore Airlines 

98 column=asset:airlinecode, 

timestamp=1340261260821, value=SNG  

98 column=asset:mission, timestamp=1340261260821, 

value=Flight 

98 column=asset:model, timestamp=1340261260821, 

value=331-350 

98 column=asset:serial, timestamp=1340261260821, 
… … 

 
 

Figure 5. Workflow of the Cloud-based ML Framework for CBM Analytics. 
 

4  Mahout Machine Learning 

Algorithms 
 

Our Mahout library has been integrated in our cloud-based 

ML framework in Figure 1. We have integrated and tested 

the Mahout ML algorithms, see Figure 6 (a) and (b). 
 

Most important applications using the Mahout ML 

algorithms include classification, clustering and 

recommendation, along with Pattern Mining, Regression, 

Dimension Reduction, and Evolutionary Algorithms. By 

analyzing over 100 millions of data examples [5] 

successfully, Mahout becomes more important ML tool 

to use with Hadoop and MapReduce. Therefore we 

decided to integrate Mahout ML algorithms into our 

cloud-based ML framework for real world applications 

such as anomaly detection, fault mode prediction, etc. 

The Mahout machine learning algorithms are written 

using MapReduce paradigm: 

(a)  supervised learning algorithms including neural 

networks, support vector machines (SVMs), 

Naive Bayesian classifiers, decision trees, 

random forests, and logistic regression;  

(b)  unsupervised learning algorithms including k-

means, hierarchical clustering, self-organizing 

maps, fuzzy k-means, Dirichlet, PCA, ICA, 

expectation-maximization, and mean-shift, etc.. 
 

One code sample of Naive Bayes in Mahout is shown in 

Listing 4. 
 

We found that Mahout ML algorithms can be used for 

better classification by working with ZooKeeper. More 

specifically, when serializing stochastic gradient descent 

ML models for deployment as classifiers, it is usually 

best to only serialize the best performing sub-model from 

Adaptive Logistic Regression. The resulting serialized 

file will be 100 times smaller [5] than would result from 
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serializing the entire ensemble of models contained in 

the Adaptive Logistic Regression object. Mahout ML 

algorithms are integrated into our cloud based ML 

framework including, Support Vector Machines, and 

Naive Bayes classifiers, K-Means, hierarchical clustering, 

and self-organizing maps, fuzzy k-Means, Dirichlet, and 

Mean-Shift. All these algorithms are written in Map-

Reduce paradigm. 
 

Listing 4. A code snippet of the Naive Bayes  

classifier in Mahout. 
 

public class Starter {  public static void main( final 

String[] args )  

    { final BayesParameters params = new 

BayesParameters(); … … 

     params.set( "classifierType", "bayes" ); … … 

     try { Path input = new Path( "/tmp/input" ); 

     TrainClassifier.trainNaiveBayes( input,      

"/tmp/output", params );      

     Algorithm algorithm = new BayesAlgorithm(); 

     Datastore datastore = new   

InMemoryBayesDatastore( params ); 

     ClassifierContext classifier = 

     New ClassifierContext( algorithm, datastore ); 
… … 

 

Experiments: Specifically, we tested Mahout algorithms 

against our data sources such as PTMD datasets, test 

cells, and others. One of our experiments was to test 

Mahout K-Means for the PTMD data. Details are briefed 

in the following. One of the models we want to build is a 

trend model that describes how the EGT_MARGIN 

changes as a function of the APU age (e.g., flight.AHRS, 

etc.), by using the PTMD data.  

 

We believe this the flight.TAT is a random perturbation 

to this model. 
 

Our initial steps include:  

(1)  Mahout Vectors are converted as a Hadoop 

sequence file, by using seqdirectory tool to convert 

text file into a Hadoop sequence file for Mahout to 

run;  

(2)  feature vectors are created with three dimensions,  

(3)  RandomSparseAccessvector is used for vectorizing 

the data, and  

(4)  the understandable sequence file is saved in Hadoop.  

Figure 6 (a). Mahout algorithms are installed in our Framework. 
 

Figure 6 (b). Mahout algorithms are tested in our Framework. 
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Technically, we 

(a) got 17 data files from our HDFS; 

(b) vectorized the data (for making Mahout to 

understand the data): 

 parsed values of astart.EGTP, mesone.EGTA 

and algout.EGT_MARGIN from the data files 

 took average of the values, since each of this 

parameter has an array of double values. 

 preated feature vectors with 3 dimensions. 

RandomSparseAccessvector was used for 

vectorizing the data 

 paved in Hadoop understandable sequence file 

(c)  identified initial clusters – K-Means mandates 

guessing initial centroids. Since the datasets have 

17 files, we guessed just two centroids; 

(d)  ran the K-Means algorithm – using convergence 

delta as 0.0001, number of iterations as 10, and 

cluster classification threshold as 0.5. 
 

We got the result of two classifications; 5 files fall under 

the classification “1” and remaining 12 in classification 

“0” correctly. Our future work and tasks will include the 

following areas: 

(1) Classification: predicting a category, e.g., 

discrete, finite values with no ordering;  

(2) Regression: predicting a numeric quantity, e.g., 

continuous, infinite values with ordering. 
 

With our data sources (e.g. PTMD, etc.), we will 

evaluate and select the best of the ML algorithms, 

including Linear Regression, Logistic Regression, Linear 

and Logistic Regression with regularization, Neural 

Networks, Support Vector Machine, Naive Bayes, 

Nearest Neighbor, Decision Tree, Random Forest, and 

Gradient Boosted Trees. In addition, we have also tested 

well known open source ML tools such as Rapid Miner 

and Weka. Although Rapid Miner and Weka are not 

designed for cloud computing and big data analytics, we 

have tested them in order to evaluate and select the best 

possible ML algorithms for our CBM applications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5  Conclusions 
In this paper, our cloud-based ML framework is 

developed by using Apache Hadoop, MapReduce, HBase, 

and others in Apache ecosystem. Mahout Machine 

learning algorithms are integrated with this framework in 

order to analyze real word data sources from Honeywell 

engines, auxiliary power units (APUs), line replaceable 

units (LRUs), and many other products. 
 

We found that cloud computing tools: Apache Hadoop, 

MapReduce, and cloud software OpenStack or Eucalyptus, 

can be used to develop cloud based analytics tools for 

various industries including aerospace and manufacturing 

venders, in order to provide big data analytics capabilities. 

They can complement traditional RDBMS and analysis 

technologies that are currently good for a number of 

commercial applications (e.g., banks, retails, etc.).   
 

Our future work will focus on evaluating and improving 

more ML algorithms for specific tasks and datasets. Much 

more data will be bought into our cloud and analyzed by 

our big data analytics tools using our top machine 

learning algorithms more effectively and efficiently.  
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Abstract - Recent years has witnessed the frequently 

utilization of swarm intelligence and bio-inspired 

computing techniques for solving complex problems. 

These techniques are stochastic and it is hard to obtain 

quantitative performance metrics. Ant based clustering is 

one of the heuristic clustering techniques and  completion 

of the clustering process can take a long time. This study 

basically aims to formulate algorithm's performance 

dependent to number of ants and data diversity.  

In order to compare different configuration scheme 

results, a generic framework is developed for defining 

simulation parameters in a useful way and running visual 

simulations. An empirical termination criteria is defined 

to measure the time of complete clustering.  

Experiment results has shown that number of ants 

employed linearly effects the clustering performance. 

Another important inference of this study is the 

correlation between object diversity and clustering 

performance.    

 

 1 Introduction 

 

Clustering means bringing similar data together in a 

given data. Clustering achieves to ease the solution of a 

big problem by dividing that into little independent 

problems with minimized integration risk. This is a 

difficult problem and there are several techniques such as 

hierarchical clustering, fuzzy clustering and evolutionary 

approaches [1]. Ant-based clustering has become one of 

these techniques as an evolutionary way employed mostly 

for robotics, graph partitioning and data (specifically web 

data) clustering problems [2][3].  

Ant-based clustering is a biologically inspired data 

clustering technique. Pheidole pallidula ants gather items 

to form heaps in order to organize a cemetery [3]. 

Clusters are formed as a result of very simple ant 

behaviors. Ants wander around and when they encounter 

a corpse, they decide whether to pick up it or dropping its 

load or go on wandering. Decision is based on according 

to probabilistic equations.    

Ant-based clustering was first used by Deneubourg at 

collective robotics research and it is coined as Basic 

Model(BM) [4].   
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Pp refers to Pickup probability equation(Eq 1), k1 is 

Pickup threshold parameter and its default value is 0.1. f 

is named as disparity function representing the amount of 

recently encountered similar data. f can be  assumed as a 

short term memory holding content of recent, for 

example, last 100 operations handled. If f << k1 then ant 

picks up the encountered object. As understood from this 

probability, pickup probability cares for current clusters 

by directing ants not picking an object from them. On the 

other hand, drop probability (Pd) attemps an ant to drop 

its object if there is a similar one in ant’s adjacent area 

(Eq 2). If  k2 << f  then ant drops the carried object. f can 

be tailored to change the shape or the density of the 

resulting clusters [5]. 

Lumer and Faieta extended BM to cluster complex 

datasets [6]. Monmarche integrated k-means and ant-

based clustering to remove small classification errors. 

Also he proposed an algorithm allowing several objects at 

the same cell and allowing one ant to carry more than one 

objects at a time [7]. Handl and Meyer preprocessed the 

data to be clustered to improve performance [8]. Handl et 

al also made an extensive comparison between legacy 

clustering methods and ant-based clustering [9].  

Jafar and Sivakumar described a brief survey on ant-based 

clustering and presented some applications [10]. 

In this study, we developed a simulation framework for 

ant-based clustering experiments. Framework enabled us 

to define characteristics of ants to be employed and 

characteristics of data objects to be clustered. We simply 

applied a ant decision mechanism for ants based on BM. 

We had an ability to try on different pick up and drop 

probability parameters.  

The main focus was when to stop simulation. At each 

simulation iteration (time step), cluster analysis helped to 

find whether the termination criterions were satisfied. 

Termination criterion was simply verifying if all the 

clusters were homogenous and number of clusters was 

same as number of different object types.  

By using this obtained termination criterion, two main 

experiments were performed: a) relationship between time 

of termination  and number of ants b) relationship 

between time of termination  and number of different data 
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object types. After analysis of the experiments, 

mathematical inferences were obtained.  

   

 2 Description of The Framework 

 

Ant-based Clustering Experimental Framework 

(ABCEF) achieves parametric definition of a generic ant 

based clustering system components and visual simulation 

of clustering process.    

 2.1 Terrain  

Terrain is a simulation area that is often a square-grid, 

data to be clustered, and ants to be employed.  

Dimensions of the terrain area is defined according to the 

data size. We used the empirical suggestion for the side 

length of the square which is noted as 
0

10xn  where n0 

is number of data objects [11].  

    2.2 Data 

   Data is assumed as distributed objects on the terrain 

grid. Objects can be defined with unlimited characteristics 

at various heights. We have worked on maximum six 

types of  objects for this study. Objects are represented by 

different symbols in the simulation to achieve visual 

perception.  

    2.3 Ants 

Ants can be thought as simple agents which are 

capable of three types of actions at each time step : 1) 

Move 2) Pick Up 3) Drop. Movement policy of the ants 

are modeled according to Brownian walk [12]. At each 

time step, ants decide what to do by scanning neighbor 

cells. As seen from the Figure 1, there is no pick up and 

drop probability calculation.  

Ants have two behavior modes: Self-organized and 

manual. Although complex pick up and drop probabilities 

can be defined by ABCEF with manual mode, for this 

study a rule-based mechanism is preferred as setting 

behavior mode to self-organized. 

 2.4 Decision Mechanism 

Although ABCEF is designed in order to define 

flexible sense capability for ants, in this study ants can 

sense only near cells (neighborhood range is 1). This 

means that ant can see 8 cells at a time. The content of 

these cells can be "Empty", "Matching", "Other" or 

"Border".  

According to the Figure 1, “Matching” refers to the 

number of cells those contain objects fully compliant to 

ant’s pick up&drop criteria. “Other” refers to the number 

of objects those are not as labeled as “Matching” (Total 

objects = "Matching" + "Other"). “Border” refers to the 

number of border cells, this variable can only be 0, 3 or 5. 

If a cell does not contain any ant, object or border, it is 

labeled as “Empty”. 

Match function compares ant’s goal(i.e. clustering red 

marbles) and nearby objects’ attributes. One ant can only 

transport only one object at a time. 

For better understanding of the decision mechanism, 

an example would be useful.  

 

 
Fig. 1. Terrain and ants' neighborhood 

(M: Matching, O: Other, E: Empty, B:Border, A1 : ant 

carries object, A2,A3: Ants carry nothing) 

 

According to sample map at Figure 1 and decision 

mechanism at Figure 2, A1 is carrying an object and there 

is a matching object nearby. Expected behavior will be 

dropping object into one of empty cells. Ant2 is near the 

border, there is no matching cell, so its behavior will be 

obstacle(border) avoidance (returns back into the terrain 

center). Ant3 carries nothing, so it will decide picking one 

of the two "Matching" objects and go on.   

To summarize; assumptions and constraints of this 

study are listed below :  

- Ants are assumed to be self-organized (No 

specific task is given)  

- Ant's visibility is limited to 1 (can scan only  

adjacent 8 cells) 

- No obstacles in the terrain except terrain borders 

- Transport capacity is 1.  

- Data Object diversity is limited to 6 types.  

 

 3 Termination Policy  

 

Ozturk and Esin previously worked on termination 

criterion by empirical observation of cluster formation 

[13]. They examined cluster formation at some phases of 

the simulation and defined some coefficients related with 

density of cluster (cluster dimensions and number of data 

objects in the cluster). They obtained the Eq. 3, where CC 

was meant as correlation coefficient, CWi and CHi 

represented each cluster width and height, Oi represented 

number of objects in the cluster and n represented number 

of clusters. 

 

( ) nOxCHCWCC
iii
//∑=                  (3) 

 

Figure 3 shows that the graphical representation of the 

final clusters when simulation was terminated  

according to pre-defined termination criterion.  
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Fig. 2. Ant decision at each time step 

 

 

  
CC=1,72  

t=8314*10
3
 

CC=2 

t=213*10
3
 

Fig. 3. Cluster forms at termination [13] 

 

 

 

 

 

 

Looking at both snapshots in Figure 3, cluster 

formations are approximately same and  termination 

time at CC=2 is  approximately 40 times less than 

termination time at CC=1,72.  

It can be said that waiting too much does not help 

expected density. However, this approach requires 

initial information about data types and amount of 

data objects. 

 

 
(a) #itr = 0  

 
(b) #itr = 10 * 10

3
 

 
(c) #itr = 20 * 10

3
 

 
(c) #itr = 30 * 10

3
 

 
(d) #itr = 40 * 10

3
 

 
(e) #itr = 50 * 10

3
 

 
(f) #itr = 53 * 10

3 

(terminated) 

 

 Fig. 4  Clustering process by time steps (#itr = number of iterations) 

 

 

Similar termination criterion is used at this study. At each 

simulation step(iteration), cluster analysis is performed 

and it is checked that if the number of actual clusters 

equal to the cluster count defined by user operator. 

Software is capable at defining parameters for picking up 

and dropping, so that varied objects can be collected in a 
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cluster for certain purpose. But in this study, object types 

are limited and finally a cluster should include only one 

type of object. To verify this limitation, standard 

deviation of object attributes in the clusters are calculated 

whether they are equal to zero. This solid rule extends the 

simulation time    but we are satisfied with results, 

because at the end there exist clusters as same as we 

want. We know all the clusters’ structures, they are ready 

to be used. 

Figure 4 shows the clustering process for 6-object and 16 

ants. Simulation is terminated automatically at step 53 * 

10
3 

by forming 6 homogenous and different types of 

objects. There is a little difference between step 20 * 10
3 

and 
 
step 50 * 10

3  
at the images. At that time, by 

changing termination criterion, simulation could be 

stopped among step 20 * 10
3 

. To obey termination 

criterion exactly, simulation can be run up to millions 

times or more.  Shortly, it is important to define right 

termination criterion for each type of data. 

 

 4  Experimental Setup 

We can experiment so many cases using ABCEF. 

Specific settings and limitations on ABCEF peculiar to 

this study are mentioned at description of the framework 

section.  

In all experiments we use totally 300 objects, so width 

and length of the terrain is defined as 54*54. 

Terrain has a border, no other obstacles are used in the 

terrain. 

Experiments are performed by changing number of object 

types and number of ants at each time (Table 2). Six 

object types are defined (Table 1).  

 

Table 1. Attributes of Object Types 

Object 

Type 

Attributes Symbol 

A Red, Full, Square  
B Blue, Empty, Circle  
C Red, Empty, Square  
D Blue, Full, Circle  
E Red, Empty, Circle  
F Blue, Full, Square 

 
 

Table 2. Experiment Characteristics 

Exp 

No 

#Objects #Ants  

1..6 300 * A 1,2,4,8,16,32 

6..12 150 * (A+B) 1,2,4,8,16,32 

7..18 100 * (A+B+C) 1,2,4,8,16,32 

19..24 75 *   (A+B+C+D) 1,2,4,8,16,32 

25..30 60 *   (A+B+C+D+E) 1,2,4,8,16,32 

31..36 50 *  (A+B+C+D+E+F ) 1,2,4,8,16,32 

 
 a) #Object types = 1  

 
b) #Object types = 2 

 
c) #Object types = 3 

 
d) #Object types = 4 

 
e) #Object types = 5 

 
f) #Object types = 6 

 
Fig. 5. Effect of the ant number to clustering time (#Iterations & # ants )  
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Each experiment is executed 100 times to eliminate 

stochastic randomness of the algorithm. Totally 3600 

simulation run executed for 36 different experiments.  

Termination criterion for the process is defined as 

obtaining the number of clusters each including the same 

objects. At a sample step like 10000, cluster analysis is 

made. If number of clusters is same as achieved final 

cluster number and each cluster has a standard deviation 

of attribute weights like zero (all objects in the cluster is 

same according to their attributes), termination criteria is 

obtained.  

At the end of each experiment, the iteration number is 

noted if simulation is automatically stopped. Means are 

calculated and graphs are sketched for analysing the 

results. 

 

 5 Analysis of The Results 

 

Figure 5 presents the ant number - object diversity 

relationship based on ant number. Object type number is 

assumed constant and expected values are calculated 

according to the first data on the graph. For example; at 

Figure 5a, object type number is 1. Assume that we 

cluster only apples. One ant brings apples into one cluster 

at 250000 iterations. Then expected iteration count for 2 

ants for same job will be half of it.  

 

Figure 5 helps to find out the relationship between ant 

count and clustering time. Martin et al. explained that 

single ant could achieve the task but M times slower than 

M ants [14]. According to them, time of completing the 

job is linear to number of ants.  

Although we estimate a different result taking swarm 

intelligence characteristics and synergy concepts into 

account, our work has been resulted similar to their work. 

The results show that clustering times vary linearly 

according to number of ants. Figure 5. shows the linearity 

clearly. As seen from the figure, straight lines and dotted 

lines approximately bend together although object 

diversity is changed. This situation does not change when 

number of different types of objects are increased. Two 

ants finish the job at half time of only one ant is 

employed when either clustering the apples or clustering 

both the apples and pears respectively.  

    On the other hand, increasing the number of ants 

means more computational effort and more collisions. 

From the view of conventional paradigm, computation 

and collisions causes latency which is a bad performance 

factor. Results show that although there seems there is no 

synergy, it is an advantage that there is no latency when 

more ants are used. Distributed and decentralized nature 

of swarm intelligence eliminates such side effects.  

 

 a) #Ants = 1  b) # Ants = 2 

c) # Ants = 4 d) # Ants = 8 

e) # Ants = 16 f) # Ants = 32 

 
Fig. 6. Effect of the object type count to clustering time ( # Iterations & # object types) 
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Finally, we can obtain the equation  

 

ntt
n

/
1
=     (4) 

 

where tn is termination time when n ants are employed, t1 

is termination time when only one ant is employed, n is 

number of ants employed. 

   Figure 6 presents the ant number - object diversity 

relationship based on object diversity. Similar to Figure 5, 

this time ant count assumed to be constant. This time we 

see that one ant clusters both apples and pears in more 

time than when clustering only apples. As a result It is 

exciting that increase in the object diversity, affects the 

clustering in an exponential way. We can obtain equation    

 
( )

1

1
*2 tt

o
n

n

−

=     (5) 

 

tn is the clustering time spent for n object types, nO is 

number of the object types, t1 is the clustering time spent 

for only one object type. For example, if clustering time 

for one object is 1000, then clustering time of 6 different  

objects will be 2
5 

* 1000. Increasing the number of the 

ants does not effect this situation in any way as well.  

 

 6 Conclusion 

 

In this paper we present an a quantitative approach to 

clustering performance of ants. After defining a stopping 

criteria for a clustering process, we count the iteration 

numbers until stopping criterion is met when a specific 

clustering problem is given.  

In addition to previous research, we research object 

diversity at the data to be clustered. We try to obtain 

deterministic formulas related to ant count and object 

diversity.  

This study concluded by producing two important 

relationship definitions. a) M ants accomplish one job M 

times faster than one ant. b) Clustering N different types of 

objects is 2
N-1 

times slower than one type object.  

For this work, we force to form completely distinguished 

and homogenous clusters. We have been working for 

automating termination of ant-based clustering and 

standardizing the process to improve overall performance 

of the algorithm.  
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Abstract— Small scale wind turbines can be used in indoor 
facilities that are mainly either stand-alone or grid-
connected systems. With grid contiguous turbines, the 
output from the wind turbine is directly connected to the 
existing mains electricity supply. For this purpose Improved 
Honey Bee Mating Optimization (IHBMO) technique is 
considered as an optimization algorithm to power 
system. Also the wind farm in form of doubly fed induction 
generator penetrating is formulated into a power system. 
Several technical issues arise with the close spacing of 
multiple wind turbines in a wind farm, individually one 
with a severely limited spatial footprint. Wake effect is one 
of the most important agents under consideration that can 
lead to fluctuations in the output power of a wind farm and 
significantly decrease its energy production. Thus it is 
desired to determine optimal positions for installing 
multiple wind turbines. In this paper we minimize the fuel 
cost and emission of thermal units simultaneously by 
changing the location and varying the sizes of wind farm. 
Simulation results show the effectiveness of our propose 
algorithm. 

Keywords: Wind Farms, IHBMO, Optimal Placement. 

I.  INTRODUCTION 

The power system requirements for wind power 
mainly depend on the power system formation, the 
installed wind power valence, and how the wind power 
production varies. Wind resources vary on each time 
scale: second, minutes, hours, days, months and years. 
On all these time scales, the varying wind resources 
change the power system an analysis of this impact will 
be based on the geographical area that is of interest. The 
relevant wind power production to analyses is that of 
lager areas, like synchronously operated power system, 
comprising several countries or states [1]. 

Wind energy occupies a prominent position among 
renewable energy sources, and will gain in significance 
as governments worldwide strive to reduce the 

environmental footprint in the energy sector. Following 
this trend, optimal wind turbine placement on a selected 
wind farm site is of major importance, since it can lead to 
a remarkable increase in the produced power [2]. While 
dense configurations appear as an intuitive solution, the 
so called wake effect is a known side-effect of tight 
spacing shadowing. It is caused by the fact that when 
extracting energy from the wind, each turbine makes a 
cone of more turbulent and slower air behind it, and 
hence the wind speed encountered by downstream wind 
turbines decreases, leading to reduced energy yield [3]. 

The problem of maximizing the power produced by a 
wind farm by properly locating the wind turbines so as to 
minimize the wake effect (taking into account the 
physical constraints), is a typical optimization problem. 
Due to the highly nonlinear dependency of the produced 
power on the wind we resort to randomized optimization 
techniques that allow representing wind turbines with 
detailed and nonlinear models and/or include non-convex 
cost functions in the optimization process. In this 
framework, [4], [5], [6], [7] and references therein, 
addressed the problem in discrete space by considering a 
gridded version of the wind farm site and designating the 
corresponding cell centers as candidate wind turbine 
locations. A simplified wind turbine model was used and 
genetic algorithms were employed to solve the 
optimization problem. This approach was hampered 
though by the conservatism introduced by the discrete 
space optimization. 

The advantage of wind power in economic is very 
low operation and maintenance cost. When wind farm is 
built to generate electricity, it can produce continually 
electricity into power system without many times of 
interruption [8-9]. Moreover, wind energy system 
operations do not generate air or water emissions and do 
not produce dangerous waste. Nor do they deplete natural 
resources such as coal, oil, or gas, or require significant 
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amounts of water during operation. Wind's 
contamination-free electricity can help reduce the 
environmental damage caused by power generation from 
all country [10].  Also, in [11-12] the author has 
described some problems in power system in market 
environment. 

Accordingly, Improved Honey Bee Mating 
Optimization (IHBMO) technique is applied to power 
system to find appropriate location of wind power. The 
proposed technique is a new meta-heuristic algorithm 
which inspired by mating of the honey bee. Actually, the 
mentioned technique is used recently in power systems 
which demonstrate the good reflex of this algorithm. The 
effectiveness of the proposed technique is applied over 
IEEE 30 bus power system which considers the fuel cost 
and emission for minimization simultaneously. Achieved 
results demonstrate the efficiency of the proposed 
technique. 

II. PROBLEM DESCRIPTION 

The objective of environmental/economic power 
dispatch with varying location and sizing of wind farm is 
to minimize the economic and environmental cost 
function of power system while satisfying various equality 
and inequality constrains [3]. 

A. Objective Function 

Minimization of generator cost 
The total US$/h fuel cost f(PG) is presented as follow: 

∑
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2),(           (1) 

Where ai, bi, ci and di are the cost coefficients of the ith 
generator thermal units and wind farm, and PGi and Pw 
are the real power output of the ith generator thermal units 
and wind farm at bus w . N is the number of generators 
which can be defined as: 
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Minimization of environmental emission 
The collected ton/h emission E(PG) of atmospheric 

pollutants such as sulfur oxides SOX and nitrogen oxides 
NOX caused by fossil-fueled thermal units can be 
expressed as 
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Where, αi, γi, βi, ζi, λi and ρ are coefficients of the ith 
emission characteristics of thermal units and wind farm. 

B. Constraints 

Generation capacity constraints 
For stable operation, real power output of each 

generator is restricted by lower and upper limits as 
follows: 
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Where, NB is the number of buses. 

Power balance constraints 
Power balance is an equality constraint. The total 

power generation must cover the total demand PD. Hence, 

∑
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Then, power loss in transmission lines can be 
calculated as 
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Where,  
Vi and Vj : the voltage magnitudes at bus i and j .  
δi and δj : the voltage angles at bus i and j . 

Line loading constraints 
For secure operation as follows: 

LLiLi NiSS ∈≤ ,max                                (7) 

Where, 
Sl and L N : The transmission line loading and the 

number of transmission lines. 

C. Formulation of Multiobjective optimization 

Accordingly, all of the objectives and constraints for 
the problem can be mathematically formulated as a 
nonlinear constraint multi-objective optimization problem 
as follows [13-14]. 

)],(),,([ uxeuxfMinimiza                     (8) 

Subject to: 
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Where, 
g(x,u): the equality constraints ,  
h(x,u): the system inequality constraints. 

D. Multiobjective optimization principle 

In multi-objective optimization problems, each of the 
answers of x1 and x2 can have one of two possibilities: 

One overcomes the other or none overcomes the other. 
In a minimization problem, outside loss of popularity, a 
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solution x1 dominates x2 if the following two situations 
are satisfied [15]: 

{ } )()(:,...,2,1 21 xfxfNi iiobj ≤∈∀
 

{ } )()(:,...,2,1 21 xfxfNi iiobj ≤∈∃
            

   (10) 

If any of the above condition is violated, the solution 
x1 does not overcome the solution x2. If x1 overcomes the 
solution x2, x1 is named the non-dominated resolution. 
The solutions that are non-dominated within the entire 
search space are denoted as Pareto-optimal and constitute 
Pareto-optimal tuning. This tuning is also known as 
Pareto-optimal front [16-17]. 

III.  IMPROVE HONEY BEE MATING OPTIMIZATION  

The honey bee is a social insect that can survive only 
as a member of a community, or colony. This means that 
they tend to live in colonies while all the individuals are 
the same family. In the more highly organized societies 
there is a division of labor in which individuals carry out 
particular duties. In fact, a colony consists of a queen and 
several hundred drones, 30,000 to 80,000 workers and 
broods in the active season. Each bee undertakes 
sequences of actions which unfold according to genetic, 
ecological and social condition of the colony [18]. The 
queen is the most important member of the hive because 
she is the one that keeps the hive going by producing new 
queen and worker bees and any colony maybe contain one 
or much queen in it life′s. Drones' role is to mate with the 
queen. In the marriage process, the queen(s) mate during 
their mating flights far from the nest [19]. In each mating, 
sperm reaches the spermatheca and accumulates there to 
form the genetic pool of the colony. The queen’s size of 
spermatheca number equals to the maximum number of 
mating of the queen in a single mating flight is 
determined. When the mate is successful, the genotype of 
the drone is stored. In start the flight, the queen is 
initialized with some energy content and returns to her 
nest when her energy is within some threshold from zero 
or when her spermatheca is full. A drone's mate 
probabilistically is [20]: 

Prob(Q,D) = e-(∆f)/(S(t))                        (11) 
Where,  

Prob (Q, D) = The probability of adding the sperm 
of drone D to the spermatheca of queen Q 
∆(f) = The absolute difference between the fitness of 
D and the fitness of Q (i.e., f (Q)) 
S(t) = The speed of the queen at time t  

After each transition in space, the queen’s speed, and 
energy, decay using the following equations: 

S(t+1) = α × S(t)(2),    α Є [0,1]                 (12) 

E(t+1) = E(t) – γ 

γ = The amount of energy reduction after each 
transition. The flowchart of Classic HBMO is presented in 
“Fig. 1”, [20]. 

Thus, HBMO algorithm may be constructed with the 
following five main stages [19]: 

 
Figure 1.  The Classic HBMO technique 

• The algorithm starts with the mating–flight, where 
a queen which is the best solution, chooses drones 
probabilistically to form the spermatheca (list of 
drones). After that a drone is selected from the 
random list for the creation of broods. 

• Existence of new broods by crossoverring the 
drones’ genotypes with the best solutions. 

• Employ the workers to conduct local search on 
broods. 

• Modification of workers’ fitness based on the 
achieved improvement on broods. 

• Alteration of weaker queens by fitter broods. 

A. Improve HBMO 

In this technique the capacity of the queen’s spermatheca 
is decreased by each mating. Hence, α is defined as: 
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=                            (13) 
Where, α is between 0, 1.  
M= the capacity of spermatheca 
m(t)= All of the selected drones for ith stage. 

B. Reducing Pareto set by FCM clustering 

Fuzzy c-means (FCM) is a data clustering technique in 
which a data set is grouped into n clusters with every data 
point in the dataset belonging to every cluster to a certain 
degree [10]. For example, a certain data point that lies 
close to the center of a cluster will have a high degree of 
belonging or membership to that cluster and another data 
point that lies far away from the center of a cluster will 
have a low degree of belonging or membership to that 
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cluster. It is based on minimization of the following 
objective function: 

∞<≤−= ∑∑
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1 1                 (14) 
Where m is any real number bigger than 1, u ij is the 

degree of membership of x i in the cluster j , x i is the ith of 
d-dimensional scaled data, c j is the d-dimension center of 

the cluster, and is any norm imparting the similarity 
between any measured data and the center. Fuzzy 
segmentation is carried out through an iterative 
optimization of the objective function presents above, 
with the upgrade of membership u ij and the cluster 
centers c j by: 
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This iteration will stop when maxij { } εε ,)()1( <−+ k

ij
k

ij uu
is a termination criterion between 

0 and 1, and the k presents the iteration step. This 
execution converges to a local minimum or a saddle point 
of Jm . 

By iteratively updating the cluster centers and the 
membership grades for each data point, FCM iteratively 
shifts the cluster centers to the “right” thorugh a data set. 
Once the group centers have been obtained, the next 
solution to each center is selected, and the other solutions 
are eliminated. Reducing Pareto set by the FCM method is 
shown as Fig 2. 

 
Figure 2.  The FCM method for reducing Pareto set 

C. Best Compromise Solution 

After obtaining the Pareto-optimal solution, the 
decision maker may need to choose one best 
compromised solution according to the specific preference 
for different applications. However, because of the 
inaccurate nature of human arbitration, it is not 
conceivable to explicitly define what is really needed. 
Thus, fuzzy set is defined here to handle the dilemma. 
Here a linear membership function i u is defined for each 
of the objective functions i F: 
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In the above formulation, 
max

iF and 
min

iF is the value 
of the maximum and minimum in the objective functions, 
respectively. It is evident that this membership function 
indicates the degree of achievement of the objective 
functions. For every non-dominated solution k, the 
membership function can be normalized as follows: 
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Where,  

O= The number of objective functions  
S= The number of non-dominated solutions.  
The solution with the maximum membership uk can 

be seen as the best compromised solution. 

D. Implementation 

The proposed technique has been developed in order 
to make it suitable for solving nonlinear constraints 
optimization problem. A computation process will check 
the feasibility of the candidate solution in all stage of the 
search process. This ensures the feasibility of the non-
dominated solution. 

The proposed HBMO is a recently developed 
powerful evolutionary algorithm, inspired from the mating 
process of honey bees, for solving single or multi-
objective optimization problems with real-valued or 
discrete parameters [15]. In this paper, a new enhanced 
version of HBMO algorithm named Improved Honey-Bee 
Mating Optimization (IHBMO) is proposed for finding 
optimal location of wind power. The proposed IHBMO 
technique is tested over IEEE a 30-bus 6-generator test 
system considering the problem objective functions.  
More information of the proposed power system is 
presented in [9]. The values of fuel cost and emission 
coefficients are given in Table I.  

Solution of pareto 

Clusters centers 

Selected solution by FCM 

The nearest solution to cluster 
centers 
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TABLE I.  GENERATING UNIT FUEL COST AND EMISSION 
COEFFICIENTS. 

Unit G1 G2 G3 G4 G5 G6 
Pmin 0.05 0.05 0.05 0.05 0.05 0.05 
Pmax 0.5 0.6 1.00 1.2 1.00 0.6 

Cost 
A 10 10 20 10 20 10 
B 200 150 180 100 180 150 
C 100 120 40 60 40 100 

Emission 
α 4.091 2.543 4.258 5.326 4.258 6.131 
β -5.55 -6.04 -5.09 -3.55 -5.09 -5.55 
γ 6.490 5.638 4.586 3.380 4.586 5.151 
ζi 2e-4 5e-4 1e-6 2e-3 1e-6 1e-5 
λi 2.857 3.333 8.000 2.000 8.000 6.667 

 

E. WIND FARM 

Wind farm consist of a number of wind turbines 
connected to bus of power system topology through 
power transformer. Wind turbines use a doubly-fed 
induction generator (DFIG) consisting of a wound rotor 
induction generator and an AC/DC/AC IGBT-based 
PWM converter. For example, a wind farm is shown in 
Fig. 3. The stator winding is connected directly to the 60 
Hz grid while the rotor is fed at variable frequency 
through the AC/DC/AC converter. The DFIG technology 
give clearance to extract maximum energy from the wind 
for low wind speeds by optimizing the turbine speed, 
whenever minimizing mechanical stresses on the turbine 
within gusts of wind. The optimum turbine speed 
begetting maximum mechanical energy for a given wind 
speed is proportional to the wind speed.  

For optimization problem in this paper the cost and 
emission coefficients of wind farm are zero. Large wind 
turbine is selected to produce electric power up to 1.5 
MW. Minimum capacity of wind farm is set as 4.5 MW or 
3 wind turbines and Maximum capacity of wind farm is 
set as 105 MW or 70 wind turbines. These turbines speed 
are 12 m/s. 

IV.  SIMULATION RESULT 

 At first step the best fuel cost and emission of power 
system is calculated without wind farm. Accordingly the 
proposed IHBMO is applied to power system in situation 
that the wind farm is not penetrated into power system 
network. The achieved result is presented in Table 2. 

TABLE II.  RESULTS OF BEST SOLUTION WITHOUT WIND FARM 
Unit (MW) Best solution 

PG1 105.234 
PG2 72.513 
PG3 18.345 
PG4 35.355 
PG5 22.444 
PG6 29.811 

Total of thermal units (MW) 283.702 
Fuel Cost ($/h) 836.552 

Emission (ton/hr) 0.240 

For the second step, the proposed optimization 
problem is solved by IHBMO technique considering the 
wind farm in power system network. The achieved results 
demonstrate the optimum location of wind farm and the 
capacity of that. Table. 3, shows the achieved results of 
simulation. 

Capacity of wind farm is 98.24 MW or approximately 
66 wind turbines. This amount is high influence of wind 
farm on test system. Fig. 3 shows the best solution on 
tradeoff surface with wind farm in power system network. 
According to the presented tables it can be said that 
connecting the wind power could reduce the fuel cost and 
emission of pollution as 316.382 and 0.029, respectively.  

Accordingly, the best location of wind farm is 
calculated to bus 21 considering the best solution of cost 
and emission. Fig. 5 shows the proposed power system 
with wind farm connection. 

 

 
Figure 3.  Best solution on tradeoff surface with wind farm in power 

system network 

TABLE III.  RESULTS OF BEST SOLUTION WITH WIND FARM 
Unit (MW) Best solution  

PG1 45.662 
PG2 29.834 
PG3 28.932 
PG4 29.147 
PG5 19.661 
PG6 25.638 

Total of thermal units (MW) 178.874 
Fuel Cost ($/h) 520.17 

Emission (ton/hr) 0.211 
Wind farm 

Location (b\Bus) 21 
Size (MW) 98.24 
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Figure 4.  Wind farm with many wind turbines connect to power system

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Position of wind farm on power system 

V. CONCLUSIONS 

In this paper, Improved Honey Bee Mating 
Optimization (IHBMO) is applied to power system to 
find best location and sizing of wind farm on through 
minimization of generations economic and emission. 
Small scale wind turbines can be used in indoor, 
community and smaller wind energy projects and these 
can be either stand-alone or grid-connected systems. 
Wind farm is formulated in form of doubly fed induction 
generators to inject electric power into power system. 
Also, the proposed IHBMO consists of the high ability, 
great potential and good perspective for solving 
optimization problems. In this paper connecting the wind 

farm in optimum sizing and location could reduce the 
fuel cost and emission. 
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Abstract - Diversity control in the particle swarm 
optimization (PSO) algorithm is one of the important issues 
that influence the process of finding global optimal solution. 
In this study we create a historical process to find best area 
of the search space for population dispersion guide on PSO 
algorithm, and name Diversity Guided Particle Swarm 
Optimization algorithm (DGPSO) algorithm. Hence we 
propose a mechanism to guide the swarm based on diversity 
by using a diversifying process in order to detect suitable 
positions of the search space (points with fairly good fitness, 
and good distance from current distribution of the swarm 
particles) to disperse or relocating some of existing particles, 
hoped to increase diversity level of the swarm and escape 
from local optimal by detecting better area of the search 
space. This model uses a diversity measuring, and swarm 
dispersion mechanism to control the evolutionary process 
alternating between exploring and exploiting behavior. The 
numerical results show that the proposed algorithm 
outperforms other algorithms in most of the test cases taken 
in this study. 

Keywords: Evolutionary Algorithm (EA), Particle Swarm 
Optimization (PSO) Algorithm, Population Diversity, and 
Premature Convergence.  

 

1 Introduction 
 Particle Swarm Optimization (PSO) applies to concept 
of social interaction to problem solving and it was invented 
by Russ Eberhart and James Kennedy in 1995 [1, 2]. Each 
particle represents a point of search space or a solution of 
problem, denoted by Xi. The PSO algorithm iteratively 
modifies the point and the velocity of each particle as it 
looks for the optimal solution based on Equation (1).  
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Where Vi in the first equation is the velocity of Particle i that 
represented as Vi. The first part of the Equation (1) is the 
inertia of the previous velocity, ω is predefined by the user, 
and the second part represents the cognition of the particle 
that shows personal thinking of the particle. The third part is 
the social component. In this equation c1 and c2 are 
acceleration constants. They represent the weighting of the 
stochastic acceleration terms that pull each particle toward 
personal best and global best positions. The constants r1, r2 
are the uniformly generated random numbers in the range of 
(0, 1]. Although PSO is simple, but it is a powerful search 
technique, Many researchers have shown empirically in 
many studies that it works well [3]. 

 The rate of convergence of particles in PSO is good 
through the fast information flowing among particles, so its 
diversity decreases very quickly in the successive iterations 
and lead to a suboptimal solution. This situation was said 
that an evolutionary process was trapped in a local optimal 
or premature convergence of the process. 

 The standard PSO algorithm can easily get trapped in 
the local optimal when solving complex multimodal 
problems. These weaknesses have restricted wider 
applications of the PSO [4, 5, and 6]. Some reasons cause to 
this problem, one of that is decreasing diversity of 
population.  A number of variants of PSO algorithm have 
been proposed to overcome the problem of diversity loss. 
One of the common methods to increase the diversity is 
mutation. Mutation causes an improvement in exploration 
abilities, which can be applied to different elements of a 
particle swarm. The effect of mutation depends on which 
elements of the swarm are mutated [7]. Velocity vector 
mutation is equivalent to particle’s position vector mutation, 
under the condition that the same mutation operator is 
considered. 

 In [7] a negative feedback mechanism into particle 
swarm optimization has proposed and developed an adaptive 
PSO. This mechanism takes advantage of the swarm-
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diversity to control the tuning of the inertia weight (PSO-
DCIW), which in turn can adjust the swarm-diversity 
adaptively and contribute to a successful global search. Some 
other methods exist that using diversity measuring and 
mutation in the particle's position, to promote the 
performance of the algorithm include Gaussian Mutation 
[7,9,10,11,12], Cauchy [12,13], and Chaos Mutation 
[14,15,16]. 

 There are other different ways of introducing diversity 
and controlling the degree of diversity; Riget and 
Vesterstorm proposed an algorithm named ARPSO. In 
ARPSO if diversity is above the predefined threshold dhigh 
then particles attract each other, and if it is below dlow then 
the particle repel each other until they meet the required 
high diversity dhigh [17]; repulsion to keep particles away 
from the optimum proposed by Parsopoulos and Vrahatis 
[18]; LoZvbjerg and Krink made dispersion between 
particles that are too close to one another [19]; and 
Blackwell and Bentley have reduced the attraction of the 
swarm centre to prevent the particles clustering too tightly in 
one region of the search space in order to escape from local 
optimal [20]. J. J. Liang and P. N. Suganthan proposed a 
dynamic multi-swarm particle swarm optimizer (DMS-
PSO)[21]. In this method whole population is divided into 
many small swarms, these swarms are regrouped frequently 
by using various regrouping schedules and information is 
exchanged among the swarms. 

 In this paper we propose a mechanism to guide the 
swarm based on diversity by using a diversifying process in 
order to detect suitable positions of the search space (points 
with fairly good fitness, and good distance from current 
distribution of the swarm particles) to disperse or relocating 
some of existing particles, hoped to increase diversity level 
of the swarm and escape from local optimal by detecting 
better area of the search space.  

 The rest of the paper is organized as follows: Section 2 
we have a definition of diversity definition and measuring. 
The DGPSO described in section 3. Experimental results are 
discussed in section 4. Finally, this paper concludes in 
section 5. 

2 Diversity deffinition and measuring 
  Population diversity is a way to monitor the degree of 
convergence or divergence in PSO search process [3]. 
Though, there are several measures have been used to detect 
diversity level of the population. Shi and Eberhart in [23], 
[24], [25], gave three definitions of PSO population diversity 
measurements that include: position diversity, velocity 
diversity, and cognitive diversity. Shi Cheng and Yuhui Shi 
gave new definition of population diversity measurement 
called L1 norm base on both element-wise and dimension-
wise diversity [3], and they have shown that useful 

information on search process of an optimization algorithm 
could be obtained by using dimension-wise definition in L1 
norm variant, so in this paper we use L1 norm of position 
diversity measurement. Let m shows the number of particles 
and n is the number of dimensions. Dimension-wise 
definition in L1 norm special is as Equation(2). 
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Where vector 
_
x  is mean of particle's position on each 

dimension, vector DP is particle's position diversity vector 
based on L1 norm, and DP is the whole population diversity 
value. 

 In [26], some other approaches for measuring of 
population diversity have been introduced in evolutionary 
computation including: hamming distance, Euclidean 
distance, information entropy, etc. In this paper we use 
Euclidean distance in selection process of particles to 
disperse in dispersion mechanism. The Euclidean distance is 
as Equation (3) for measures the distance between two 
particles X and Y:  
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3 Diversity guided particle swarm 
optimization 

  The basic idea of this research is to measure the 
diversity level of the swarm during the evolutionary process 
and once the diversity of the population drops down to the 
predefined threshold level d, then the system start to disperse 
or redistribute some of the swarm's particles by relocating 
them to new suitable positions which have fairly good fitness 
and relatively high distance from convergence position. 
Note, since we use previous personal best positions of 
dispersed particles, this is not a replacement of some 
particles by new generated particles. Though in this 
approach we relocate existing particles to new suitable 
positions instead of replacement them. Therefore by this 
process, the diversity level of the swarm will be increased up 
to certain degree. The evolutionary process will consistently 
reduce the diversity level again, and the dispersion process 
should be repeated once the diversity level drops down the d 
value. In PSO algorithm the speed of convergence is very 
high, so the swarm dispersion process should be repeated 
very often. On the other hand, repetition of this process is 
relatively time consuming, and in addition exploitation 
ability of the algorithm will be decreased by high frequency 
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swarm dispersion. Therefore, we introduce a new parameter 
T, to define the duration that the dispersion system should be 
passive after each redistribution process. The following two 
sections illustrate the process in more details. The proposed 
method for dispersing or relocating swarm's particles was 
implemented independently from the problem characteristics 
to improve the global convergence behavior of PSO 
algorithms. 

3.1 Swarm dispersion process 
 Figure 1 shows the process of Diversity Guided Particle 
Swarm Optimization algorithm (DGPSO); the steps of this 
process are the same as the steps of the standard PSO except 
steps 5 and 6. In order to detect target positions of selected 
particles for dispersion, we use the information that could be 
determined from previous generations of the PSO process 
using previous best particle's to determine good points in the 
search space. With this aim, we develop an external archive 
to store best particles of previous generations as good 
positions in the search space that have been visited, 
hopefully, that there are better points in the regions that this 
stored particles located in. In step 5 we update the External 
Archive if necessary; there is not necessary external archive 
to be updated in any iteration. When dispersion system is 
active, last dispersion took place more than T generations 
ago, in step 6 the swarm diversity is measured, and if 
diversity is higher than the predefined threshold this step 
didn’t do anything else, otherwise dispersion process starts 
to disperse some of the swarm's particles. Dispersion process 
will increase the swarm diversity by relocating idle particles 
to new potent positions. We define idle particle as a particle 
that there is no change in its personal best position for a long 
time. Process of determining target positions will describe in 
the following section. The final step of dispersion process is 
to reset velocity of dispersed particles to zero, because we 
want each dispersed particle search very carefully for better 
solutions in the vicinity of new location. In this study we 
found that nonzero particle's velocity probably causes to 
move away from new position rapidly, and lead to have 
unsearched area in that new region. Finally each idle particle 
has a period of T generation to change its personal best 
position, if no change took place in that duration it would be 
an idle particle in next idle selection process too. 

3.2 Target positions of idle particles 
 In this section we describe a mechanism for 
determining target positions of the selected idle particles to 
disperse over the search space. In this research we 
established an external archive with 100 particles, and 
initialized it with random particles. Firstly, we gather 
particles with best fitness in the first generations (about 100 
generations in this research) of the PSO process and replace 
particles in the external archive which have bad fitness. Then 
we should establish a replacement policy in order to gather 

effective particles in external archive. These particles should 
have good fitness and high distance from the center of 
current distribution of the external archive particles to avoid 
the convergence of external archive. In this study after first 
100 generations, we only do replacement when fitness of 
global best particle changed notably, and remove one of the 
particles with low diversity. For detect low diversity particles 
to remove from external archive, we use a Euclidean distance 
described in section 2, and measure distance of each particle 
from the mean of external archive particles. One of the 
particles with less distance should be replaced by new 
particle.  

 
Figure 1. Steps of DGPSO Algorithm 

 To determine new good positions for relocating of idle 
particles from information of the external archive, we add 
two new particles of xMax and xMin (vector of maximum or 
minimum value in each dimension) to external archive, for 
mutation purpose. Then we create a roulette wheel that 
weighted each particle based on fitness and distance of 
external archive particles from the center of the swarm. In 
order to generate new target location, for each dimension 
value we select one particle of the external archive randomly 
based on Roulette, and use value stored in the same 
dimension of selected particle. After value of each dimension 
was selected, we probably have new suitable position for 
dispersion process, but in this time we don’t use this point as 
good position with certainty. We collect all generated points 
in one matting pool, and add external archive particles as 
good points of the search space to the pool too. Then we 
apply operators such as genetic crossover and mutation to 
produce new points probably with good fitness and good 
diversity. Then we select a numbers of best points (45% of 
the swarm in this research) based on fitness and distance 
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from the center of the swarm distribution, and return to 
dispersion process to relocate randomly the same numbers of 
selected idle particles of the swarm to this new positions. 
This process will increase diversity of the swarm notably and 
help to escape from local optimal trap. Figure 2 illustrates 
this mechanism. 

 
Figure 2. Mechanism of determining target positions of idle 

particles. 

 To illustrate impact of dispersion mechanism in 
diversity level of the swarm in DGPSO we use a 2-D 
Rastringin function (f8 in Table II) with 30 particles in 100 
generations, and dispersion rate 45%. Figure 3 represents 
diversity curves of standard global PSO and DGPSO, and 
shows how diversity level of the swarm changes in DGPSO 
in each 15 generations. 

 
Figure 3. Diversity of the swarm of f8 in GPSO and 

DGPSO Processes 

4 Exprimental setting and numerical    
results 

 For comparison some variants of PSO and DGPSO 
algorithms, we have used a collection of 10 standard 
benchmark problems. Mathematical models of the problems 
along with the true optimum value are given in TABLE 2. In 
this problem set, we have a unimodal functions such as f2, f5, 
and f7. f5 is a noisy quadric function, where random [0 , 1) is 
a uniformly distributed random variable in [0 , 1). The 
others are multimodal [27]. The entire set of test problems 
taken for this study is scalable i.e. the problems can be tested 

for any number of variables. However, for the present study 
we have tested the problems for dimensions 30 and 50. 

 In order to make a fair comparison of proposed DGPSO 
with some of other variants of PSO algorithm, we implement 
standard PSO algorithm in both global star structure and 
local ring structure named GPSO and LPSO, respectively. In 
addition to these comparisons we also implement 
PSO_DCIW and DMS_PSO algorithms, which proposed in 
[8, 21], and compared with DGPSO. We use the same initial 
population for all algorithms. The population size was taken 
as 20 while we have 30 variables (dimensions) for all the test 
problems, and 50 when problems should be tested with 50 
variables. A linearly decreasing inertia weight is used which 
starts at 0.9 and ends at 0.4, with the user defined 
parameters c1=2.0 and c2=2.0. For each algorithm, the 
maximum number of iterations is set as 3000 iterations in 
the case of 30 dimensions, and 10000 for dimension 50. A 
new parameter T for DGPSO algorithms is set as 30 and 50 
in cases of 30 and 50 dimensions respectively, with the 
external archive of size 100, dispersion rate R is set as 45%. 
In DMS-PSO we use group size 3 and regroup period 5. A 
total of 20 runs for each experimental setting were 
conducted, and the results are given in TABLE 1 and 
TABLE 3, in terms of mean of best fitness, standard 
deviation, and the improvement (%) of proposed DGPSO 
algorithm in comparison with original GPSO. Figure 5 
through 6 show performance curves of the DGPSO in 
comparison with other variants of PSO for test functions 
f1,f5, and f8 by mean fitness of best particles history found by 
the swarm in all runs. The numerical results show that the 
proposed algorithm outperforms other variants of PSO in 
most of the test cases taken in this study. 

 
Figure 4. Performance curves of GPSO, LPSO, DMS-

PSO, PSO_DCIW, and DGPSO for function f1 

5 Conclusion 
  Evolutionary algorithms (EAs) are best solutions for 
solving optimization problems; however those have different 
ability to investigate search space and attain optimum 
solution but have same behavior. One of the ideas for control 
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the behavior of these algorithms is a rein between 
exploration and exploitation, for this issue we should have 
good mechanism for control the diversity of population in 
different stages to achieve unsearched spaces. In order to 
control diversity to survey unsearched spaces we used search 
historical approach and implement that on the PSO 
algorithm, one of the powerful EAs. We propose a 
mechanism to guide the swarm based on diversity by using a 
diversifying process in order to detect suitable positions of 
the search space, this model uses a diversity measuring, and 
swarm dispersion mechanism to control the evolutionary 
process alternating between exploring and exploiting 
behavior and guide the algorithm to survey unsearched 
spaces, that was named DGPSO algorithm. The numerical 
results show that the proposed algorithm outperforms the 
basic GPSO, LPSO, DMS_PSO, and PSO_DCIW in most of 
the test cases with different properties, taken in this study. 
Of course we can use this model on the other EAs with a 
little modification. 

 

Figure  5. Performance curves of GPSO, LPSO, DMS-
PSO, PSO_DCIW, and DGPSO for function f5 

 

Figure 6. Performance curves of GPSO, LPSO, DMS-
PSO, PSO_DCIW, and DGPSO for function f8 
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TABLE  1. Comparison results of GPSO, LPSO, DMS_PSO, PSO_DCIW and DGPSO for 20 particles of 30 dimensions in 
3000 iterations 

Test 
Function 

GPSO LPSO DMS_PSO PSO_DCIW DGPSO P-value, Improvement(%) 
of  DGPSO  with GPSO 

Mean of 
Best Fitness 

Std Dev Mean of 
Best Fitness 

Std Dev Mean of Best 
Fitness 

Std Dev Mean of Best 
Fitness 

Std Dev Mean of 
Best Fitness 

Std Dev P-value 
(DGPSO) 

Imp.(%) 

f1 0.149392 0.250608 0.010271 0.01099 0.008371 0.008079 0.038585 0.056493 0.016213 0.020973 0.002639 89.15% 
f2 0.042299 0.167624 0.000407 0.000231 2.61e-06 1.79e-06 0.002484 0.001037 4.59e-13 3.39e-13 8.01e-06 100% 
f3 40.8738 24.83168 26.59679 0.415812 26.27856 1.467588 74.70464 66.61298 17.00601 2.998574 4.08e-16 58.39% 
f4 7084.364 770.4405 5307.758 662.3028 5031.983 828.1021 6513.642 833.2667 2538.357 449.8559 4.48e-16 64.17% 
f5 0.056126 0.009203 0.049928 0.011532 0.018584 0.005755 0.029772 0.005758 0.00162 0.000735 6.67e-09 97.11% 
f6 1.159241 1.399235 0.607834 0.779671 0.00709 0.024057 0.22938 0.438579 4.98e-12 5.30e-12 0.000478 100% 
f7 0.875644 3.516198 6.75e-05 5.71e-05 4.41e-08 6.91e-08 0.000549 0.000944 3.15e-20 6.78e-20 0.051345 100% 
f8 22.74307 4.910085 43.22946 8.51089 20.49267 4.969791 30.06949 8.018577 0 0 0 100% 
f9 22.32039 4.791212 42.08557 8.236476 21.55 4.773557 39.25074 11.21443 4.628837 6.007897 0.00271 79.26% 
f10 2.255667 0.018616 2.129218 0.143674 1.411243 0.173116 3.14568 1.67769 0.484916 0.431148 7.44e-05 78.50% 
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TABLE 2. Benchmark Functions used in our experimental study 
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TABLE  3. Comparison results of GPSO, LPSO, DMS_PSO, PSO_DCIW and DGPSO for 50 particles of 50 dimensions in 
10000 iterations 

Test 
Function 

GPSO LPSO DMS_PSO PSO_DCIW DGPSO P-value, Improvement(%) of  
DGPSO  with GPSO 

Mean of 
Best Fitness 

Std Dev Mean of 
Best Fitness 

Std Dev Mean of Best 
Fitness 

Std Dev Mean of Best 
Fitness 

Std Dev Mean of Best 
Fitness 

Std Dev P-value 
(DGPSO) 

Imp.(%) 

f1 0.171684 0.343501 5.07e-06 1.18e-05 0.010824 0.011451 0.026426 0.037654 0.000863 0.002685 0.167035 99.5% 
f2 0.022719 0.083965 5.92e-07 3.42e-07 7.42e-11 4.84e-11 0.000197 0.000102 1.07e-20 1.75e-20 1.31e-02 100% 
f3 87.84807 53.03229 45.0903 0.392029 44.42762 1.419095 94.80813 40.12472 12.97845 6.417684 2.59e-08 85.23% 
f4 12610.62 1265.407 8427.603 587.5423 8654.23 737.3883 10831.61 1234.096 4780.807 438.2983 1.98e-21 62.09% 
f5 0.144703 0.016286 0.094603 0.019196 0.028865 0.006778 0.071137 0.013351 0.000553 0.000203 1.90e-10 99.62% 
f6 4.910699 4.209546 0.092147 0.309743 1.45e-06 2.16e-06 0.029624 0.117226 2.56e-14 3.15e-15 5.14e-19 100% 
f7 11.31171 20.10893 1.03e-08 5.07e-09 7.54e-15 1.32e-14 9.15e-07 1.26e-06 1.47e-33 2.14e-33 0.006363 100% 
f8 28.93487 7.574004 62.79516 11.89742 21.39162 4.705682 36.22136 11.4106 0 0 0 100% 
f9 30.34149 6.003359 65.30312 9.873662 24.65 5.751659 43.6 11.91814 1.4 3.574766 0.095997 95.39% 
f10 2.787375 0.019692 2.576146 0.117281 1.898071 0.180956 2.169315 0.750711 0.256608 0.33295 2.70e-03 90.79% 
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Abstract— Population-based evolutionary algorithms con-
tinue to play an important role in artifically intelligent
systems, but can not always easily use parallel computation.
We have combined a geometric (any-space) particle swarm
optimisation algorithm with use of Ferreira’s Karva lan-
guage of gene expression programming to produce a hybrid
that can accelerate the genetic operators and which can
rapidly attain a good solution. We show how Graphical
Processing Units (GPUs) can be exploited for this. While
the geometric particle swarm optimiser is not markedly
faster that genetic programming, we show it does attain
good solutions faster, which is important for the problems
discussed when the fitness function is inordinately expensive
to compute.

Keywords: CUDA; geometric; genetic programming; gpu; paral-
lel; particle swarm

1. Introduction
The advent of combinatorial optimisers saw the birth of

genetic programming (GP) [17], [30], which is the term now
widely representative of all algorithms intended to optimise
in the search space of programs. John Koza first invented
GP in 1995 alongside the pioneering work of Kennedy
and Eberhart towards the Particle Swarm Optimiser (PSO)
[15], [3], [16]. Combinatorial and parametric optimisers
have largely evolved in tandem over time, and a great deal
of research effort has been expended in improving them.
These have resulted in a great many varieties of parametric
optimisers, including the Cooperative PSO of van den Bergh
[38], space exploration advancements [13] and notably, data-
parallel optimisers [9]. Combinatorial optimisation in the
space of programs have also gained Cartesian GP [23],
Gene Expression Programming (GEP) [4] and a handful of
others. The intentions behind these algorithms are usually to
improve upon one or more aspects of the class of optimiser
in question. GP has been applied to a variety of problem
domains including intrusion detection [2], robotics [21],
[20], geography [22], algorithm discovery [37], image en-
hancement [31], as well as data mining [40] and cooperative
mult-agent systems [29].

Genetic Programming (GP) is an optimiser intended to
successively evolve a generation of candidate solution pro-

Fig. 1: A 3D version of the classic Genetic Programming
test environment named the Santa Fe Ant Trail. This is a
visualisation of 2048 “ants” in their competitive coevolution
in gathering the red food items.

grams to solve a particular problem. John Koza’s work
toward GP [17] was arguably inspired by the pioneering
work of John Holland [6] earlier in the 20th centuary
on the canonical genetic algorithm. Most variants of the
original algorithm today make use of various representa-
tions, operators and other techniques such as elitism and
alternative selection mechanisms. GP maintains a population
of candidate solutions and computes a new population of
individuals after some genetic operators have been executed
based on relative fitness evaluations of these individuals.
These operators are most commonly crossover, mutation and
selection. These are analogous to biological processes, which
was the primary source of inspiration behind them.

One modification worthy of note is Ferreira’s Gene Ex-
pression Programming (GEP) [4] algorithm. A common
problem with GP-based algorithms is in choosing a suitable
representation for candidate solutions. The original made
use primarily of abstract syntax trees (ASTs) in pointer-
tree storage and directly for evolution. Linear GP algorithms
[1] store their programs as linear strings of instructions,
executed one after the other. This unfortunately suffers from
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the Halting Problem [28]. GEP represents individuals as
a string of symbols (codons) but this string is known as
a genotype, since it must be interpreted to obtain a tree-
based phenotype. This has a number of advantages, which
are discussed in more detail in Section 2.

Data-parallelism on commodity-priced hardware such as
Graphical Processing Units (GPUs) have gained much in-
terest in the past few years for their relatively inexpensive
and formidable processing power [19]. The concept of
executing Evolutionary Algorithms (EAs) on GPUs is not
new however; many modified algorithms (particularly EAs)
have been proposed for a great variety of problems, but most
of these focus on parallelising the fitness evaluation process
[18]. This is commonly the most computationally expensive
and time consuming aspect of EAs.

Geometrically unified EAs have recently become a field
of interest due to Moraglio and colleagues [24], [27]. It has
resulted in the generalisation of a handful of EAs to arbitrary
search spaces. The only caveat of these geometric algorithms
is that the user must be able to provide geometric operators
suitable for the search space under consideration. Geometric
Differential Evolution [26], [27] and Geometric Particle
Swarm Optimisation [25] have already been proposed with
varying success. While generalisation of these excellent
parametric optimisers incite keen interest, their efficacy in
comparison to Genetic Programming and other combinato-
rial optimisers have not been accurately determined yet [33].

In this article we seek to explore the dynamics of the
Geometric Particle Swarm Optimiser (GPSO) using a mod-
ified representation named k-expressions (short for karva-
expressions) from Ferreira’s Gene Expression Programming
(GEP) algorithm with modified genetic operators to suit
this representation. We then accelerate this algorithm using
NVidia CUDA-enabled GPUs. NVidia’s Compute Unified
Device Architecture (CUDA) allows access to an effective
and highly efficient means of utilising data-parallelism to
many algorithms including agent-based modelling [8], [14]
and other situated agent parallelism [11] problems as well
as optimisation [13].

Section 2 contains more details on the GEP k-
expression representation, including the relevant genetic
operators introduced by Ferreira, as well as a brief intro-
duction on CUDA and GPU-based EAs. We also present a
brief summary of the GPSO. Following this, in Section 3
we describe our algorithm and the combination of GEP
and GPSO as well as the modified genetic operators we
use. We then present some performance and convergence
results in Section 5 and compare our results with a Genetic
Programming algorithm. Finally, we discuss our results and
conclude in Sections 5 and 6 respectively.

2. Background
As mentioned before, the canonical GP maintains a popu-

lation of candidate solutions. In this work, we have elected to

Q

-

+ /

- a b a

a +

a -

b b

Fig. 2: The phenotypic AST built from the genotype repre-
sented by the karva-expression Q-+/-abaa+a-bbacda.

use the k-expression representation for the elegant simplicity
it affords to genetic operators, and its inherent support
for introns, or non-coding sections. The linear nature of
this representation is also very desirable for parallelisation,
even taking into account that an interpreter would still be
necessary.
K-expressions are arranged in a string of fixed length,

divided into a head section and a tail section. Function
symbols can be of any arity, but can only appear in the head
section of the expression. This serves the purpose of ensuring
that the genotype is always interpreted into a syntactically
correct phenotype tree. Terminal symbols may appear in both
the head or tail sections. An example k-expression is shown
below. When interpreted, this expression results in the tree
shown in Fig. 2. The tree is built by reading the expression
from left-to-right and filling in the arguments of each codon,
level by level.

012345678901234567
Q-+/-abaa+a-bbacda

It is noteworthy that the terminal symbol d does not
appear in the phenotype. This is the mechanism by which
introns are supported. Once all arguments have been supplied
in the tree, the rest of the expression is simply ignored, but
not discarded [4]. A mutation in the tail section which swaps
a terminal for a non-terminal could easily reactivate these
ignored codons.

We now provide a brief overview of the original PSO
by Kennedy and Eberhart. The PSO is characteristically
known for maintaining a constantly updated global best
solution, as well as a constantly updated personal best
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solution for each candidate. The behaviour of the algorithm
in geometrically moving a candidate through space, biased
toward the personal best or global best is reminiscent of
crossover and mutation behaviour, as it also contains a
stochastic component. This random aspect of the algorithm
has also been subject to improvements, as it is the main
space exploration mechanism; without which, there could
only be genetic drift [12]. Eqns. 1 and 2 show the recurrence
relations which underlie the inertial PSO [35].

The stochastic component is introduced by the ephemeral
random constants rp and rg (typically uniform random
deviates in (0,1)), and user-defined constants ω, φp and
φg . ω is known as the inertial constant, whereas the latter
two constants determine a constructive bias towards either
the personal best pi or global best g. Together, these
equations attempt to create convergence, and diffusive space
exploration similar to that of Brownian motion [5]. Recent
work has led this toward more computationally expensive
Lévy flights [34], [12], [7] for their improved convergence
qualities.

vi+1 = ωvi + φprp(pi − xi) + φgrg(g − xi) (1)

xi+1 = xi + vi (2)

It is prudent to also discuss the Geometric PSO (GPSO)
and the implications that it puts forward. In the simplest
implementation, this algorithm requires that a new mutation
operator be defined, and a new crossover operator be defined
for multiple parents; so as to mimic geometric movement to-
ward a personal best solution and/or the global best solution.
Considering that the original algorithm shown in Eqns. 1 and
2 requires geometric movement and specifically bias, toward
either the global or personal best, it becomes clear that this
new crossover operator must be able to bias towards one
parent or the other, hence being weighted in some fashion.

Crossover and mutation in the context of linear genetic
programs was investigated by Togelius and others [36]
and several possible operators were proposed. The authors
concede that significant research still remains in finding the
most appropriate operators, but some effective ones pre-
sented include weighted subtree swap, weighted homologous
crossover and weighted one-point crossover. Homologous
crossover ensures that the common region between two
candidates are kept intact [32]. Togelius and colleagues
reports that common regions can sometimes be too small for
this operator to be constructive [36]. The other two operators
are more self-explanatory.

Finally, we now provide a brief summary of GPU-based
simulation, especially using NVidia’s (Compute Unified De-
vice Architecture) CUDA platform [19]. The CUDA archi-
tecture arose from a potent arrangement of MIMD and SIMD
computing, initially intended for processing large quantities
of pixel data in parallel. Many researchers have spent years

using “ping-pong” buffering with pixel and fragment shaders
to modify textures in order to accomplish General-purpose
GPU simulation (GPGPU). CUDA makes this process far
more accessible.

Essentially, the GPU is divided into several Streaming
Multi-processors (SMs) with a certain number of “CUDA
cores” which process work units known as “blocks”. Each of
these blocks would be sized by the user, up to a maximum (at
the time of writing) of 1024 threads. When an SM executes
a block, the threads are divided into groups of 16, which are
named “warps”. These warps are the smallest unit of execu-
tion in CUDA. They are subsequently executed in a SIMD
fashion on the CUDA cores in each SM. This arrangement
is sometimes known as Single-instruction Multiple-thread
(SIMT).

GPUs generally have some idiosyncratic behaviour re-
garding memory access coalescence, scoping and penal-
ties, among other aspects which usually require special
consideration. The CUDA memory hierarchy provides a
range of memories with varying access times and scope
restrictions, but we omit an extensive discussion on this for
brevity. The process of executing simulations while taking
advantage of the vast computing power of CUDA usually
involves copying data to the GPU global memory from
the host, then performing the GPU-specific code (“CUDA
kernel”), and finally copying the modified data back. There
are more efficient ways of utilising CUDA-enabled GPUs,
such as host page-locked memory, which remove the need
for expensive memory copies between host and device.

GPU-specific code is written by using special syntax
which NVidia released as an addition to the C language.
This syntax is parsed and compiled by the NVidia compiler,
and then the rest of the code is passed to the system C/C++
compiler for normal processing. The result is a C or C++
program with additional non-C syntax which is effectively
removed by the nvcc compiler, and the rest is compiled as
a regular program.

3. Method
Our method for combining CUDA, GEP and GPSO is

summarised in Alg. 1. We modify the weighted crossover of
The Particle Swarm Programming algorithm of Togelius and
colleagues [36] to operate on k-expressions by following the
multi-parent crossover scheme the authors proposed. This is
taken from [36] and shown in Eq. 3.

∆GX((a,wa), (b, wb), (c, wc)) =

GX((GX((a,
wa

wa + wb
), (b,

wb

wa + wb
)), wa + wb), (c, wc))

(3)

GX is the crossover operator, and ∆GX is the multi-
parent crossover operator. It is assumed that wa, wb and wc

are all positive and sum to 1. Essentially this equation defines
the weighted, multi-parent crossover as two crossovers, the
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Algorithm 1 The parallel implementation of the GPSO on
GEP k-expressions .

allocate and initialise enough space for n candidate pro-
grams

allocate space for random deviates
while termination criteria not met do

call CURAND to fill the random number array with
uniform deviates in the range [0,1)

copy candidates and candidate bests to device
CUDA: compute_argument_maps()
CUDA: interpret/execute programs
CUDA: update food locations/fitness
copy back to host

if end-of-generation then then
CUDA: update candidate bests
CUDA: recombine and mutate programs
replace old programs with new ones

end if
visualise the result

end while

first being between a and b, where weights are re-normalised
to sum to 1, and the second is a crossover with c. Togelius,
De Nardi and Moraglio provide more details on this using
convex set theory [36]. See also [27], [24], [25], [36] for
more details on the rationale and mathematical aspect of
this procedure.

As can be seen in Alg. 1 we parallelise the majority of
computations. In order to interpret the programs, we also
need to compute an “argument map” so as to allow the
interpreter to determine which arguments belong to which
functions in program strings.

Now we have determined the mechanism by which we
will ensure that crossover still maintains its geometric
properties as much as possible. What remains to be de-
termined is precisely how this will be done on the linear
k-expressions . Ferreira [4] defines one-point crossover as
choosing a crossover site or “pivot”, and then exchanging
symbols about this point to obtain two new candidates. In
order to ensure that this crossover is geometric in the sense
that we can compute a multi-parent one-point crossover and
still be able to bias the result towards one parent candidate
or the other, we must ensure that it is weighted.

Our method for accomplishing this recombination is by
using the ω, φg and φp parameters as the weights (wa, wb

and wc) in Eq. 3. We further define the candidate a as the
current candidate under consideration, b as the corresponding
personal best of a, and c as the global best candidate
discovered so far. The fitness values of these are not used
in the crossover process. Notice also that unlike GP, we do

not require selection, other than simply P (crossover), a
probability defined by the user, as in GP. GEP crossover
defines a “donor” and a “recipient” tree, which are chosen
randomly also.

Mutation is simple in comparison. Traditionally, mutation
is derived from initialisation methods such as [39]:

1) Grow method
2) Full method
3) Ramped half-and-half
Typically, mutation is simply a replacement of a subtree

by regrowing it using one of these methods. Point mutation
is not the only space exploration operator, but it is the one
given the most consideration [39] since the work of Koza
[17].

Point mutation is simple for k-expressions , apart from
the only restriction being that a tail-section symbol may not
be swapped for a function symbol. This ensures that the
result of the mutation operator is always a valid candidate.
It is worth noting that a symbol in the head section may
be changed into any other function symbol, regardless of
arity [4]. The size of the head and tail are left as a
configuration parameter, but can be computed to ensure the
head is maximised. From Ferreira’s work [4] the head and
tail section sizes must satisfy the equation shown in Eq. 4:

t = h(n− 1) + 1 (4)

The symbols in the equation represent the tail length t,
head length h and the maximum arity possible in the function
set n.

Having described our algorithm we now turn our at-
tention towards a suitable test platform. The Santa Fe
Ant Trail is a classic problem used for evaluating genetic
programming-based algorithms. Essentially the problem de-
mands an appropriate combination of two function symbols
(IfFoodAhead arity 2, ProgN2 arity 2) and three terminal
symbols (Move, Right and Left) for pursuing food
particles in a spatial 2D environment. The IfFoodAhead
function executes its first argument if there is food straight
ahead of the particle, and the second argument if not. The
ProgN2 function simply executes both of its arguments in
order. In our case, we have elected to use a 3D version of
the problem. Apart from having Left and Right terminals,
we introduce Up and Down terminals.

To the best of our knowledge, there has been no previous
effort to parallelise the GEP (or indeed a variant of this)
algorithm on GPUs. However, to assist in comparison, we
have compared results from this algorithm against an imple-
mentation of Genetic Programming (GP) with tournament
selection and karva-expressions as program representation.

Our analysis of this algorithm involves two aspects.
Firstly, its ability to converge upon a good solution (prefer-
ably the global optimum), and secondly its ability to utilise
the parallel architecture of a GPU; hence its wall-clock
efficiency.
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Fig. 3: Convergence results for the GP, with elitism. The
graph shows the average mean value of each generation,
from 100 independent runs. The error bars represent the av-
erage standard deviation of the 100 runs in each generation.

In our experiments we compare against the aforemen-
tioned GP implementation with k-expressions in terms of
convergence and speed. The parameters we used for the GP
were: P(Crossover) = 0.8, P(Mutate) = 0.1. We use the
same crossover and mutation rates for the modified GPSO,
and for the PSO-specific settings, we used: ω = 0.1, φp =
0.6, φg = 0.3. As for the simulation itself, we restrict angular
velocities to 0.1 units, and initial velocities are initialised to
between −0.16 and 0.16. In order to use a higher mutation
rate, Togelius et al recommend using Elitism, whereby the
best candidate is replicated verbatim into the new population
following the genetic operators. This is a common technique
used in EAs to bias the population in a particular direction.
We make use of elitism in both the GP and the GPSO.

4. Algorithm Convergence Results
Fig. 5 shows the convergence results for the modified

GPSO and the GP. Each data point in all the plots shown
have been averaged 100 times in independent runs. It is
therefore conclusive that the PSO is indeed more able to find
a good solution faster, but if computing fitness for more than
about 23 frames is viable, then the GP is more appropriate.

Figs. 3 and 4 show the convergence results for the GP and
GPSO respectively. We experimented with elitism, where the
best individual is copied verbatim into the next generation,
Fig. 5 shows conclusively that elitism allows the algorithms
to perform better, albeit marginally.

Each data point of the Average Mean has been represents
an average of 100 means from the same generation number.
From these plots, it is clear that the GPSO has more spread
per generation than the GP, which is not very desirable. The
minimum and maximum values are also shown.

Finally, Fig. 6 shows the average compute time, by
generation, for both the GP and the GPSO. The fitness eval-
uation consisted of computing 300 frames of the candidate

Fig. 4: Convergence results for the GPSO with elitism. Each
data point has been averaged 100 times in independent runs,
and the error bars represent the average standard deviation
of each generation.

programs and gathering fitness results from this. Therefore,
each data point represents the average frame compute time
across each of the 300 frames, and then averaged 100 times
by independent runs. The generation compute times are also
shown, although they are somewhat hidden. While the first
observation seems that the GPSO is faster than the GP, this is
somewhat misleading. Essentially, the plots in Fig. 6 would
be completely linear, if all the terminal and function symbols
were of the same complexity.

The average new-generation population compute time for
the GP was 420µsec, and for the GPSO it was 440µsec.
Even though this is not comparable to the fitness evaluation
( 340, 000µsec), it was still worth the effort, as this must
happen in serial following the fitness evaluation phase. The
function IfFoodAhead has a rough complexity of O(f),
where f is the number of food particles, which would
approach O(fN), should all candidates have one of these
symbols in its program. Of course, the worst case here is that
every candidate consists only of these functions and enough
terminals to satisfy the k-expression’s head and tail sections.
Hypothetically, given a maximum expression length l = 8,
and a head length h = 3 (hence a tail length of 5), then the
maximum number of IfFoodAhead functions would be 3.
Extrapolating from this, assume all N particles were formed
like this, then evaluation would be of complexity O(3fN),
which could very well exceed O(N2).

Therefore, following from this argument, we could per-
haps conjecture that at generation 20, the GP increased its
use of the IfFoodAhead function, while the PSO had
reached a steady equilibrium of a certain number of these
functions. This would seem to agree with our suspicion that
the GP is in fact better in preserving population diversity. In
Section 5 we explore this in more depth.

Our attempts to improve the GPSO beyond the results we
see here was met with disappointment. Our parameter tuning
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Fig. 5: Convergence results for the GP and GPSO, as well
as the use of elitism for both. Each data point has been
averaged across 100 independent runs to obtain meaningful
statistical data.

effort for phig , phip and ω included normalised combina-
tion of respective scores of particles and also normalised
weighted scores, but the best parameters were simply phig =
0.3, phip = 0.6, ω = 0.1.

Fine-tuning crossover and mutation probabilities had
varying effects on convergence. Removing the crossover
phase with the global best solution reduced mean scores
to 0.2, and similar results were obtained from removing
the crossover with the personal best. Randomising slightly
the crossover point with hand-tuned parameters to aid in
diversity did not improve scores at all.

Our results indicate that, at the very least, that the GPSO
operating over k-expressions is appropriate for when the
fitness evaluation is extremely computationally expensive.
Given enough time and compute power, however, the GP
operating on k-expressions is more suited to the problem.

5. Discussion
Evolutionary Algorithms such as the GPSO and the GP

we have compared above frequently involve a very man-
ual parameter-tuning effort in order to ensure an unbiased
comparison. We describe a meta-optimiser (also based on
the PSO) in [10]. We found that the PSO was suitable as a
“super-optimiser” or “meta-optimiser” for fitness evaluations
which are of relatively low compute expense. In this case,
fitness evaluation was clearly far more expensive, and for a
“meta-optimiser” to be successful in obtaining good param-
eters, it would need to be an optimiser which requires very
few frames for a good solution. In this case, we believe
that our meta-optimiser could potentially take months to
obtain a result comparable to hand-tuning. Meta-optimisers,
in general, are notoriously expensive to run.

From our experiments it is not immediately clear why
the GPSO is not as effective as the GP over more than
approximately 23 generations. We believe that this may be

Fig. 6: Compute times for fitness evaluation, and generation
compute time for GPSO and GP.

due to how diversity in population is managed between the
GPSO and GP. Consider the following as the rationale for
this: Fig. 5 shows a clear change in average mean fitness
from approximately generation 10 for the GPSO. Whereas,
for the GP, a very slight decrease in average mean fitness
is shown. This is reminiscent of local minima in parametric
optimisers. This may also be indicative of the inability of
the GPSO to use extensive diversity to its advantage in
escaping and reaching the global optimum. Consider also
the artifact shown in Fig. 3 in the standard deviation at
generation number 20. The same position in Fig. 4 is fully
linear.

As for the performance data we present, it would be
unwise to favour the GPSO from the observation in Fig.
6 that the frame compute time is lower. The slightly higher
compute time does, after all, translate into a higher success
rate as shown in Figs. 3 and 5.

6. Conclusions
We have presented a modified Geometric Particle Swarm

Optimiser (GPSO) searching through the space of Fer-
reira’s k-expressions. We have also compared this against
a Geometric version of the canonical Genetic Programming
method for evolutionary optimisation in the space of k-
expressions. Our results show that the GPSO is not clearly
superior over the GP, however, it is able to attain an
acceptable solution faster, more consistently. This could be
a desirable attribute, especially when the fitness function is
inordinately expensive to compute.

We have also shown that Geometric algorithms such as
the GPSO can be parallelised effectively in both the fitness
evaluation phase, and the genetic operator phase (mutation,
recombination). CUDA is particularly effective in this case,
as evolutionary algorithms lend themselves well to data-
parallelism.
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There is scope for other Evolutionary Algorithms with
geometric modification and parallelisation to be investigated
using similar GPU/Hybrid techniques to those we have
presented.
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Abstract - An enormous amount of information
pertaining to medicine is produced and recorded
continuously. Discovering useful knowledge and
assisting decision makers in the diagnosis and treatment
of diseases from this vast data has become imperative.
The preferred data mining functionality is association
rule mining as rules are simple to understand and infer.
These rules can be used to classify patients based on
recorded characteristics. This paper applies latest
improvements in swarm intelligence to devise a novel
strategy for rule mining that exhibits high predictive
accuracy and comprehensibility. It has been applied to
classify Indian patients as having liver disease or not.
Section 1 introduces the problem of rule mining and
swarm intelligence. Section 2 surveys the current
techniques for rule mining in the medical domain and
identifies gaps in research. Section 3 describes our
proposed algorithm which includes a novel rule
discovery procedure and a novel rule list selection
criterion. Section 4 provides comparison of results of the
proposed algorithm with the other best known
approaches. Section 5 concludes the paper and paves
the way for future work.

Keywords: Association rules, Particle Swarm
Optimisation, Ant Colony Optimisation, Quality

1 Introduction
Data Mining is an analytic process designed to explore

large amounts of data in search of consistent patterns
and/or systematic relationships between variables, and
then to validate the findings by applying the detected
patterns to new subsets of data. The discovered
knowledge should be accurate and comprehensible.
Knowledge comprehensibility can be achieved by using
high-level knowledge representations. Association rules
are the most intuitive choice. Association rule mining
aims to extract interesting correlations, frequent patterns,
associations or causal structures among sets of attributes
or characteristics in the data repositories.  An association
rule is an implication in the form of X->Y, where X, Y
are attribute-value pairs and X ∩ Y = ф. X is called
antecedent while Y is called consequent, the rule means
X implies Y. The rules can be used for classification if Y
is a single attribute-value pair. There are two important
basic measures for association rules, support and
confidence. Support(s) of an association rule is defined as
the percentage/fraction of records that contain X∪ Y to
the total number of records in the database. Confidence
of an association rule is defined as the percentage of the

number of transactions that contain X ∪  Y to the total
number of records that contain X. Association rule
mining problem is to find out association rules that satisfy
the predefined minimum support and confidence from a
given database. The problem is usually decomposed into
two sub problems. One is to find those attribute-value
combinations whose occurrences exceed a predefined
threshold in the database; these are called frequent terms.
The second problem is to generate association rules from
these frequent terms by checking their combinations for
constraints of minimal confidence. The first sub-problem
can be further divided into two sub-problems: candidate
frequent terms generation process and frequent terms
generation. Those terms that are expected or have the
hope to be frequent are called candidate terms. As the
size of modern medical datasets is very large and
constantly growing, most algorithms generate an
extremely large number of association rules, often in
thousands or even millions. Further, the association rules
are sometimes very large containing multiple terms. It is
nearly impossible for the end users to comprehend or
validate such large number of complex association rules,
thereby limiting the usefulness of the data mining results.

Evolutionary methods of soft computing paradigm can
perform well in problems with vast search spaces and
produce near optimal solutions. Soft computing is a
paradigm that deals with imprecision, uncertainty, partial
truth, and approximation to achieve tractability,
robustness and low solution cost. An evolutionary
algorithm (EA) is a subset of evolutionary computation; a
generic population-based metaheuristic optimization
algorithm. An EA uses some mechanisms inspired by
biological evolution: reproduction, mutation,
recombination, and selection. Swarm Intelligence is an
innovative distributed intelligent paradigm for solving
optimization problems that originally took its inspiration
from biological examples. These techniques can be used
in data mining to find a target solution to the problem
when other methods are difficult to implement.

2 Conventional Rule Mining Methods
2.1 Review of Literature

The AIS algorithm was the first algorithm proposed for
mining association rules [1]. Subsequently, various
algorithms based on Apriori [2], FP-Tree [3], Tree
Projection, Bit Matrix, etc were proposed. These have
been discussed extensively in various review papers.

The application of evolutionary approaches to rule
mining started in [4] wherein the authors proposed an
algorithm called AntMiner for extracting rules from a
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medical database as a decision aid. They showed that the
proposed algorithm achieved good predictive accuracy
and a reduced number of rules at the same time. The main
drawback that was cited was the computational cost.

Many variants of the Ant-Miner in terms of heuristic
information, pheromone update, rule construction and
pruning procedures have been reviewed in [5].

Mapping of medical data to transaction format was
discussed in [6]. The combinatorial nature of association
rules was discussed and methods to preprocess medical
data were explored. The suitability of association rules
for decision making support was further reinforced in [7]
wherein rule mining was used to identify diseases that
occurred together commonly, or less commonly than their
individual frequencies in the population would predict.

The use of association rule mining with constraints and
neural network technique based on back propagation to
detect tumor was explored in [8]. Authors reported that
neural network technique was less sensitive to database
imbalance but had high training costs. ARM obtained
better results on balanced database.

The role of evolutionary algorithms for rule mining
and knowledge discovery was elaborated in [9]. The use
of genetic algorithms for rule mining was done and it was
found that GAs cope well with attribute interaction. GA
has been used as a wrapper to select attributes for a
constructive neural network. Genetic Programming also
has the potential to create derived attributes with greater
predictive power.

[10] was a seminal paper that proposed the use of
Particle Swarm Optimization as a new tool for data
mining. Three different Particle Swarm Data Mining
Algorithms were implemented and tested against a
Genetic Algorithm and a Tree Induction Algorithm
(J48).From the obtained results, Particle Swarm
Optimizers proved to be a suitable candidate for rule
discovery tasks. The results obtained in these domains
seem to indicate that Particle Swarm Data Mining
Algorithms are competitive, not only with other
evolutionary techniques, but also with industry standard
algorithms such as the J48 and c4.5 algorithm, and can be
successfully applied to more demanding problem
domains.

Another method for rule mining based on an
evolutionary (GA) approach –EGAR was described in
[11] and compared with FP tree method. It was found that
FPtree works well for discrete attributes whereas EGAR
performs better with mix of discrete and continuous
attributes.

An advanced swarm intelligence data mining algorithm
was proposed in [12]. The method addressed issues such
as missing value management and interactive rule
extraction. The method was applied to select candidates
for surgery for temporal lobe epilepsy. Four algorithms:
decision tree, ant colony miner, PSO miner and the
proposed hybrid PSO, were compared. It was found that
C4.5 gave higher accuracy but at the cost of a more
complex rule set and lower generalization. PSO shows a

good convergence speed and is faster than ACO while
having same performance. Convergence of C4.5 is very
fast, but not recommended for small databases. The
hybrid PSO is faster than other evolutionary variants but
has slightly more memory usage. It uses a combination of
support vector machines and radial basis functions in
conjunction with PSO.

In [13], search constraints are introduced to find only
medically significant association rules and make search
more efficient. Association rules are compared to
predictive rules mined with decision trees. Results
provide evidence that decision trees are less effective
than constrained association rules to predict disease with
several related target attributes, due to low confidence
factors (i.e. low reliability), slight over fitting, rule
complexity for unrestricted trees (i.e. long rules) and data
set fragmentation (i.e. small data subsets).

A hybrid particle swarm optimization/ant colony
optimization (PSO/ACO) algorithm for the discovery of
classification rules was proposed in [14]. Unlike a
conventional PSO algorithm, this hybrid algorithm can
directly cope with nominal attributes, without converting
nominal values into binary numbers in a preprocessing
phase. Authors compared the algorithm to an industry
standard algorithm PART and its reduced version, coping
only with continuous data, to the new classification
algorithm for continuous data based on differential
evolution. The results show that proposed algorithm is
very competitive in terms of accuracy to PART and that it
produces significantly simpler (smaller) rule sets, a
desirable result in data mining—where the goal is to
discover knowledge that is not only accurate but also
comprehensible to the user. The results also show that the
reduced PSO version for continuous attributes provides a
slight increase in accuracy when compared to the
differential evolution variant.

Association rule mining has been applied for
discovering hyperlipidemia form biochemistry blood
parameters in [15]. PSO/ACO approach to knowledge
discovery was successfully applied in a
pharmacovigilance context in [16]. The approach showed
high accuracy to detect presence of previously undetected
causal relationships between therapeutics, patient
characteristics and adverse events.

Several additions to the standard GA intended to
enhance the ability for an evolutionary system to perform
rule discovery in data mining have been elaborated in
[17]. Another evolutionary method for quantitative
association rule mining is mainly motivated by (1)
partition of quantitative attribute is not easy for every
attribute and every user, (2) users, and even experts,
usually feel difficult to specify the minimum-support, (3)
the search space might be very large when we face
quantitative attributes, and (4) the rules returned might be
too many to deal with. The developed EARMGA
algorithm can mine high quality rules without the user
specifying minimum support or confidence threshold
levels [18].
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Large and dense databases with a huge amount of
attributes can be mined through the combination of
conventional GNP based mining method and a specially
designed genetic algorithm (GA). The strategy consists of
the division of a large and dense database into many
small databases. These small databases are considered as
individuals and form a population. Then the conventional
GNP based mining method is applied to extract
association rules for each of these individuals. Finally,
the population is evolved through several generations
using GA with special genetic operators. The results
show that this method allows extracting association rules
from large and dense databases directly and more
efficiently than the conventional GNP method [19].

One of the major problems in pattern mining is the
explosion of the number of results. The problem can be
solved by using the Minimum Description Length
principle (MDL): the best set of patterns is that set that
compresses the database best. Using the Krimp algorithm
for frequent itemset mining and classification, a dramatic
reduction in the number of returned frequent item sets is
obtained. These selections, called code tables, are of high
quality. This is shown with compression ratios, swap-
randomization, and the accuracies of the code table-based
Krimp classifier, all obtained on a wide range of datasets.
The algorithm shows high stability w.r.t. different
candidate sets and it is parameter-free. There are many
data mining tasks for which it can be used eg: frequent
itemset mining while preserving privacy [20].

A data mining tool (DIFACONN-miner) was used for
generating accurate classification rules for classifying
causes of defects [21]. DIFACONNminer uses
differential evolution (DE) algorithm for training ANNs
and touring ant colony optimization (TACO) algorithm
for generating classification rules. Fitness of ANN
structure is evaluated according to a multiple objective
function which consists of three performance measures
namely error of ANN, number of rules and training
accuracy. It was proven that DIFACONN-miner is able to
produce accurate and effective classification rules.

A new evolutionary image classification algorithm
namely Simplified Swarm Optimization (SSO) has been
proposed recently. Image classification has faced a
problem where the number of possible different
combination of variables is very high. The performance
of SSO, Particle Swarm Optimization (PSO) and Support
Vector Machine (SVM) has been compared and
analyzed. Unlike PSO, SSO does not need to use the
velocity parameter and inertia weight; it uses only one
random number and three predefined parameters to
update each of the particle’s position. SSO provides
better classification accuracy than PSO and SVM. It has a
potential to achieve higher classification result with
smaller number of particles. Furthermore, PSO needs to
allocate more memory than SSO for each particle to
achieve better performance [22].

Four techniques based on swarm intelligence were
studied and implemented in [23] and they provided
accuracy comparable to other non SI based mining

approaches. Shuffled frog leaping with new quality
function showed very good results.

ABCMiner, an algorithm to mine rules using concepts
from Artificial Bees Colony, was suggested in [24]. It
showed good results in terms of accuracy for
classification task. The new ABC data mining algorithm
suggested new approaches in the following aspects: rule
format, fitness value function, local search strategy and
prediction strategy. This paper has presented an extension
to Ant-Miner, named cAnt-Miner, which copes with
continuous attributes during the rule construction process.
By having the ability to create discrete intervals for
continuous attributes “on-the-fly”, cAnt-Miner does not
require a discretization method in a preprocessing step
[25].

A new strategy to discover a list of classification rules,
which guides the search performed by the ACO algorithm
using the quality of a candidate list of rules, instead of a
single rule, has been proposed in [26]. The pheromone
matrix used by the ACO algorithm is extended to include
a tour identification that indirectly encodes the sequence
in which the rules should be created, allowing a more
effective search for the best list of rules.

2.2 Gaps in Literature
a) Dirty Data:

Data in the real world is inherently dirty containing
duplicate tuples, missing values, etc. The system
needs to be designed to automatically deal with dirty
data and avoid returning rules involving missing
information.

b) Support for different data types:
No single efficient scheme that works on all textual
data types has been reported in literature. The
algorithm should be such that it directly supports
binary, nominal, categorical and continuous
attributes.

c) High dimensionality small datasets:
The medical datasets are usually of high
dimensionality and typically contain a few thousand
records. As the search space becomes larger, the
computational feasibility should not get lost. This
suggests an evolutionary kind of approach.

d) Interestingness framework:
Support and confidence framework by itself is not
enough to prune out uninteresting rules as medical
data needs to find rules with low values of support.
The requirement is to reduce the number of false
positives. This will require some modification of the
fitness function defined in terms of support and
confidence.

e) Trivial patterns:
Certain combinations of attributes may be trivial and
should be grouped or eliminated based on previous
knowledge of the domain.

f) Explanatory model:
The discovered knowledge should not be a black box
which makes predictions without explaining them.
The user may not trust such a system.

g) Predictive accuracy:
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Last but not the least, no single approach reported in
literature consistently outperformed the other in
terms of accuracy, though swarm based approaches
gave good results. Results were highly dependent on
the datasets. A hybrid approach might help in this
regard.

3 Proposed Method: HybridMiner
Hybrid algorithms which combine concepts from ACO

and PSO can deal with all types of attributes. In a pilot
study conducted in [23], these methods have shown
reasonably good accuracies in the range of 91-94% while
maintaining the comprehensibility of the rules as
measured using size of rule and rule sets. To tailor the
system to medical domain, a new fitness function can be
embedded into the process. The major advantage of using
evolution in the discovery of prediction rules is that they
perform a global search based on a greedy approach.
The proposed algorithm based on ACO/PSO uses a
sequential covering approach to discover one
classification rule at a time.

AlgoCover is :
RSglobal = {}
RSlocal = {}
FOR EACH class C
TS = {All training examples in dataset}
WHILE (Number of uncovered training examples
belonging to class C >MaxUncovExampPerClass)
Run the AlgoCore to discover best nominal rule
predicting class C called Rule
Run the modified PSO algorithm to add continuous terms
to Rule, and return the best discovered rule BestRule
Prune BestRule
RSlocal = RSlocal ∪  BestRule
TS = TS −{training examples covered by discovered
rule}
ENDWHILE
END FOR
Prune RSlocal
Order rules in RSlocal by descending Quality
If Quality(RSlocal)>Quality(RSglobal)
then
RSglobal=RSlocal

Nominal attributes are handled by the AlgoCore:
Initialise population
REPEAT for MaxInterations
FOR every particle x
Set Rule Rx = “IF {null} THEN C”
FOR every dimension d in x
Use roulette selection to choose whether state should be
set to off or on. If it is on then the corresponding
attribute-value pair set in the initialization will be added
to Rx; otherwise nothing will be added.
LOOP
Calculate Quality Qx of Rx
P = x’s past best state
Qp = P’s quality
IF Qx>Qp

Qp = Qx
P = x
END IF
LOOP
FOR every particle x
P = x’s past best state
N = the best state ever held by a neighbor of x according
to N’s quality QN
FOR every dimension d in x
IF Pd = Nd THEN pheromone entry corresponding to the
value of Nd in the current xd is increased by Qp
ELSE IF Pd = off AND seeding term for xd ≠ Nd THEN
pheromone entry for the off state in xd is increased by Qp
ELSE
pheromone entry corresponding to the value of Nd in the
current xd is increased by Qp
END IF
Normalize pheromone entries
LOOP
LOOP
LOOP
RETURN best rule discovered
The rule discovery, fitness evaluation and pruning of
individual terms is the same as for ACO/PSO with PF
[23].

We suggest a modified PSO to handle the continuous
attributes. Diversity is introduced by selecting the
exemplar particles from a prespecified region or
neighbourhood rather than randomly. All other particles’
past best information is used to update a particle’s
velocity. The velocity updating is done according to a
vector from the particle’s region only. But the regions are
reconstructed at fixed prespecified points of time in the
execution of the algorithm. This provides a good mix
between the exploration and exploitation properties of the
algorithm.

The particle learns simultaneously from its own best
known position as well as the global best. We update
only one dimension and not all the dimensions of all the
velocities of the particles at the same time. We construct
a vector for each particle which indicates which other
particle’s personal best should this particle learn from.
Fi=|fi1, fi2,..fid|.

If the fitness of a particle does not increase for a fixed
number of iterations(parameter iter) then a random
number between 0 and 1 is chosen. If this number is
greater than Pc, then fid=i. If it is less than Pc, then the
particle i learns from some other particle’s personal best
in the same region as given by vector Fi. Pc is  parameter
that controls how frequently learning occurs.
Any connected topology can be used to define regions.
The length of region controls number of particles in it.
The vector to be optimized consists of two dimensions
per continuous attribute, one for an upper bound and one
for a lower bound. At every particle evaluation, the
vector is converted to a set of terms and added to Rule
produced by the algorithm for fitness evaluation. If two
bounds cross over, both terms are omitted from decoded
rule, but Personal Best position is still updated in those
dimensions using (1)
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vid = χ (vid + c1φ1(Pid
fid -xid) + c2φ2(Pgd -xid)))

xid=xid+ vid (1)

where vid is the dimension velocity, xid is the particle
position, Pid

fid denotes the corresponding dimension d of
the ith particle’s own pbest or the exemplar’s pbest, Pgd
is the best position in the neighborhood, χ is constriction
coefficient, φ1 and φ2 are random weights, c1 and c2 are
constants.

A particle operates within its own region. Each
particle’s initial position is set to a uniformly distributed
position between the value of a randomly chosen seed
(from within same region) example’s continuous attribute
and that value added to the range for that attribute (for
upper bound) and at a uniformly distributed position
between an example’s value and an example’s value
minus the range for that attribute (for lower bound).

Quality, Q is defined using Precision as given by:

Laplace-corrected Precision = (1+TP)/(1+TP+FP)
If TP<MinTP, Q=Laplace-Corrected Precision*0.1,
ELSE Q=Laplace-Corrected Precision (2)
whereMinTP is the least number of correctly covered
examples that a rule has to cover [23].

The second modification is to evaluate the quality of
not just the individual rules in rule set, but also evaluate
the complete rule set for quality. This is done using
function:

Quality(RS) =
1- (∑r=1

N (TPn + FPn).UCF(FPn,TPn + FPn))/S (3)

where TPn, FPn are the number of true positives and
false positives of  nth rule, S is number of training
examples and UCF is the error rate[26].

4 Experimental Setup
4.1 Database

We have used the Indian Liver Patient Dataset [27] to
check the performance of our algorithm. This data set
contains 10 variables that are as follows: age of the
patient, gender of the patient, Total Bilirubin, Direct
Bilirubin, Alkaline Phosphotase, Alamine
Aminotransferase, Aspartate Aminotransferase, Total
Protiens, Albumin and Albumin and Globulin Ratio. The
task is to infer whether a patient has liver disease or not
and to use rule based methodology for this classification.

4.2 Parameter Settings
Similar parameter settings have been used as in hybrid

ACO/PSO with PF[23]. For ACO, the following
parameter values were taken: Number of Ants=500,
Minimum number of records per rule=15, maximum
number of uncovered records=20(usually 10% of total
records of class) and number of rules to test ant
convergence=20. For PSO, number of particles=20 and

number of iterations=50. ACO pruning was used if rule
has less than 20 terms. The value for minimum number of
true positives=15, constriction factor χ=0.729, social and
personal learning coefficients, c1=c2=2.05. Maximum
number of uncovered examples per class was set to 20.
We assume a ring topology where the length of region is
taken as 5. The number of iterations for regrouping is set
to 7. The learning probability Pc is varied from 0 to 0.5.
Iter parameter is set to 15.

5 Results and Analysis
A comparison of our proposed HybridMiner

algorithm has been done with well known algorithms:
c4.5, PART, ACO/PSO with PF and cAnt-Miner. The
first criterion used to analyze the performance of the
various implemented techniques is predictive accuracy,
defined in terms of cross validation accuracy rate, which
in turn equals quotient between number of test cases
correctly classified and the total number of test cases. A
k-fold cross validation was used with value of k=10. This
is a standard technique used to evaluate accuracy of data
mining techniques. The other two criteria for
performance evaluation are the average number of rules
in a rule set and the average number of attribute value
combinations or conditions per rule. Rules that are
shorter in length are more effective since they are easy to
comprehend. Also the length of the entire rule set should
be less in order for the rules to be usable.

Table I summarizes the results obtained by the c4.5,
PART, ACO/PSO with PF, cAnt-Miner and
HybridMiner.

TABLE I.  COMPARISON BETWEEN c4.5, PART,
ACO/PSO WITH PF, cAntMiner, HybridMiner

Algorithm Accuracy No. of
terms in a
rule

No. of rules
in ruleset

C4.5 94.13 4.86 16.20
PART 93.84 4.72 15.83
ACO/PSO
with PF

96.21 4.69 18.52

cAntMiner 95.13 3.24 8.32
HybridMiner 96.42 2.12 6.86

Results indicate that our proposed algorithm provides
improvement in accuracy and also reduces the average
rule length and rules set size. This is because each
individual rule is pruned based on a quality measure in
every iteration. Additionally an individual rule is added
to the rule set only if it results in an increased quality of
the rule set.

6 Conclusion and Future Scope
This paper proposed an algorithm for mining association
rules and using them for classification of liver patients as
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fit or unfit. It modified the ACO/PSO algorithm in two
major ways. Firstly, better results can be obtained by
improvements in the traditional PSO which allow
learning of particle in a region of the search space i.e.
exploitation,  and then reformation of regions to allow for
exploration. The search can be better guided this way.
Secondly, the quality of the entire set of rules as well as
each individual rule in rule set is evaluated. This should
contribute to the accuracy of the entire rule list and be
able to handle effect of rule interactions within the same
list. Proposed algorithm: HybridMiner performs best in
terms of simplicity and accuracy over liver dataset. One
possible further research direction is to explore the effect
of region formation and learning probability parameters
on the performance of the algorithm. Also different
topologies for the regions may be required for good
performance over other datasets.
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Abstract— Evolutionary optimization algorithms have been
used to solve multiple objective problems. However, most of
these methods have focused on search a sufficient Pareto
front, and no efforts are made to explore the diverse Pareto
optimal solutions corresponding to a Pareto front. Note that
in semi-obnoxious facility location problems, diversifying
Pareto optimal solutions is important. The paper therefore
suggests an improved multi-objective particle swarm op-
timization algorithm (MOPSO) to find diversified Pareto
optimal solutions in the parameter space for semi-obnoxious
facility location problems while achieving a similar Pareto
front in the objective space. The improvement of MOPSO
is obtained by introducing a new mechanism based on
distances among Pareto optimal solutions. Three semi-
obnoxious facility location problems from the literature are
used to evaluate the performance of the improved MOPSO.
The results indicate that the approach is promising, being
able to expand the diversity of non-dominated/Pareto Opti-
mal solutions while acquiring a similar Pareto front.

Keywords: Pareto front, Multi-objective particle swarm opti-
mization, semi-obnoxious facility location, non-dominated optimal
solutions.

1. Introduction
The semi-obnoxious facility problems aim to determine

an optimal location for a new facility within a bounded
region [1]. The optimal facility location needs to minimize
undesirable effects produced by the new facility itself, and
at the same time minimize total transportation costs to
other demanded sites [1]–[3]. It is clear that semi-obnoxious
facility problems are bi (multi)-objective optimization prob-
lems. Traditionally, mathematical programming techniques
are used to solve multi-objective optimization problems
(MOPs). These techniques, however, are sensitive to the
shape of Pareto front. When a Pareto front is concave or
disconnected, they may not work well. However, a typical
semi-obnoxious facility problem usually has two objective
functions with several constraints, and usually it is not
concave, which brings more challenges to search an optimal
solution.

To solve any MOPs like the semi-desirable facility loca-
tion problem, A theoretically ideal solution is to find the
entire Pareto optimal solution set that are non-dominated
with each other. However, it is impossible to identify all
theoretically existing Pareto optimal solutions, since the
number of Pareto optimal solutions is infinite in real-life
multi-objective problems. Hence, current practical methods
normally focused on generating a sufficient Pareto front that
is uniformly distributed over the true Pareto front [4], [5]. For
a given computational limit, no much effort has been made
to expand the spectrum of the corresponding Pareto optimal
solutions. However, the diversity of the Pareto optimal solu-
tion is equally important in some decision-making problems,
especially in semi-desirable facility location problems, since
diverse Pareto optimal solutions can bring more choices of
facility location to decision makers in order to enhance the
robustness of their decision.

In this paper, under the condition of gaining the same
Pareto front in the objective space, we improved the current
Multi-Objective Particle Swarm Optimization (MOPSO) by
extending the diversity of the corresponding Pareto optimal
solutions in the parameter space. To achieve this goal,
instead of randomly deleting a non-dominated solution in
the most crowded cube when the external archive was full,
we incorporated a new mechanism to compute the physical
distance between optimal solutions in parameter space and
maintained those that are mostly away from the crowding
populations. We compared our new algorithm with the
original MOPSO on a suit of semi-desirable facility location
problems, and the result showed that the new mechanism is
capable of expanding the diversity of the solutions in the
parameter space and meanwhile maintaining a similar Pareto
front in the objective space.

The remainder of the paper is organized as follows.
In the second section, evolutionary algorithms for multi-
objective optimization are introduced. In the third section,
the improvement of algorithm is provided. In the fourth
section, the computational experiments from three cases are
presented. Finally, some remarks along with future research
directions are given to conclude the paper.
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2. Evolutionary Multi-objective Opti-
mization
2.1 Foundation of Multi-objective Optimiza-
tion Problems

Multi-objective optimization involves the process of si-
multaneously optimizing two or more conflicting objectives
subject to certain constraints. Considering the following
typical multi-objective problem which aims to optimize n
objectives:

minimizef(x) = {f1(x), f2(x), ...fn(x)}
subject to gi(x) ≥ 0 i = 1, 2, ...n

where x = (x1, x2, ...xm) ∈ R
(1)

Where x is an m dimensional vector, xi(i =
1, ...,m,m >= 1) is in the parameter/solution space R.
f(x) is the objective vector and it is composed of n
different objective functions fi(i = 1, ..., n). These objective
functions could be either linear or non-linear functions. gi(x)
is the constraint for the corresponding objective functions.
In many real-life problems, objectives under consideration
may compromise with each other. Thus it is hard to find
a "perfect" solution to minimize all objectives. Thus, to
solve such multiple objective problems, a feasible solution
would be the best balance among these objectives, which
satisfies all the objectives at certain level and is not dom-
inated by any other solutions at the same time [6]. This
kind of solution is considered as a Pareto optimal solution.
The corresponding objective function values are called the
Pareto front [7]. (MOPSO) [4], [5].Currently, many different
algorithms have been proposed to deal with MOPs, such as
the Non-dominated Sorting Genetic Algorithm II (NSGA-
II) [8], Strength Pareto Evolutionary Algorithm (SPEA) [9]
and Multi-Objective Particle Swarm Optimization(MOPSO).

2.2 Evolutionary Multi-objective Optimization
Particle Swarm Optimization (PSO) is a stochastic op-

timization technique developed by Dr. Eberhart and Dr.
Kennedy in 1995 and is inspired by social behavior of bird
flocking or fish schooling [10]–[13]. It has been used to solve
many different nonlinear and multi-modal problems. Al-
though PSO is originally designed to solve single objective
problems, it has been widely extended to deal with multi-
objective optimization problems due to its relative simplicity
and population-based techniques [14]–[17]. Multi-objective
Particle Swarm Optimization (MOPSO) is one of the most
popular algorithms that is based on PSO and has been
proved highly competitive compared with other evolutionary
multi-objective optimizat ion techniques [4]. For any single
objective problem, it is obvious to identify the pbest and
gbest because there is only one objective to be evaluated.
However, for any multiple objective problem, which has
more than one objective to be optimized, a new approach

needs to be defined to compare alternative solutions against
each other. Thus, the major modifications for the MOPSO
are the selection process of pbest and gbest to guide all
particles in the right direction.

Currently, the MOPSO algorithm uses Pareto preference
to select pbest and gbest. To be more detail, a solution in
multi-objective problem is referred to as a non-dominant
or Pareto optimal solution. This Pareto optimal solution
is not dominated by any other solution in the parameter
space and it has better or at least no worse performances
in all objectives. Hence, a Pareto optimal solution means
the improvement of one objective could only be achieved
at the expense of worsening at least another objective. The
corresponding objective function values regarding to such
Pareto optimal solutions are called Pareto front. Therefore,
to solve any multi-objective problem, we not only search
for a single solution but rather a set of solutions or non-
dominated archives.

With the original MOPSO algorithm, each particle needs
to keep tracking the best solution it has found so far, which
acts as a pbest. At the same time, an external memory or
repository is generated to store the non-dominant solutions
identified by all the particles. On every flight cycle, each
particle independently selects a non-dominant solution from
the repository as its current gbest to guide its next direction.
At the end of the computation, the non-dominant solutions
or Pareto front stored in the repository are considered as
the final solutions. Thus, it is significant to store the most
informative or important non-dominant solutions into the
repository. Since the size of the repository is limited, when
some new non-dominant solutions are generated after one
flight cycle but the repository is full, the less informative
non-dominant solutions need to be eliminated in order to ac-
commodate the more informative new solutions. To achieve
this goal, the MOPSO uses a geographically based method. It
divides the current Pareto front space into cubes and gives
preference to eliminate those solutions that are located in
more populated cubes. After the MOPSO has identified the
cube with the most crowded particles based on the Pareto
front values, it randomly evicts one non-dominant solution
from the specific cube. As a result, the MOPSO is able
to keep the diversity of the Pareto front by eliminating the
Parteo front’s "redundant" solutions.

2.3 An Improved Evolutionary Multi-objective
Optimization Algorithm

However, MOPSO only focuses on the diversity of the
Pareto front without considering the corresponding diversity
of the Pareto optimal solutions. In real world, the diversity
of Pareto optimal solutions is also or even more important.
For example, for any multi-objective problem, under the
condition of obtaining the similar objectives (the similar
Pareto front), it will be more meaningful for any multi-
objective problem if more diverse options (more Pareto
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Fig. 1: Geographically-based Pareto Front Distribution

Fig. 2: Corresponding Non-dominated Solution in the Pa-
rameter Space

optimal solutions) can be located. Suppose Figure 1 indicates
the current non-dominant Pareto front in the repository. In
this figure, the whole objective solution space is divided into
8×8 cubes based on the Pareto front value. In case one more
informative non-dominant solution needs to be inserted in
but the current repository is full, the MOPSO will first select
one of the most populated cubes, which are cube 2,3 5 and
7 since they all contain the same number of non-dominant
Pareto front solutions. Let’s assume the MOPSO select cube
3. Based on Pareto front values, those 5 solutions within
cube 3 have no much difference since they are locating in
the same small cube and very close to each other. As a
result, by randomly selecting one solution to eliminate, the
MOPSO can still keep the diversity of Pareto front. However,
the corresponding Pareto optimal solutions may not be close
to each other even if their objective values are almost same.

Suppose Figure 2 indicates the corresponding Pareto op-

timal solutions regarding to the Pareto front solution in
cube 3. Apparently, one of the Pareto optimal solutions
(solution 5) is very far away from the others. To achieve one
similar specific objective value, it means that this specific
Pareto optimal solution can give the decision maker a very
different option compared with other solutions in the same
cube. Therefore, solution 5 is a more informative non-
dominant solution compared with other solutions. (a) Divide
the current Pareto front space into tiny cubes based on the
geographical representation of the objective values.

(b) Measure the number of non-dominant Pareto front
solutions in each cube and randomly select the most crowded
cube (with the most population in it).

(c) For the given cube, the corresponding Pareto optimal
solutions are plotted based on the parameter/solution space.

(e) For any one non-dominant solution in the cube,
the physical distances between this solution and the other
solutions are measured.

(f) Finally identify the non-dominant optimal solution that
has the minimal distance from the others. And this solution
will be considered as a redundant solution both in Pareto
front space and Pareto optimal solution space. It will be
eliminated in order to accommodate other more informative
solution.

3. Semi-desirable Location Problem
The semi-obnoxious facility problem is a popular realistic

problem. It intends to identify an ideal new facility location
that can minimize the undesirable effects produced by the
new facility itself as well as minimize the total transportation
costs to other demanded points [1]–[3]. For this semi-
obnoxious facility problem, it is extremely necessary to
generate as diverse Pareto optimal solutions in the parameter
space as possible regarding to a similar Pareto front. A
semi-obnoxious facility problem can be modeled as a bi-
objective optimization problem. which are modeled as the
following [18]:

(a) Objective 1: Minimization of transportation costs

Minimize F1(x) =
n∑

i=1

wi1d(x, ai) (2)

Where i is the index for the fixed points i = 1, 2...n.
wi1 is the unit weight associated with transportation costs
to the fixed points ai. And d(x, ai) is the Euclidean distance
between the facility location x to the fixed point ai.

(b) Objective 2: Minimization of undesirable effects
From the literature [18], three models have been proposed

to represent this problem.
• The first model has the following form:

Minimize F2(x) =
n∑

i=1

wi2[d(x, ai)]
−1 (3)
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Table 1: Parameters For All Test Problems

i 1 2 3 4 5 6 7
Test 1 and 2 ai (5,20) (18,8) (22,16) (14,17) (7,2) (5,15) (12,4)

w1 5 7 2 3 6 1 5
w2 1 1 1 1 1 1 1

Test 3 ai (4,4) (8,7) (11,10) (13,4)
w1 2 4 3 2
w2 1 1 1 1

Table 2: Extra Data for Test Problem 2

Parameters Value
M 200
m 1
d1 10
d2 30

As the definition for objective 1, i is the index of
fixed points ai. wi2 is the unit weight regarding to the
undesirable effects to fix point ai.

• The second model uses the following criterion to calcu-
late the obnoxious effects (1) the undesirable effects of
the facility do not decrease much upon a small increase
in the distance when the facility is very close to one
certain fixed point; (2) the undesirable effects of the
facility do not increase much upon a small decrease in
the distance when the facility is far from a population
center; (3) the undesirable effects are constant within a
certain distance. It is defined as the following:

F2(x) =
n∑

i=1


M if d(x, ai) ≤ d1
M −m(d(x, ai)) if d1 < d(x, ai) < d2

0 if d2 ≤ d(x, ai)
(4)

Like before, i is the index of fixed points i = 1, 2...n
and d(x, ai) is the distance between the fixed point ai
to the facility location point x. M and m are assigned to
different values depending on different facility location
problems. Similarly, d1 and d2 also can be set to
different thresholds with respect to the specifics of the
real-life problem.

• The third model applies a maximum function to mini-
mize the undesirable effects of the fixed points, which
can be represented as follows:

Maximize F2(x) = min
1≤i≤n

(wi2d(X, ai)) (5)

4. Computational Experiments
In the paper, the original MOPSO and the improved

MOPSO algorithm are applied independently to solve the
facility location models using three test problems from the
literature. These three test problems are all bi-objective op-
timization problems, in which the first objective function are
all based on the Objective 1’s model showed on equation 2.
Test problem 1, 2 are adopted from [19] directly, where the
second objective function in test problem 1 is based on the
equation 3 and test problem 2’s second objective function

model is based on the equation 4. Test problem 3 utilizes a
weighted minimum function to minimize the transportation
costs and a maximum function to model the obnoxious
effects of the facility over the fixed points which is adopted
directly from [2], its second objective function relies on the
model showed on the equation 5. All the parameters and
the distance metrics used for these test problems are set
exactly same as in their corresponding references. Table 1
shows the parameters for these 3 test problems. The extra
parameters used by test problem 2 are set as in Table 2. In
the experiments, both MOPSO and improved MOPSO algo-
rithms use 100 particles, a repository size of 100 particles
and a mutation rate of 0.1. Meanwhile, we divide the Pareto
front space into 30 × 30 cubes and select the global best
from the top 10% sorted repository. For both algorithms,
we randomly generate the initial population to restrict the
influence of random effects and repeat thirty times for each
test problem. Our experimental results indicate that each
individual experiment produced very similar result. Thus,
we randomly select one experiment to plot the result.

Since the objective of this paper is to improve the orig-
inal MOPSO by extending the diversity of Pareto Optimal
solutions with the guarantee of obtaining the similar Pareto
front, we plot both Pareto front and Pareto optimal solution
to do the comparison for each test problem.

Figure 3, Figure 4 and Figure 5 show the experimental
results for test problem 1,2 and 3, respectively. In all figures,
the line marked with △ indicated the results obtained from
the original MOPSO and the one marked with • represented
the results generated by our improved MOPSO algorithm
(iMOPSO). For each test problems, the sub-figure displayed
on the left means the Pareto front value in the objective space
and the right sub-figure shows the corresponding Pareto
Optimal solutions in the parameter space. As shown in these
figures, only test 2 has discontinuities in the Pareto front
which is due to the three-piecewise structure of the second
objective model/function. As expected based on the Pareto
front sub-figures, both MOPSO and iMOPSO are able to ob-
tain a very similar Pareto front set that distributed uniformly
over their true Pareto front for all three test problems. This
is because iMOPSO uses the same method to select the top
10% non-dominant solutions from the repository as gbest
for each particle to guide its flight. Therefore, we concluded
that the iMOPSO algorithm is as effective as the original
MOPSO regarding of finding the Pareto front as well as
keeping the diversity of Pareto front.

Regarding to the corresponding Pareto optimal solutions
in their parameter spaces, we found that iMOPSO can
always cover the Parteo optimal solutions that identified
by MOPSO for all test problems. In addition to that, we
can see from the Figure 3 that iMOPSO find much more
diversified Pareto optimal solutions especially in the area
when x locate in −50 < x < 0. Most Pareto optimal
solution identified by MOPSO is crowded in some certain
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(a) Pareto Front (b) Pareto Optimal Solution

Fig. 3: Test Problem 1

(a) Pareto Front (b) Pareto Optimal Solution
Fig. 4: Test Problem 2

places because MOPSO only depends on Pareto front value
to update its repository. Similarly, the Figure 4 confirms that
the iMOPSO is able to explore a wider solution space and
obtain a more distributed population along the Pareto optimal
solution than the MOPSO. However, for test problem 3
indicated in Figure 5, both algorithms have obtained a very
similar Pareto optimal solutions.

5. Conclusions
In this paper, we propose an improved Multi-objective

Particle Swarm Optimization method based on the origi-
nal MOPSO algorithm. To verify the effectiveness of our
method, we apply the improved algorithm to solve the semi-
desirable facility location problem model by using three
different test cases from literature. We compare extensively

the performance against the original MOPSO and the exper-
imental results demonstrate that our new algorithm outper-
forms MOPSO by being able to explore more Pareto optimal
solutions and find more diverse Pareto optimal solutions in
the parameter space corresponding to the similar Pareto front
in the objective space.
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Abstract - Economic dispatch (ED) is the generation 

allocation problem subjected to various constraints. Actual 

behaviour of thermal generators is nonconvex but cost 

characteristics are approximated to convex ones for 

analysis. So the results obtained through optimization 

techniques are inaccurate. Convex ED is solved using 

mathematical approaches however dynamic programming 

has been used to solve nonconvex ED but it suffers from 

curse of dimensionality. Nonconvex ED problem is generally 

solved by using AI tools and hybrid approaches. Virtual 

Bees (VB) algorithm has been used for the solution of 

complex optimization problems. This paper presents a New 

Sequential VB-VB algorithm to solve convex as well 

nonconvex ED problem. Standard IEEE test systems have 

been tested with convex and nonconvex ED problems for the 

validation of this approach. Numerical results obtained 

indicate the validity of proposed algorithm in comparison 

with other state of the art techniques. 

 

Keywords: Virtual Bees Algorithm, Economic Dispatch, 

Nonconvex Cost Function, Local Search, Global Solution, 

Valve–Point Effect. 

 

1 Introduction 
Economic dispatch (ED) problem is considered essential and 

a critical step in power system operation. If the supply of the 

load is total and in a most economic way, in addition to 

being exposed to the inequality and equality constraints, then 

it is the generation allocation problem and is defined as the 

process of calculating the generation of the generating units 

[2]. In power system operation, generators are represented 

by input–output curves. The precise economic dispatch 

depends mainly upon the correct representation of these 

characteristic curves. The characteristics for input–output are 

physically nonlinear and nonconvex due to valve-point 

effect, multiple fuels and operational constraints such as 

prohibited operating zones. Economic dispatch problem is 

generally classified as convex and nonconvex. In convex 

economic dispatch input–output characteristics are taken as 

piecewise linear and of monotonically increasing nature and 

the optimization algorithms based on mathematical 

programming e.g. λ iteration, base point participation 

method, as well as Gradient and Newton’s methods [3] are 

used. The nonconvex ED problem represents the absolute, 

pragmatic behaviour of generating units having non-smooth 

(discontinuous, non-differentiable and nonlinear) 

characteristic. This kind of problem requires a swift, precise 

and robust solution methodology. 

 

A large number of optimization techniques are presented in 

the literature for the solution of power ED [4] problem. 

Dynamic programming has been used but it has 

dimensionality problem [5]. Generally, learning based 

heuristic search methods are employed as tools for the 

solution of composite optimization problems because of 

their ability to overcome the weaknesses of the established 

optimization methods [18]. The virtual Bees algorithm 

(VBA) is a potential heuristic tool for ED problems [6-7]. 

Bees algorithm is a population based optimization technique 

which is being inspired by the foraging behaviour of honey 

bees. This algorithm has the ability to reach the global 

minimum search space in a short time, but then takes longer 

time to converge due to randomness. One of the major 

limitations of this technique is that the bees can’t learn from 

errors and leading to repeatedly foraging a wrong space [15-

17]. Proposed new approach is one of the methodologies to 

get around this problem. This approach based on sequential 

combination of VB Algorithm with itself and has been used 

to solve convex and nonconvex problem. Organization of 

this paper is as follows. Section 2 presents the economic 

dispatch problem formulation for both convex and non 

convex problems. Section 3 covers the VBA based economic 

dispatch and proposed new Sequential VB-VB approach. 

Section 4 presents the results obtained and finally section 5 

gives the concluding remarks. 

 

2 ED Problem Formulations 

2.1 Convex Economic Dispatch Problem 

Convex ED is actually the approximation of generators 

input/output characteristics. 
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2.2 Non-Convex ED Problem 

Present day large power generating units using multi-valves 

steam turbines show a noticeable variation in the input– 

output characteristic functions, thus non-convexity appears 

in the characteristic curves. The major nonconvex ED 

problems [8] are ED with piecewise quadratic cost function 

(EDPQ) and ED with prohibited operating zones (EDPO). 

The former is nonconvex due to valve-point effect and 

multiple fuel mix. In general, the valve-point show ripples 

[9] when every steam valve begins to open. The ED cost 

objective function considering the valve-point effects, is 

generally described as superposition of sinusoidal function 

and quadratic function mathematically, this non- smooth 

curve is represented as [10]: 

 

 

 

 

 

 

 

 

3 Economic Dispatch Using VB 

  Algorithm 

3.1 Honey Bees Foraging 

Honey bees foraging behaviour is one of the best examples 

of large number of different social insects behavioural 

pattern to perform a variety of complex tasks. This practice 

is highly organized [19]. Virtual bees algorithm was 

proposed by Karaboga that simulates the foraging behaviour 

of honey bees. Virtual bees colony consists of three groups 

of bees which are employed bees, onlooker bees and scout 

bees. Onlooker bees and scout bees are also called the 

unemployed bees.  Half of the total number of bees is called 

the employed bees and other half is called the onlooker bees. 

Employed bees whose food source is pooped become scout 

bees [18]. 

Employed bees find the food source and on returning to hive 

perform a typical dance called the waggle dance to 

communicate the information about the location and 

potential of food source to the other bees (onlooker bees). 

Onlooker bees follow the information passed by employed 

bees and travel to get the food. The number of onlooker bees 

at a specified food source depends on the quantity of food. 

This process is repeated until the all food is collected [15]. 

 

3.2 VB Algorithm Parameters for Economic 

  Dispatch 

The elements of the VB Algorithm are stated briefly as 

follows: 

Position 
It is an individual solution called virtual bee represented by a 

k-dimensional real-valued vector, where k is the number of 

optimized parameters. For any generated power 

combination, the ith bee can be described as: 

1 2 3, , ,........ k

i i i i iS P P P P   
 

Where 
j

iP is the value of j
th

 generator output in k no. of 

generators search space. 

 

No of Virtual Bees (n) 

It is the size of virtual bees population which is the function 

of generated power vector P i.e.,  

       1 2, ,......... nS P S P S P S P   
 

Where  iS P  is the position vector of i
th

 virtual bee among n 

virtual bees 

Time Steps 

It is the number of iterations for which the objective function 

is to be optimized or the objective function reaches its 

optimized value which is the stopping criteria. 

 

Randomness Amplitude of Bees (α)  
It is the constant value specified for the randomness in order 

to avoid the convergence at local minima used in population 

updating i.e.  

 5.0)(  iRandSrand
 

Speed of Convergence (β) 
It is also a constant value specified for the fast convergence 

towards the best position among all virtual bees of the 

population. 

 

Best Position 
It is the position of virtual bee for which the objective 

function value is minimum among all others virtual bees of 

the population. 

Initial location of the patches is defined as  
 ijP1T  

Where 

i: the generation unit 

j: the bee 

i  minRandom value Rangeij iP P    

Range is defines as  

minmaxiRange ii PP   

Initially random value is generated and range is defined 

using initial value of generation for ith unit is generated. 

Each bee gives generation value for each generator. 

Initial value generated for each unit is compared with the 

upper and lower limits. If the initial value generated is 

exceeding the upper limit of generation unit, then it is fixed 

to its maximum limit value and on other hand for value 

below the lower limit is fixed to lower limit. Values are 

stored in the array as: 
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P23 is value generated for unit No. 2 by the 3

rd
 bee. The 

matrix is transposed and stored 

The value given in above equation is generated by the scout 

bees. This data is given to objective function and cost for 

each unit for each bee is calculated. Then total cost is 

calculated for all units for each bee.

 

Generation values used for total cost calculation is checked 

for load demand. It is required to generation values to meet 

the load demand. Constraint is checked by 

gid PP  Constraint  

Minimum value of constrain is selected and corresponding 

value of generation is stored. Here the scout bees has 

completed the initial patch evaluation and found most 

suitable solution. 

For moving bees, the initial best patch is available. The 

moving bees target the best solution and search in the 

neighbourhood of the solution using 
 

T1new = [T1old x (1-beta)] + 

[T1old x beta] + [alpha (random value – 0.5)] 

 

New set of generation values for each unit is generated. If 

the value exceeds the limits of unit, then it is fixed to 

boundary value. Objective function is calculated and 

constraint of load demand is implemented. For minimum 

constraint value the minimum cost is selected and best 

generation is stored. 

 

3.3 New Sequential VB-VB Optimization 

 Algorithm 

Despite of the strengths of virtual bees algorithm it has the 

drawback of not learning ability of artificial bees from errors 

and resulting into foraging the wrong space repeatedly. VBA 

is hybridized with itself by overcoming the weakness 

mentioned above. (Detail) 

In proposed algorithm one of the weaknesses of basic VBA 

is addressed and remedial measures are taken to overcome 

this drawback. Drawback of basic VBA is that it can’t learn 

from errors and consequently may forging a wrong space at 

each run of algorithm.  

Elite population selection method is used new algorithm to 

get better results. 

At first step, algorithm is called for specific number of runs 

and at each run a population with best fitness value is 

selected. These best fittest solutions are used for second step 

of algorithm. Best selection phase can be expressed 

mathematically as: 

                              

                              

Elite generations selected in previous phase are used for 

further optimization process. Employed bees phase is 

bypassed and on the basis of results obtained using elite 

population random selection is used in on-looker bees phase. 

Mathematically this phase can be represented as: 

                                           

 

Where n is the total no. of elite generations. 

Pseudo code for new approach is as follows: 

 

1. Initialization of parameters and population 

2. Fitness Evaluation 

3. Repeat initial VB phase until no. of runs 

3.1.1 Onlooker Bees Phase 

3.1.2 Scout Bees Phase 

3.1.3 Elite Selection 

4. Repeat Modified VB phase until no. of runs 

4.1.1 Random Selection from Elite Population 

4.1.2 Onlooker Bees Phase 

4.1.3 Scout Bees Phase 

5. Print Results 

6. Terminate Program 

 

 This pseudo code is represented using flow chart in Fig. 1 

 

 
Fig. 1: Flow Chart for New Sequential VB-VB Approach  

 

4 Case Studies and Test Results 

To validate the feasibility of new approach it has been 

applied on different convex as well as nonconvex systems 

and made comparison with different methods. This 

algorithm is implemented on MATLAB environment. 

Following parameter ranges are used for evolutionary 

model: 
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Table 1: Evolutionary Model for Case Studies 

Algorithm Parameter Symbol Range 

Population Size N 40 – 100  

Randomness Amplitude α 1 – 5  

Convergence Rate β 0.1 

Probability of Selection POS 0.5 

No. of Iterations Iter. 500 – 10000  

No. of Runs runs 30 

 

The test systems used in case studies are given in Table 2. 

Statistical results of different case studies are summarized 

from Table 3 to Table 8. In case study 1, 2, & 3 generating 

units are used with convex cost characteristics and load 

demands are 150 and 850 MW respectively. Case study 3 

describes the convex ED problem with 15 generating 

stations and load demand of 2630 MW. In case study 4, 20 

generating units with convex characteristics are taken. 

Results are shown in Table 5. Case study 5 is related to non-

convex ED with 3 generators and load demand of 210 MW. 

Similarly case study 6 and 7 are summarized in Table 7 and 

8 with nonconvex cost characteristics of 6 and 13 generating 

units and load demand of 283.4 and 1800 MW respectively. 

                  Table 2: Results of Case Study 1 

Description 

Virtual Bees 

Algorithm 

VB-VB Sequential 

Approach 

Max. 

Cost 
Min. Cost 

Max. 

Cost 
Min. Cost 

P1 64.3684 32.6366 58.5284 39.292 

P2 17.3168 49.0421 27.4907 41.561 

P3 68.3295 68.359 63.9417 69.137 

∑Pi (MW) 150.0147 150.0376 149.9607 149.99 

Cost ($/h) 1605.9196 1562.4588 1595.1842 1530.208 

Tolerance 0.014672 0.0376 0.039289 0.0099957 

Iterations 23 4 16 1 

Std. 

Deviation 
8.9534 47.5238 

Comparison 
Literature – Min. Seq. VB-VB  – Min. 

1574.143 [14] 1530.208 

Table 3: Results of Case Study 2 

Description 

Virtual Bees 

Algorithm 

Sequential VB-VB 

Approach 

Max. 

Cost 
Min. Cost 

Max. 

Cost 
Min. Cost 

P1 550.9283 385.81 461.1266 487.61 

P2 103.13 264.7555 212.4435 167.57 

P3 195.9295 199.4382 176.4386 194.83 

∑Pi (MW) 849.9877 850.0037 850.0087 850.0033 

Cost ($/h) 8342.6904 8085.4104 8835.3167 7951.5681 

Tolerance 0.012265 0.0037081 0.0087465 0.0033005 

Iterations 2902 1 514 01 

Std. 

Deviation 
68.9761 306.4675 

Comparison 
Literature – Min. Seq. VB-VB– Min. 

8125.734 [13] 7951.5681 

Table 4: Results of Case Study 3 

Description 
Virtual Bees Algorithm Seq. VB-VB Approach 

Max. Cost Min. Cost Max. Cost Min. Cost 

P1 453.2169 454.666 289.0821 451.1299 

P2 308.207 313.9854 309.9596 223.3429 

P3 123.6886 128.4887 114.3607 128.5608 

P4 127.8605 129.5871 125.0488 129.1468 

P5 276.7261 308.1445 344.8359 227.4632 

P6 272.288 234.0246 302.1475 321.9228 

P7 242.8115 275.539 285.3998 214.1664 

P8 162.1758 115.1478 253.6758 299.0171 

P9 160.9586 161.7624 142.7643 160.7859 

P10 157.6558 158.209 155.7469 158.4664 

P11 77.7445 78.6368 73.3211 66.9951 

P12 76.3151 79.4656 69.3541 77.78 

P13 83.1461 83.7589 72.2647 76.6119 

P14 53.8078 54.5998 47.8815 47.1779 

P15 53.3534 53.9838 44.1172 47.4326 

∑Pi (MW) 2629.9556 2629.9995 2629.96 2629.9995 

Cost ($/h) 32951.4235 30877.899 32993.5572 30602.863 

Tolerance 0.044421 0.00047381 0.040039 0.00046487 

Iterations 25 25 9828 01 

Std. Dev. 541.2254 642.5501 

Comparison 
Literature – Min. Seq. VB-VB  – Min. 

32716.87 [14] 30602.863 

Table 5: Results of Case Study 4 

Description VBA Seq. VB-VB Approach 

Max. Cost Min. Cost Max. Cost Min. Cost 

P1 160.5545 115.38 231.7882 197.5873 

P2 56.5737 83.819 67.8867 67.7121 

P3 178.6741 107.04 110.1198 0.9591 

P4 128.8883 113.45 164.011 88.5922 

P5 148.7699 107.96 156.2681 136.2317 

P6 95.8305 103.28 99.2597 94.7308 

P7 52.2137 99.581 36.7768 96.6909 

P8 54.7607 97.155 54.9384 70.6483 

P9 53.2142 92.374 53.7638 87.7694 

P10 112.0122 108.99 91.8574 105.8521 

P11 297.9698 104.03 285.8229 297.6054 

P12 202.0193 106.03 235.7272 270.0051 

P13 158.353 104.25 155.8093 153.4257 

P14 128.4283 119.24 120.7035 127.9532 

P15 184.2066 110.52 182.9922 169.8062 

P16 76.7613 110.71 76.713 78.8253 

P17 81.5656 102.37 69.5417 78.9729 

P18 117.7405 93.195 113.934 105.5725 

P19 115.3835 116.59 92.1607 113.9127 

P20 96.0378 97.363 100 77.1476 

∑Pi (MW) 2499.9577 2500.0028 2500.0744 2500.0007 

Cost ($/h) 61443.1052 60939.693 61157.1506 58038.363 

Tolerance 0.04229 0.0028387 0.074428 0.00072934 

Iterations 60 130 1923 1 

Std. 

Deviation 
413.0115 876.8359 

Comparison Literature – Min. Seq. VB-VB  – Min. 

62450.797105 [11] 58038.363 
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Table 6: Results of Case Study 5 

Description Virtual Bees Algorithm Seq. VB-VB Approach 

Max. Cost Min. Cost Max. Cost Min. Cost 

P1 52.0353 52.0995 
55.8938 52.817 

P2 40.1013 38.4412 
53.688 40.887 

P3 117.7784 119.4839 
100.4149 116.28 

∑Pi (MW) 209.915 210.0246 
209.9966 209.9874 

Cost ($/h) 3198.3797 3167.8814 3210.4691 3145.9095 

Tolerance 0.084986 0.024574 0.0033571 .012644 

Iterations 730 361 01 01 

Std. Dev. 7.4368 24.8993 

Comparison Literature – Min. Seq. VB-VB  – Min. 

3205.991 [1] 3145.9095 

Table 7: Results of Case Study 6 

Description 

Virtual Bees Algorithm 
Sequential VB-VB 

Approach 

Max. Cost Min. Cost Max. Cost Min. Cost 

P1 113.2507 137.88 119.7678 148.85 

P2 77.0222 69.043 74.2749 33.005 

P3 30.6264 24.35 19.7065 41.136 

P4 28.753 20.871 33.2203 16.273 

P5 18.1041 12.522 18.8648 23.45 

P6 15.9523 18.731 17.2941 20.687 

∑Pi (MW) 283.7087 283.3959 283.1283 283.4032 

Cost ($/h) 1023.087 975.0494 1018.92 931.0837 

Tolerance 0.30867 0.004127 0.27167 0.0031623 

Iterations 3930 9928 7525 6308 

Std. 

Deviation 
27.8546 30.6952 

Comparison 
Literature – Min. Seq. VB-VB  – Min. 

984.9365  [1] 931.0837 

Table 8: Results of Case Study 7 

Description 

Virtual Bees Algorithm 
Sequential VB-VB 

Approach 

Max. Cost Min. Cost Max. Cost Min. Cost 

P1 318.967 283.32 120.929 104.7929 

P2 128.5898 162.86 213.5013 102.9776 

P3 229.9939 158.55 188.3687 179.6633 

P4 115.0251 163.52 147.4577 176.3996 

P5 128.8602 88.905 141.6271 157.4011 

P6 92.8207 89.65 103.5175 165.1323 

P7 83.3552 128.38 90.6097 108.7695 

P8 166.0214 176.65 173.5064 173.1821 

P9 165.9512 172.44 178.8677 176.1735 

P10 110.6996 113.15 109.1779 115.2834 

P11 107.3016 79.857 107.1645 114.7839 

P12 69.272 80.054 106.8693 114.512 

P13 83.6122 102.67 118.4017 110.9121 

∑Pi (MW) 1800.4699 1800.0178 1799.9985 1799.984 

Cost ($/h) 19113.212 18720.2009 19565.8036 17917.672 

Tolerance 0.46994 0.017762 0.0015301 0.01596 

Iterations 4063 2265 173 1 

Std. Dev. 134.1676 445.8575 

Comparison 
Literature – Min. Seq. VB-VB  – Min. 

17944.9521 [12] 17917.6726 

 

Discussion:  

Results obtained from different case studies for convex 

economic dispatch are summarized in Table 9, 10 and Figure 

2 to 5. Keeping in view the above results following 

observations can be made: 

In all test cases the total production cost is low as compare 

to conventional VBA and latest research results available. 

Experimental results on convex and nonconvex functions in 

different dimensions show that the proposed algorithm has 

remarkable robustness. 

Table 9 and figure 2, 4 shows the behaviour of algorithm for 

the solution of convex optimization problem for economic 

dispatch. It can also be seen that behaviour is quadratic and 

have improve results for increase in system size. 

Table 10 and figure 3, 5 shows that non convex problems 

can also be solved using this new technique and this strategy 

is verified upto 13 machine system. 

 

 

Table 9: Comparison of Seq. VB-VB Results with 

Literature Min. For Convex ED 

 

Descriptio

n 

PD 

MW 

Seq. 

VB-VB 

Min. 

Cost 

Literature 

Min. Cost 

Seq.  

VB-VB 

Percent 

Reduction 

3-Machine 

(Convex) 
150 1530.208 

1574.143 

[14] 
2.87 

3-Machine 

(Convex) 
850 7951.5681 

8125.734 

[13] 
2.19 

15-

Machine 

(Convex) 

2630 30602.863 
32716.87 

[14] 
6.91 

20-

Machine 

(Convex) 

2500 58038.363 
62489.5 

[11] 
7.60 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Comparison of % reduction in Cost for Convex ED 
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Table 10: Comparison of Seq. VB-VB Results with 

Literature Min. For Non-Convex ED 

 
Description PD 

(MW) 

Seq. VB-VB 

Min. Cost 

Literature 

Min. Cost 

Seq. VB-VB 

%Reduction 

3-Machine 

(Non Convex) 
210 3145.9095 3205.991[1] 1.91 

6-Machine 

(Non Convex) 
283.4 931.0837 984.9365 [1] 5.78 

13-Machine 

(Non Convex) 
1800 17917.6726 17944.9521 [12] 0.15 

 

 

 

 

 

 

Fig. 3: Comparison of % reduction in Cost for Non-Convex 

ED 

 

Fig. 4: Sequential VB-VB Trend on % Cost Reduction for 

Convex ED 

Quadratic Fit:  y=a+bx+cx^2 

Where 

a = 1.3341176, b = 0.54701961 c = -0.011686275 

 

 

Fig. 5: Sequential VB-VB Trend on % Cost Reduction for 

Non Convex ED 

Gaussian Model: y=a*exp((-(b-x)^2)/(2*c^2)) 

Where 

a =5.9508442, b =6.5718588, c =2.3692341 

5 Conclusions 

In this paper a new VB-VB sequential approach is presented 

for the solution of convex as well as non convex economic 

dispatch problem. For non convexity of thermal machines 

valve point effect is considered. VB algorithm is potential 

heuristic tool for the solution of optimization problems. This 

algorithm has ability to reach near the global minimum point 

in a short interval of time but then take somewhat longer 

time to converge. In addition to this VB has disadvantage 

that it has no learning ability from errors. New approach is 

developed to overcome its weakness of learning ability by 

using the elite selection mechanism. The New VB-VB 

Sequential Algorithm has been applied on both convex and 

non convex economic dispatch  problems taking valve point 

effect as main source of non convexity. The results obtained 

through this new approach show the promise of this 

technique. Results confirm that this approach is capable to 

solve both convex and non convex economic dispatch 

problems with more optimized results. 
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Abstract - Syllogistics is a type of logical reasoning which 
involves quantifiers such as All, and Some. Here, we explore the 
use of syllogisms to formalize quantified direction relations by 
incorporated them into the classical Projection-based Model for 
cardinal directions [Frank,1992], a two-dimensional Euclidean 
space relative to an arbitrary single-piece region, a, is 
partitioned into the following nine tiles: North-West, nw(a); 
North, n(a); North-East, ne(a); West, w(a); Neutral Zone, o(a); 
East, e(a); South-West, sw(a); South, s(a); and South-East, 
se(a). Typically, only these tiles are employed for reasoning 
about cardinal direction relations [Ligozat,1988; Goyal and 
Egenhofer, 2000;.Skiadopoulos and Koubarakis, 2001,2004].  
Chen et. al (2007) have integrated cardinal direction relations 
and RCC-5 and RCC-8 to represent directional and topological 
information. They have investigated the mutual dependencies 
them, and discussed the composition of the hybrid relations. 
However, in this paper, we have developed formalisms to 
facilitate an expressive reasoning mechanism for spatial 
databases. These formalisms is the outcome of the integration of 
RCC-5 [Cohn, et.al,1997] for topological relations, the Project-
based Model for cardinal direction relations and syllogisms. In 
the latter part of the paper, we demonstrate how to compute the 
composition of such hybridized cardinal direction relations.  
 
Keywords: Syllogistic reasoning, cardinal direction, 
composition table,  formal reasoning, quantifier, 
knowledge representation 
 
1.Introduction 
According to Egenhofer and Mark (1995), Naïve 
Geography encompasses formal but yet commonsense 
models which form the basis for the design of Geographic 
Information Systems. They view qualitative spatial and 
temporal reasoning as the crux of Naïve Geography 
because it deals with partial information and helps 
simplify spatial queries in GIS [ibid; Frank, 1992] that is 
prevalent in spatial applications.  Little work has been 
done on the formalization and efficient processing of 
qualitative reasoning for cardinal directions [Theorodis, 
et. al. 1998] which describe relative positions of regions 
in large-scale spaces. These relations specify the direction 
from one region to another in terms of the familiar 
compass bearings: north, south, east and west. The 
intermediate directions north-west, north-east, etc. are 
also often used. The models for reasoning with cardinal 
directions are the cone-shaped, projection-based models 
[Frank, 1992], and relative orientation model [Freksa, 
1992]. Isli [2004] has developed an expressive model by 
combining these two models. 

Papadias and Theorodis [1997] describe 
topological and direction relations between regions using 
their minimum bounding rectangles (MBRs). However, 
the language used is not expressive enough to describe 

direction relations. Additionally, the MBR technique 
yields erroneous outcome when involving regions that are 
not rectangular in shape [Goyal and Egenhofer, 2000]. 
Some work has been done on hybrid direction models. 
Qualitative orientation has been integrated with distance 
to obtain positional information [Escrig et.al, 1998; 
Clementini et.al,1997; Moratz et. al, 2012]. Gerevini and 
Renz [2002] combined topological and metric size 
information for spatial reasoning. Sharma and Flewelling 
[1995] infer spatial relations from integrated topological 
and cardinal direction relations and Sharma et. al [1994] 
has developed a prototype known as Qualitative Spatial 
Reasoner which integrates the two and also approximate 
distances. Kor and Bennett [2003, 2020, in press] have 
developed expressive models cardinal direction relations. 
Liu et. al [2009] analyzed the interaction between 
topological and directional constraints for extended 
spatial regions. They have shown that the JSP over basic 
RCC-8 and basic Rectangle Algebra (RA and note that it 
is a two-dimensional counterpart of Interval Algebra) 
networks can be solved in polynomial time while the JSP 
over basic RCC-8 and basic Cardinal Direction Calculus 
(CDC) networks is NP-Complete. On the other hand, Li 
[2006, 2007] combined RCC-5 and RCC-8 with DIR9 
(employed to express directional information and is a 
subclass of RA) respectively. He discussed the 
Constraints Satisfaction Problem (CSP) and also the 
reasoning complexity. Chen, et. al [2007] also 
investigated the mutual dependencies between basic 
relations of RCC-5 and cardinal direction relations, 
enhanced the constraint propagation algorithm to enforce 
path consistency and examining the consistency of the 
hybrid constraints. 

Quantifiers have been applied to temporal 
reasoning [Pratt and Francez, 1998] but not cardinal 
directions. Thus, our novel contribution is the integration 
of topological binary relations in RCC-5, direction 
relations and syllogisms. Syllogism is a form of 
deductive reasoning (Bucciarelli & Johnson-Laird, 1999) 
which comprises a small set of inferences that are based 
on premises which conatin quantifiers (All, Some, and 
No). We have employed the composition technique 
making the inferences and also used visualization to 
confirm the validity of the syllogistic reasoning for 
cardinal directions. 

 
2.Cardinal Direction Relations Model 
In the projection-based model for cardinal directions, a 
two-dimensional Euclidean space of an arbitrary single-
piece region, a, is partitioned into nine tiles as shown in 
Figure 1. They are North-West, nw(a); North, n(a); 
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North-East, ne(a); West, w(a); Neutral Zone, o(a); East, 
e(a); South-West, sw(a); South, s(a); and South-East, 
se(a). 
 
 
 
 
 
 
 
 
 

Figure 1. A Projection-based Cardinal Direction Model 
 
3.Syllogistic Reasoning 
Syllogistic reasoning syllogistic reasoning is viewed as a 
form of deductive reasoning which involves reasoning 
with a pair of premises containing quantifiers All, and 
Some (Bucciarelli and Johnson-Laird, 1999; Johnson-
Laird, 1983). Syllogisms were first analysed by Aristotle 
and the four types of premises are: All x is y (a universal 
and affirmative assertion); Some x is y (a particular and 
affirmative assertion); No x is y (a universal and negative 
assertion); and Some x is not y (a particular and negative 
assertion). We shall employ the quantifiers All, and Some 
to extend existing spatial language for expressing 
direction relations. Johnson-Laird [1983] used Euler 
Circles to represent the 4 types of assertions 
diagrammatically (Table 1). 

Table 1. Diagrammatic Representation for Assertions with the 
Quantifiers All, and Some 

 

4.Formal Representation for 
topological relations 
We shall first begin with the parthood relation, p(x,y) 
which means x is a part of y. It is the primitive for 'x 
overlaps y' and most of the RCC-5 [Cohn et.al, 1997] 
JEPD binary topological relations for regions. A 
diagrammatic representation of the RCC-5 topological 
relations is shown in Table 2. 
D1.ovr(x,y) ≡def  ∃z [ p(z,x) ∧ p(z,y) ] 
D2.eq(x, y) ≡def  [ x=y ] 
D3.pp(x, y) ≡def  [ p(x,y) ∧ ¬eq(x,y) ] 
D4.ppi(x, y) ≡def  [ p(y,x) ∧ ¬eq(x,y) ] 
D5.po(x, y) ≡def  [ οvr(x,y) ∧ ¬p(x,y) ∧ ¬p(y,x) ] 
D6.dr(x,y)  ≡def  [ ¬ovr(x,y) ] 

Table 2. Diagrammatic Representation for RCC-5 relations 

5. Syllogistic Reasoning Model for 
Direction Relations 
In this paper, we shall demonstrate how the premises 
shown in Table 1 could be integrated with RCC-5 
relations in Table 2 to facilitate reasoning about direction 
relations.  
1. All b is in n(a) is represented by:  

∀[in(b, n(a))] ≡  pp(b,n(a)) ∨ eq(b,n(a)) 
Several possible graphical representations are in Figure 2. 

 
Figure 2. Several Graphical Representations for 'All b is in n(a)' 
Assume that a region is represented by x and any tile of 
the reference region is y.  
All x is in y is represented by: ∀[in(x,y)] ≡  pp(x,y) ∨ eq(x,y) 
2. Some b is in n(a) is represented by:  
∃[in(b, n(a))] ≡ eq(b,n(a))∨pp(b,n(a))∨ po(b,n(a))∨ppi(b,n(a)) 

The following graphical representation is not exhaustive.  

 
Figure 3. Graphical Representation for 'Some b is in n(a)' 

Assume that a region is represented by x and any tile of 
the reference region is y.  
Some x is in y is represented by:  

∃[in(x,y)] ≡  pp(x,y) ∨ eq(x,y) ∨ po(x,y) ∨ ppi(x,y) 
3. No b is in n(a) can be represented as:  

∀[¬in(b, n(a))] ≡ dr(b,n(a)) or ¬∃[in(b, n(a))] ≡ dr(b,n(a)) 
The non-exhaustive graphical representation is as below:  

 
Figure 4. Graphical Representation for 'No b is in n(a)' 
No x is in y is represented by: ∀[¬in(x,y)] ≡  dr(x,y) or 
¬∃[in(x,y)] ≡  dr(x,y) 
4. Some n(a) is not in b can be defined as: 

∃[¬in(b, n(a))] ≡ dr(b,n(a)) ∨ po(b,n(a)) ∨ ppi(b,n(a)) 
The non-exhaustive graphical representation is as 
follows: 

 
Figure 5. Graphical Representation for 'Some n(a) is not in b ' 

Some x is not in y is represented by:  
∃[¬in(x,y)] ≡ dr(x,y) ∨ po(x,y) ∨ ppi(x,y) 

Assume R = {n(a), ne(a), nw(a), w(a), o(a), e(a), s(a), 
se(a), sw(a)}. The general definitions of the above 
mentioned assertions are as follows: 
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D7.All b is in a tile t where t ∈ R (a tile of a region a) is 
represented as: ∀[in(b, t)] ≡  pp(b,t) ∨ eq(b,t) 
D8.Some b is in a tile t where t ∈ R (a tile of a region a) is 
represented as: ∃[in(b, t)] ≡  pp(b,t) ∨ eq(b,t) ∨ po(b,t) ∨ ppi(b,t) 
D9.No b is in a tile t where t ∈ R (a tile of a region a) is 
represented as: ∀[¬in(b, t)] ≡  dr(b,t) or ¬∃[in(b, t)] ≡  dr(b,t) 
D10. Some b is not in a tile t where t ∈ R (a tile of a region a) is 
represented as: ∃[¬in(b, t)] ≡  dr(b,t) ∨ po(b,t) ∨ ppi(b,t) 
 
Assume U is a universal set of the RCC-5 relations 
between a region b and a tile t of region a. Thus, 
U={dr(b,t),pp(b,t)∨eq(b,t)∨po(b,t)∨ppi(b,t)}. Based on 
definitions D7 to D10 above,  
i. ‘Some b’ or ‘No b’ is in a tile t where t ∈ R (a tile of a 

region a) is represented as:  
∃[in(b,t)]∨ ¬∃[in(b,t)] ≡  pp(b,t) ∨ eq(b,t) ∨ po(b,t) 
∨ ppi(b,t) ∨ dr(b,t) ≡ U 

ii. ‘Some b is not’ or ‘All b’ is in a tile t where t ∈ R (a tile of 
a region a) is represented as:  
∃[¬in(b, t)] ∨ ∀[in(b, t)] ≡  pp(b,t) ∨ eq(b,t) ∨ po(b,t) 
∨ ppi(b,t) ∨ dr(b,t) ≡ U 

Thus, the quantifiers ‘Some b’is a complement of ‘No b’ 
and vice versa. On the other hand, ‘Some b is not’ is a 
complement of ‘All b’ and vice versa. 

6.Composition Direction Relations 
Based on the Syllogistic Reasoning 
Model 
Skiadopoulos and Koubarakis [2004] have provided a 
formal presentation of the composition of cardinal 
direction relations based on Goyal and Egenhofer’s 
direction model [2001]. In our previous paper [Kor and 
Bennett, 2010], we have developed a formula to compute 
the composition of weak direction relations between 
‘whole’ and ‘part’ extended regions. Chen et. al [2007] 
have discussed the composition of RCC-5 topological 
relations and cardinal direction relations. However, in this 
paper, we have integrated RCC-5, cardinal direction 
relations and syllogism. We shall first start by 
establishing the possible topological relation/s between 
each individual tile of b and that particular tile of a when 
given a topological relation between region b and a tile of 
region a. Such relations have been tabulated in Table 3 
(note the table is in three parts). 
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Bucciarelli et.al [1999] has composed quantified relations 
(known as syllogistic reasoning in Cognitive Science) 
between two general entities. However, the procedure for 
composing two quantified direction relations is quite 
different. We use the generated topological relations 
between the tiles of regions a and b in Table 3 and the 
composition table (Table 4) for the RCC-5 relations 
[Bennett, 1994], to compute the composition of 
quantified cardinal direction relations. We shall verify the 
outcome of the composition diagrammatically. 
 

 
Table 4. Composition Table for RCC-5 Relations  

[Bennett, 1994] 
 

6.1 Examples of Syllogistics Reasoning about 
Hybrid Cardinal Direction Relations  

Example 1. All b are in ne(a) and All c are in ne(b)  
Use D7, and the boolean algebraic expression for the 
above composition is as follows: 
∀[in(b, ne(a))] ∧ ∀[in(c, ne(b))] ≡  
[pp(b, ne(a)) ∨ eq(b, ne(a))] ∧ [pp(c, ne(b)) ∨ eq(c, ne(b))     (1) 
 
Given the relations pp(b, ne(a)) and eq(b, ne(a)), use 
Table 3 to establish the relationship between ne(b) and 
ne(a) in order to make the appropriate transitive 
inferences. Based on the information in Table 3, 
substitute the following into Equation (1):  pp(b, ne(a)) 

with pp(ne(b),ne(a)); and eq(b,ne(a)) with 
pp(ne(b),ne(a)). After substitution, Equation (1) will be as 
follows: 
[pp(ne(b),ne(a))∨pp(ne(b),ne(a))]∧[pp(c,ne(b))∨eq(c,ne(b))] 

(1.1) 
Use Idempotent Law for union, and Equation (1.1) 
becomes: 
[pp(ne(b),ne(a))] ∧ [pp(c, ne(b)) ∨ eq(c, ne(b))]                   (1.2) 
Use the Distributive Law and Equation (1.2) is expanded 
as follows: 
[pp(ne(b),ne(a))]∧[pp(c,ne(b))∨ eq(c,ne(b))] ≡  
[pp(ne(b),ne(a))∧ pp(c,ne(b))]∨ [pp(ne(b),ne(a))∧eq(c,ne(b))] 

(1.3) 
Use the composition table in Table 4 and Equation (1.3) 
becomes: 
[pp(c, ne(b))] ∨ [pp(c, ne(b))]                                               (1.4) 
≡[pp(c, ne(b))]                                                                       (1.5) 
{note: use Idempotent Law for union again} 
 
 
 
 
 
 
 

Figure 6: All b is in ne(a) and All c is in ne(b) 
 

Compare the relation in Equation (1.5) with the 
aforementioned assertion D7 and we obtain this 
quantified relation: All c is in the ne(a) tile.  When we 
compare the relation with assertion D8, then we have the 
following conclusion:  Some c is in the ne(a) tile. This is 
confirmed by the diagrammatic representation in Figure 
6. 
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Example 2. All b are in se(a) and All c are in n(b) 
Use D7, and the boolean algebraic expression for the 
above composition is as follows: 
∀[in(b, se(a))] ∧ ∀[in(c, n(b))] ≡  [pp(b, se(a)) ∨ eq(b, se(a))] ∧ 
[pp(c, n(b)) ∨ eq(c,n(b))]                                                          (2) 
Given the relations pp(b, se(a)) and eq(b, se(a)), use 
Table 3 to establish the relationship between n(b) and 
se(a) in order to make the appropriate transitive 
inferences. Based on the information in Table 3, 
substitute the following into Equation (2):  pp(b, se(a)) 
with {po∨ dr}(n(b),se(a));  and eq(b, se(a)) with {po∨ 
dr}(n(b),se(a)). After substitution, Equation (2) will be as 
follows: 
[{po∨dr}(n(b),se(a))∨{po∨dr}(n(b),se(a))]∧[pp(c,n(b))∨  
eq(c,n(b))]                                                                            (2.1) 
Use Idempotent Law for union, and Equation (2.1) 
becomes: 
[{po∨ dr}(n(b),se(a))] ∧ [pp(c, n(b)) ∨ eq(c, n(b))]            (2.2)  

≡[po(n(b),se(a)) ∨ dr(n(b),se(a))] ∧ [pp(c, n(b)) ∨ eq(c, n(b))] 
Use the Distributive Law and Equation (2.2) is expanded 
as follows: 
{[po(n(b),se(a))] ∧ [pp(c, n(b)) ∨ eq(c, n(b))]} ∨ 
{[dr(n(b),se(a))] ∧ [pp(c, n(b)) ∨ eq(c, n(b))]} 
≡{[po(n(b),se(a)) ∧pp(c,n(b))] ∨ [po(n(b),se(a)) ∧ eq(c, n(b))]}∨ 
{[dr(n(b),se(a)) ∧pp(c,n(b))]∨[dr(n(b),se(a)) ∧ eq(c, n(b))]} 

(2.3) 
Use the composition table in Table 4 and Equation (2.3) 
becomes: 
{po∨pp}(c,se(a))∨po(c,se(a))∨{dr∨po∨pp}(c,se(a))∨dr(c,se(a)) 

(2.4) 
≡{dr∨po∨pp}(c,se(a))                                                            (2.5)  
{note: use Idempotent Law for union again} 
The outcome of the composition is {(dr∨ po∨ pp)}(c,se(a)). 
Compare the relation with the aforementioned assertions 
(D7 to D10) and the following conclusions hold: All c is 
in se(a); Some c is in se(a);  No c is in se(a); Some c is in 
not in se(a);. This is confirmed by the diagrammatic 
representation in Figure 7 (note: the representation for 
each category is not exhaustive). 

 
Figure 7. All b is in se(a) and All c is in n(b) 

 
Example 3. No b are in w(a) and All c are in n(b) 
Use D7 and D9, and the boolean algebraic expression for 
the above composition is as follows:  
∀[¬in(b, w(a))] ∧ ∀[in(c, n(b))] ≡  [dr(c, w(b))] ∧ [pp(c, n(b)) ∨ 
eq(c, n(b))]                                                                                (3) 
Given the relation dr(b, w(a)), use Table 3 to establish the 
relationship between n(b) and w(a) in order to make the 
appropriate transitive inferences. Based on the 
information in Table 3, substitute the following into 
Equation (3):  dr(b, w(a)) with {po∨ dr∨ppi}(n(b),w(a)).  
After substitution, Equation (3) will be as follows: 
[{po∨ dr∨ppi}(n(b),w(a))] ∧ [pp(c, n(b)) ∨ eq(c, n(b))]       (3.1) 
≡[po(n(b),w(a)) ∨ dr(n(b),w(a)) ∨ ppi(n(b),w(a))] ∧ [pp(c, n(b)) 
∨ eq(c, n(b))]                                                                         (3.2) 
Use the Distributive Law and Equation (3.2) is expanded 
as follows: 

[po(n(b),w(a))] ∧ [pp(c, n(b)) ∨ eq(c, n(b))] ∨ [dr(n(b),w(a))] ∧ 
[pp(c, n(b)) ∨ eq(c, n(b))] ∨ [ppi(n(b),w(a))] ∧  
[pp(c, n(b)) ∨ eq(c, n(b))]                                                      (3.3) 
≡{[[po(n(b),w(a))]∧[pp(c,n(b))]]∨[[po(n(b),w(a))]∧[eq(c,n(b))]] 
∨{[[dr(n(b),w(a))]∧[pp(c,n(b))]]∨[[dr(n(b),w(a))]∧[eq(c,n(b))]]} 
∨{[[ppi(n(b),w(a))]∧[pp(c,n(b))]] 
∨[[ppi(n(b),w(a))]∧[eq(c,n(b))]]}                                         (3.4) 
Use the composition table in Table 3 and Equation (3.4) 
becomes: 
{po∨pp}(c, w(a)) ∨ po(c, w(a)) ∨ {dr∨po∨pp}(c, w(a))  
∨ dr(c, w(a)) ∨ ovr(c, w(a)) ∨ ppi(c, w(a))                         (3.5) 
Use Idempotent Law for union, and Equation (3.5) 
becomes: 
{po∨pp∨dr∨ppi}(c, w(a)) ∨ ovr(c, w(a))                           (3.6) 
Based on D.1, the topological relationship ovr(c, w(a)) 
≡ {po∨pp∨eq∨ppi}(c, w(a)). Substitute this into Equation 
(3.6), use Idempotent Law for union again, and Equation 
(3.6) becomes: {po∨pp∨eq∨dr∨ppi}(c, w(a)) {note this is 
the universal set of relations for RCC-5} 
 
Compare the relation with D7 to D10 and we obtain the 
following quantified relations: union of D7 and D10 – 
Some c is not or All c is in w(a) tile; union of D8 and D9 
– Some c is or No c is in w(a) tile. This concurs with the 
diagrammatic representation in Figure 8 (note: the 
representation for each category is not exhaustive). 

 
Figure 8. No b is in w(a) and All c is in n(b) 

7.Conclusions 
In this paper, we have employed RCC-5 and quantifiers 
(All and Some) to formalize quantified direction relations. 
We have developed a procedure for computing the 
composition of such quantified direction relations. The 
correctness of the outcome of the composition is further 
verified diagrammatically. However, based on the worked 
out examples, the conclusions derived from the 
inferences made are rather weak. Thus, further research 
will be necessary to investigate ways to enhance the 
reasoning with RCC-5, cardinal directions and 
syllogisms. 
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Abstract— We present in this paper a model of semantic
representation of a dynamic virtual environment. Our model
is embodied into a simulation architecture of a virtual city.
The objective is to enable agents to make action decision
consistent with the semantic state of their environment. The
idea is to represent the services offered by the environment
into an ontology of services and deduce the available object
that has the best quality of service at any given time of
the simulation. For this, we defined a layer of the ontology
containing the general concepts of representation of the
environment. This representation allows us to apply a unified
model of reasoning to infer elements of knowledge useful for
decision-making agents.

Keywords: Knowledge Representation and Reasoning, Semantic
Virtual Environments, Ontology, Urban Simulation

1. Introduction
Knowledge representation for virtual environments (VE)

became an important issue with increasing interest in the
last decade [1] [2]. Indeed, the agents operating in VE need
semantic informations on it to adapt their behavior to identi-
fiable elements of that environment and making a choice of
action [3]. Semantic Virtual Environments (SVE) [4] have
been proposed to address this lack of semantic informations
(environmental knowledge) necessary to support intelligent
interactions between agents and their environment. In fact,
SVE provide a coherent representation of (i) the simulated
world and the behavior of its entities, (ii) the interactions and
tasks that users and agents can perform in the environment,
and (iii) elements of knowledge that the agents can use to
make decisions [5].

The work carried out for the representation of VE are
divided into two categories corresponding to two levels of
semantics.

The first category of these works aims at an explicit
representation of the contents of the environment to repro-
duce the scenes. Therefore, the agents have direct access
to the definitions of entities of the environment. These
representations are mainly geometric and topological infor-
mation of the environment. Several approaches have been
proposed for this representation. Most of them offer an

ontological representation [6] containing different types of
environmental information for different types of application.

Otto [4] uses domain ontologies to create virtual envi-
ronments in a platform he called "SeVEn". The goal is to
find a representation of the environment independent from
the software description to create virtual objects that can be
reused in several virtual environments. This reuse is possible
by adding information relevant to the tasks of an object in
the field of virtual environments generation. Following the
same principle, [7], [8] propose to generate a virtual world
from an ontology. It contains a description of the objects
and their properties defined by domain experts.

Kalogerakis et al. [9] have defined an ontology
"X3DOntology" associated with entities defined in descrip-
tion files of 3D virtual worlds. This provide a semantic
representation of the scene to infer its content. We can find
the same approach in [10] but at a higher level, making the
correspondence between the objects of the virtual environ-
ment and the concepts of the ontology.

These works give agents direct access to descriptions of
VE entities. However, this definition of the world doesn’t
allow them to deduce information for decision support to
identify (i) the object that allows them to perform an action,
(ii) what actions can be performed on an object (iii) the
relationship between two objects, (iv) and the relationship
between actions.

The second category of works on semantic representa-
tion of VE has been made to strengthen the agent-object
interactions that include not only information related to the
geometry of the scene, but also knowledge about the possible
interactions with the objects in the environment [11] (what
can be done? how this can be done? why and how it should
be done?).

In [12] and [13], the authors have extended the principle
of using ontologies to represent SVE incorporating the
semantic description related to the function of objects so
that agents can design their own animation procedures like
path planning.

Kallmann & Thalmann [14] have proposed Smart Object
whose idea is to include in the description of the object all
the required information to describe how to interact with
it. They distinguish information on: (i) the properties of
the object (semantic and physical), (ii) how to interact with
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the object (actions, positions, gestures), (iii) the behavior of
the object in response to an action and (iv) the behavior of
actors to achieve interaction. Following the same philosophy,
Badawi [15] proposes Synoptic Objects STAR FISH. The
idea is to define a minimum set of primitive actions which
are used to build complex actions.

In a lower level of representation [2] they developed a
meta-model to represent the semantic of the VE and its
structural properties, geometrical, topological, the behavior
of agents and interactions between agents and users.

These works propose a semantic representation of VE
which offers data for decision-making of agents. This give
them the ability to interact with the VE and avoid having
aberrant behaviors (that never occur in real life). But these
solutions do not give agents the elements of knowledge to
make the best choice of action for a given situation. They
can provide the utility and function of an object of the
environment but agents should make the connection with
their actions plan to decide if it suits them or not.

Instead, we propose in this paper a method that avoids
agents to find which element of the environment will allow
them to carry out their plan. The idea is to provide agents
with a sorted list of objects according to their relevance
regarding their actions plans. Our goal is not to influence
the decisions of agents or decide for them, but we aim to
provide them with knowledge they need to make a decision
consistent with the context. The goal of our approach is
to decentralize and capitalize calculations made by agents
by strengthening communication links between the decision-
making of the agents and the representation of their envi-
ronment. Our choice is justified by the complexity of the
calculations for the decision and the large number of agents
contained in the SVE.

Published works with similar objectives, propose a repre-
sentation of the environment that integrates the description
of possible actions that agents can perform. In this case, the
interactions between the elements of the simulated world
and the agents are managed by their environment and are
related to what is defined in it. However, the heterogeneity
of SVE (different categories of its elements) increases the
size of the representation and affects the calculations cost to
be performed by agents.

Our first contribution is to overcome this problem by
proposing a unified representation model of the environment
which allows us to do a generic calcul of decision support
elements (measure of relevance between the action of the
agent and function given by an element of the environment).
The idea is to have simple calculations and applicable to all
elements of the environment by treating uniformly requests
of agents. Our study focuses on modeling the semantics
of a virtual urban environment which has the distinction
of being complex and heterogeneous, ie, it is composed of
several types of objects with different features. The objective
is to propose a model to represent the semantic of the

environment allowing us to apply a unified treatment for
all its components.

Our second contribution is to represent the types of objects
that make up the environment by services (services offered
by objects of the environment), where each service of the
environment will be evaluated according to the type of object
that proposed it. We were inspired by the techniques of
semantic web [16] [17] by defining the elements of the
environment in a Ontology of Services. We consider that each
object type offers one or more services with some quality.
The Quality of Service is derived from the unified reasoning
we have applied on our representation model and it will be
used by agents to make their decision.

In the remainder of this article, we present the architecture
on which we are working, and then we describe the repre-
sentation model we proposed. Finally, we discuss the first
results of the implementation of this model and perspectives
of our work.

2. Architecture
Our representation module of the environment is part of a

platform of the project Terra Dynamica1, which is a simula-
tion project of a virtual dynamical city. The architecture of
the project consists of several modules interacting with each
other (semantic representation of the environment, decision-
making, affective, path-finding and patrol).

As shown in figure 1, the environment semantic repre-
sentation module interacts with the decision-making module
of the agents. These interactions are summarized in an
exchange of requests / responses between the two modules.
The decision-making module queries the semantic represen-
tation module so that it offers him the environment entities
enabling to define an action plan for the agents or to choose
the best element of the environment allowing them to make
an action. For the latter case, we distinguish two situations
(i) agents that want to achieve immediate action (which they
consider very important) and (ii) agents that want to perform
a task plan in an opportunistic manner (when a opportunistic
situation occurs).

Fig. 1: System architecture: interactions between semantic
module representation of the VE and the decision-making
module of the agents.

1http://www.terradynamica.com/
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We therefore considered three types of interactions be-
tween the semantic representation module and the decision-
making module :
• Interrogative mode: during the planning phase the

semantic representation module is requested to provide
information on the environment to make a plan of
action. The semantic module responds to these requests
by providing the elements of the environment allowing
to achieve the action plan in line with the context of the
environment (Query: what allows me to eat, Answer: a
restaurant, sandwich, etc.).

• Reactive mode: it occurs during the carrying out of the
agents plan. In this case, the agents know what element
of the environment they want to use (defined during
the planning step). When they are preparing to use a
service provided by this element, a request is submitted
to the semantic module to return the quality of service
in relation with the context on one hand and action on
the other hand.

• Pro-active mode: agents can submit an application of
interest for a given service. The semantic module takes
account for propose the elements of the environment
providing the service when they arise.

We also distinguish two types of queries sent by the
decision-making modules of the agents:
• Request to obtain a given service (for interrogative

mode and pro-active mode),
• Request on the consistency to use an element of the

environment for obtaining a given service (for reactive
mode).

We will see in section 4 how these queries are imple-
mented.

3. Model
Our representation model of the environment is based on

a two-level ontology that provides support for a generic
mechanism for reasoning about the dynamic and functioning
of the simulated environment (see Fig. 2).

3.1 Ontology of Services
In our model, an ontology is a pair O =< C,R >, where

C is the set of concepts and R is the set of binary relations.
The ontology of services is not limited to relations of
hierarchy (isa) or meronymy (partof), but we also defined
specific relationships with our goal of representation.

The generic level of our ontology of services contains gen-
eral knowledge of environmental concepts C which consists
of three subsets C = S ∪O ∪ Cr where:
• S the set of all services,
• O the set of all types of objects in the environment,
• Cr collects the evaluation criteria of the quality of

service rendered by an object type.

Fig. 2: Representation model of the environment: Ontology
of services

Definition of object types
An object type is an element of the environment providing

one or more services. Each object type provides a service
with a certain quality (rendering service).

Definition of services
A service is a tuple 〈name,Cr(s) ⊂ Cr, O(s) ⊂ O〉 such

that name is the service name, Cr(s) the set of criteria
for evaluating service s and O(s) the set of object types
providing this service.

We have defined the relationship offers(o, s) ∈ O × S
between services and object types. It allows us to say that
one object type o offers a service s ∈ S such that o ∈ O(s).
For example, the service Eat can be offered by several types
of objects O(Eat) ={Restaurant, Fast Food, Cafeteria,
etc}, this service will be evaluated according to the criteria
Cr(Eat) = {Cost, Time, Quantity, Quality, Ambiance}.

We have defined two hierarchy levels of service Sa and
Sb, as we can see in Fig. 3.
• Behavior service Sb : set of services allowing to have

a behavior and to respond to a motivation,
• Action service Sa : set of services allowing to make an

action.
Such as S = Sb ∪ Sa and Sb ∩ Sa = φ.

This two types of services are related by the relation
Implements(s, s′) ∈ Sa×Sb, which means that a behavior
service can be obtained (implemented) by one or more
action service. For example, the service s = Eat ∈ Sb is
a behavior service which can be achieved by different ways
(implemented with different action services) s1 = have a
snack, s2 = Nibble, etc, with s1, s2 ∈ Sa.

For each behavior service there is at least one action
service that implements it ∀s ∈ Sb,∃s′ ∈ Sa such that
implements(s′, s), where a service action is related to a
single service behavior ∀s′′ ∈ Sa,∃!s ∈ Sb such that
implements(s′′, s).
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Fig. 3: General concepts of the ontology of services.

Note that the objects types only offer actions services ∀o ∈
O,∀s ∈ S, o ∈ O(s)⇒ s ∈ Sa.

We have defined a non-hierarchical relation dependency
dep(s, s′) between two services s and s′ proposed by the
same object type, such as, dep(s, s′) ∈ 2S , with o ∈ O(s)
and o ∈ O(s′).

For example, the service Drink proposed by the Restau-
rant depends on the service eat proposed by the same object
Restaurant because we can’t use the service Drink of the
restaurant if we don’t intend to eat.

We use the dependency relationship between the services
in calculating the quality of service (section 3.2.1).

Fig. 4: Ontology of services : example of service "Eat"

Definition of criteria for evaluating services Cr

Services are evaluated according to a set of criteria. A
criterion can be shared by multiple services, such as Cost,
or it can be specific to a service, such as quality of food
which is reserved for catering services.

Let Cr the set of criteria. Each service s ∈ S will be
assessed according to a subset of Cr which we denote
Cr(s) ⊂ Cr.

The set of criteria Cr(s) of an action service s ∈ Sa

is a subset of criteria Cr(s
′) of behavior service s′ ∈ Sb

it implements (∀s ∈ Sa, s
′ ∈ Sb, implements(s, s

′) ⇒
Cr(s) ⊆ Cr(s

′)).
We have defined a non-hierarchical relation applies be-

tween services and criteria, such that applies(c, s) ∈ Cr×S,
which means that the criterion c is applied to evaluate the
service s (see Fig. 4).

We have defined for each criterion c ∈ Cr a set of values
denoted V (c). This set contains all possible values of a given

criterion c. We have for example the values V (cost) =
{expensive, not cher, free}.

3.2 Quality of Service
Quality of Service QoS is calculated thanks to the fol-

lowing parameters:
• Effectiveness, to assess whether an environmental el-

ement meets the needs of the agent and allows it to
perform its task.

• Difficulty, calculate the induced cost by additional
constraints to access the desired service.

• Proximity, measure the accessibility of a service based
on the abundance of elements in the environment that
offer the desired service.

Note that the QoS is independent of agents preferences
(we have set one type of calculation for any object type or
service).

We note that the decisional module of agents take into
account other information about the environment and the
state of the simulation in addition to the QoS for making a
decision (geometric and topological data extracted from the
DB, distance from an object, the presence of a queue, etc.).

3.2.1 Parameters for calculating the QoS
Effectiveness

The effectiveness of an object type o ∈ O offering a
service s ∈ Sa searched by an agent is the ratio between
the number of criteria satisfied with the service provided by
the object type and the total number of evaluation criteria of
service s.

To do this, we define the following sets:
Let QC(o, s) ⊆ Cr(s) the set of criteria that apply to

assess the service s proposed by an object type o ∈ O such
that s ∈ Sa, o ∈ O(s) and ∃offers(o, s). For example, the
service s = have a snack proposed by the object type o1 =
Vending machine have the set criteria as QC(o1, s) = {
Cost, Time, Quality, Quantity } and the type of object o2 =
Fast food restaurant offering the same service s have the
set criteria as QC(o2, s) = { Cost, Time, Quality, Quantity,
Ambiance }.

We have defined a set of values on the criteria of the
service s we noted Vq(s, c) ⊆ V (c) such that c ∈ Cr(s).
The set Vq(s, c) contains all possible values that can take a
service s for one of its criteria c. For example, the criterion
c = Quantity for the service s = have a snack will have a
value in the set { Medium, Small }.

We have defined a set EQ(s) (Estimated Quality) con-
taining all possible combinations of pairs (criterion, value)
for a service s with EQ(s) = {(c, v) ∈ Cr(s) × Vq(s, c)}.
In the previous example, EQ( have a snack) contains all {
(Quantity, Small), (Quantity, Medium) }.

Let EQ(o, s) the set of effects expected by the use of an
object type o ∈ O to obtain a given service s ∈ Sa with
EQ(o, s) = {(c, v)/c ∈ QC(o, s) ∧ v ∈ Vq(s, c)}.
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For example, the service s = have a snack proposed by
the object o = Vending machine will result in EQ(o, s) =
{(Cost, Not expensive), (Time, Speed), (Quantity, Small)}.

Efficiency Eff(o, s) of the object type o relative to the
requested service s is therefore calculated as follows:

Eff(o, s) =
|EQ(s) ∩ EQ(o, s)|
|QC(o, s)|

2

Difficulty
The difficulty parameter is based on additional conditions

to be added to obtain a service. We consider that an object
type offers a service with a difficulty when it depends on
another service offered by the same object type.The difficulty
Diff(o, s) of the service s offered by the object type o
and having a relationship of dependence (dep(s, s′)) with
another service s′ is the rate of criteria in addition to consider
(criteria of s′) for obtain service s.

Diff(o, s) =
|Cr(s

′)| − |QC(o, s) ∩QC(o, s′)|
|Cr(s′)|

The difficulty is not taken into account in the case where
the agent had planned an action corresponding to the service
s′ in its original plan. In this case, the solution to have both
services will be considered an optimized solution.

Proximity
We measured the proximity of a service based on the

attendance of the object type that offer this service. Our goal
is to enable agents to tell the difference between one object
type they can find very often in the environment, making it
more accessible and less difficult to find, and an object type
not very common in the environment and may be the only
way for getting given service.

Let o ∈ O an object type providing the service sought s.
We defined the set Op(o) containing the instances of objects
with the object type o. Let Os(s) the set of instances of the
object types o ∈ O offering the service s.

The proximity Prox(o, s) of an object type o offering the
service s will be calculated as the ratio between the number
of its instances, and the number of instances of object types
that offer same service s:

Prox(o, s) =
|Op(o)|
|Os(s)|

3.2.2 calculating the QoS
The quality of service offered by an object type of the

environment takes into account the three parameters we
mentioned above, with a variant on the weight of their im-
portance. For example, an agent may prefer to have an object
type which provides a service with maximum efficiency

2We denote by |X| the number of elements of the set X

regardless of the means to do so (difficulty parameter) or
difficult to find (proximity parameter).

We calculated the QoS by a weighted sum of three
parameters as follows:

QoS(o, s) =
p1Eff(o, s) + p2Diff(o, s) + p3Prox(o, s)∑3

i pi

In the implementation of our model (next section), we
assumed that all parameters have the same importance
weight of (p1 = p2 = p3 = 1).

4. Implementation and first results
We have implemented our model in the platform develop-

ment of the Terra Dynamica project (see Fig. 5), developed
in C++. We built our ontology using the Protégé 3. Access
to the ontology is done by sending SPARQL queries 4.
These requests are processed according to the three modes of
interaction defined above (interrogative, reactive, pro-active).

Requests sent by the decisional module contain the name
of the service desired by the agent. These are transformed
into SPARQL queries to return a set of object types offering
this service. The principle of the research of object types
offering a service is to explore the hierarchy of downwards
services if we have a behavior service as an input, this will
allow us to define the set of services that implements it
(knowing that an object type is connected with an action
service). Once all the services that can satisfy the agent are
found, we will ask our ontology to infer all object types that
allow us to have these services.

All object types that returned from querying our ontology
will be sorted according to the QoS we have calculated
for each object type. Finaly, the decision module selects an
instance of one of these object types with the best QoS.

Fig. 5: Screenshot of the Terra Dynamica simulator.

The first results show that the actors of the simulation
exhibit a good reactivity to the context. We have seen

3http://protege.stanford.edu/
4http://www.w3.org/TR/rdf-sparql-query/
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actors who were heading breweries and bakeries to satisfy
their hunger motivation (interrogative mode).We can also
see actors throw something in the garbage and continue
their activity (pro-active mode). And finally, we found that
actors used the objects services when it was possible for the
reactive mode (no queue on the same object while another
object type is available a little further).

5. Conclusion
We presented in this paper a model for representing the se-

mantic of a complex and heterogeneous virtual environment
(virtual city). We propose an ontology of services which
defines the semantic of the elements of the environment
through the services they offer. Our model of representation
allows us to deduce in an unified manner the quality of
service (QoS) provided by an object type of environment.
This will be used for decision support of the agents. Our
goal is to allow agents to make the best choice among all
object types in the environment that enable them to achieve
their action. To do this, we proposed a generic level in the
ontology to represent the definition of concepts that allow
us to make our calculation of QoS. The semantic of the
environment is used at key moments in the evolution of
agents (during the planning and execution of the plan) to
accompany the agent in these behaviors by allowing it to
react to what happens in its environment in a consistent
manner and opportunistic.

We have implemented our model in the simulation plat-
form project where we got the first results. The numerical
evaluation of the results is not the purpose of this article
but we plan to evaluate our model on its performance
especially for a large number of heterogeneous elements of
the environment and a large number of agents.

In the near future, we are considering the addition of a
fourth parameter to assess the QoS that defines the availabil-
ity of the element of environment. As it is now, the agents
observe the availability of an object in the environment when
they can see it. But this can be avoided by taking into
account knowledge of the environment that will be used to
filter out inconsistent results (eg, the banking services offered
by the bank are unavailable after 6pm).
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Abstract – In this paper, a method to support the 
investigation of tourist experiences and the investigation 
results are presented. Tour services would like to learn from a 
compilation of their tourists’ experiences in order to improve 
their tours (e.g. blueberry picking tour). Since there are many 
accounts of tourists’ experiences in blog entries, tour services 
investigate these accounts using those entries. The problem is 
the amount of text. Our proposal comprises a method for text 
extracting, text clustering, keyword extracting from the 
clusters, and emotion reasoning from such accounts. In the 
experiments, an analyst from the investigation uses this 
method to select clusters by scanning their keywords and read 
the texts describing positive experiences. The analyst 
successfully acquired a compilation of tourist experience 
accounts in 3 hours from 15,328 sentences found in blog 
entries. 

Keywords: tourism information, text mining, sentiment 
analysis, method to support analysts 

 

1 Introduction 
Taking a specialized tour is a good way to enjoy a 

vacation. Fruit picking is an example of such day tours. Since 
there are four seasons in Japan, tourists1 who go fruit picking 
can pick seasonal fruit: blueberries in summer, pears in 
autumn, and strawberries in spring. However, a fruit picking 
day tour is so simple that tour services and fruit farms need to 
come up with new ideas to attract tourists. 

Since there are many accounts of tourists’ experiences in 
blog entries, those entries are worth analyzing. But the entries 
comprise so many sentences that the analyst cannot hope to 
summarize each account unaided. 

In related research [1], with focusing on review 
documents, the combination method of sentiment analysis, 
text clustering, and summarization are presented. This method 
is capable of deriving sentiment aspects from example 
sentences. Such detailed information is very important for 
managers of hotels, restaurants, and other facilities because 
their services can be improved by reading these accounts. 

                                                           
1 In this paper, the meaning of tourist includes tour goer. 

For our target domain, specialized day tours, this method 
cannot be applied directly, since the reviews of day tours are 
less than reviews on facilities. For example, tourists enjoy not 
only picking fruit but also getting to and from the farm. To 
use blueberry picking as an example, after returning home, 
tourists will often make blueberry jam or give blueberries to 
their friends as souvenirs. The analyst should observe such 
behavior and use those ideas as services for the farm to offer 
(e.g. giving out jam recipes, packing the berries in a cute box, 
and so on). But, in general, the reviews on the venue or the 
hotel do not mention any other related activities. On the other 
hand, blog entries do describe those related activities. 
However, in blog entries, the polarity is less certain than in 
reviews. Furthermore, blog entries also contain sentences that 
do not describe the experience. 

Therefore, this paper does not address reviews, but rather 
blog entries, and then details a method of extracting 
meaningful experience accounts from the entries, which infers 
emotions by causality and finds sentences that describe the 
experience. 

This paper is organized as follows. Section 2 proposes 
our support method. Section 3 explains the analyst’s role in 
investigating tourist experiences using our method. Section 4 
presents the results as an objective evaluation. Section 5 
presents the summarized experiences as a subjective 
evaluation of the method. Section 6 discusses the feasibility of 
the analysis by a beginner analyst with a slightly refined 
method, and Section 7 concludes. 

 
2 Proposal of support method 

2.1 Overview 

To solve the problems mentioned in Section 1, this paper 
proposes a combination method that comprises 

(a) extracting accounts of experiences, 
(b) making clusters containing similar experience 

descriptions, 
(c) making keywords to describe the cluster, and 
(d) selecting experiences by the polarity inferred from the 

cluster (from indirect affective expressions). 
Processes (a) and (c) help the analyst to remove unrelated or 
meaningless sentences. Processes (b) and (c) help the analyst 
to skim the text. Process (d) helps the analyst notice ideas for 
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services, like jam recipes. The analyst can come up with ideas 
to improve services using this method. Important sentences 
that stimulate ideas are manually noted and summarized as a 
compilation of experiences. 

Figure 1 shows a work flow diagram of the method and 
the analyst’s actions. Using general search engines, blog 
entries describing specialized day tours are collected. A set of 
experience account texts is extracted from the entries. Here, 
an experience account text consists of three sentences whose 
second sentence includes experience verb and the first/third 
sentences are the two sentences before and after the second 
(middle) sentence. Then the set of experience account texts is 
distributed by k-means clustering [2]. The lemmatized verbs 
in the text are used for the vectors. A cluster first consists of a 
set of experience account texts. Next, for each account text, 
emotions are inferred from sentences and polarity 
(positive/mutual/negative) is assigned to each text. For each 
cluster, keywords are extracted from the set of experience 
account texts, and keywords are assigned to each cluster. 

An analyst uses these results to scan the texts for ideas 
that will attract tourists. At first, the analyst reads the cluster 
keywords. If they are promising, the analyst selects the cluster. 
Then the analyst scans the cluster text for positive polarity, 
and writes down important experience descriptions as ideas to 
consider for tour improvement. 
 
Internet
(Blog‐sites)

Keyword search

Blog entries

Experience account extraction

Set of experience
account texts Clustering

Set of clusters

Keywords

Set of pairs of Exp. text & Polarity

Cluster Emotion reasoning

Keyword extraction

Analyst chooses by keywords

Subset of clusters

Analyst reads and considers

Compilation of experiences
and tour improvement ideas  

Figure 1  Work flow diagram to help analysts to find 
experience accounts in blog entries and to consider ideas 
for tour improvement. 

 
2.2 Important processes 

2.2.1 Experience account extraction 

This method uses two strategies to extract experience 
accounts from the blog entries. One is to split an entry by 
experience key phrases. Another is to focus on verbs in the 
entry. 

In a blog entry, the author of the blog sometimes writes 
greetings to his/her friends or a brief exposition (i.e. “I’m 
finished with my exams. So I…”). The purpose of this 
analysis is to collect the results of the experiences. Therefore, 

we decided to remove the exposition2. Here, we divide an 
entry into two parts using the key phrase “blueberry 
picking3.” The first part comprises the sentences from the first 
sentence of the entry to the two sentences preceding the 
sentence that contains the key phrase. The second part 
comprises the sentences from the sentence preceding the 
sentence that contains the key phrase, to the end of the entry. 
The first part is discarded, leaving the second part. 

Next, we extract experience account texts from the 
second parts in the entries. We search for experience verbs [3] 
there, and then extract the sentence that contains the verb and 
the two sentences before and after it. Here the experience 
verbs have been collected by pattern matching from general 
blog entries during a preliminary stage. The patterns are “used 
to V,” “tried to V,” and “challenged to V4,” where V is a 
variable corresponding to a verb. We collected 432 verbs 
from 590,000 sentences in general blogs under the condition 
of making 20 or more appearances there. 

2.2.2 Emotion Reasoning 

Emotions are inferred based on a valency pattern 
dictionary [4]. This dictionary consists of 14,800 records. One 
record contains a valency pattern and emotional attributes. A 
valency pattern represents some cases and one verb/adjective 
(as a predicate). For example, the Japanese pattern “N1 (the 
lottery/a prize) ga N2 (human) ni ataru” means “N2 (human) 
win N1 (the lottery/a prize)” and the Japanese pattern “N1 
(human) ga N2 (a fish) ni ataru” means “N1 (human) be 
poisoned by N2 (a fish),” where N is a variable corresponding 
to a noun. Valency patterns can be used for word sense 
disambiguation or machine translation. 

Emotional attributes are slot-value pairs in terms of 
emotional information. For example, “N2 (human) win N1 
(the lottery/a prize)” is assigned such attributes as “feeler: N2, 
feel-to/about: N1, emotion: gladness, causality: acquirement” 
and “N1 (human) be poisoned by N2 (a fish)” is assigned such 
attributes as “feeler: N1, feel-to/about: N2, emotion: sadness, 
causality: physiological displeasure.” Thus, emotions can be 
inferred based on the causality of emotion. This reasoning 
does not need direct affective expressions like “good” or 
“bad.” 

Since an experience account text contains clauses, 
multiple emotions can be inferred using those. The polarity of 
the text is calculated by averaging the emotions. This 
dictionary uses 9 emotions. Here, a score of gladness, like, 
and expectancy is , a score of sadness, dislike, fear and 
anger is , and a score of surprise and calm (no emotion) is 
. 
                                                           
2 If the purpose is to motivate consumers or to phrase advertisements, 
the exposition might be important. Analyzing the exposition allows 
for improved recommendations (i.e. “If you’re finished with your 
exams, come to a blueberry farm!”). 
3 Since this research applies to Japanese blog entries, the key phrase 
is simple. The exact Japanese phrase was “blueberry gari or tsumi.” 
4 We used “V temiru” or “V temita” (a Japanese phrase used when 
describing an activity tried out for the first time). The meaning of 
this pattern is similar to the above three patterns. 
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2.2.3 Keyword Extraction 

The keywords of each cluster help the analyst decide 
whether or not the cluster is meaningful. The keywords are 
extracted by KeyGraph [5]. KeyGraph can extract main words 
and their supporting words, which represent intention of text, 
and represent them in a word graph. We assumed that a 
cluster includes some intention because the cluster consists of 
similar experience account texts. In addition, we already 
know that experience is approximately represented by verb-
noun pairs [6]. 

Therefore, we used KeyGraph with the following style: 
While KeyGraph counts word frequency for each sentence, 
we give only nouns and verbs to KeyGraph to enhance 
experience-related findings. Since KeyGraph extracts 
important nouns and verbs from them, we expect that the 
analyst can imagine the experience of each cluster by reading 
the extracted noun-verb pairs. 

 
3 Experience account investigation 

This section explains what the analyst should do at the 
last two steps in Figure 1. The process is as follows. 

1) The analyst chooses clusters by keywords. Experience 
account texts categorized as positive will appear. 

2) If the cluster’s keywords are extremely promising, the 
analyst reads the texts carefully. But if the keywords are 
only somewhat promising, the analyst can skim them. If 
the keywords are not at all promising, the analyst can 
discard the cluster immediately. 

3) While carefully reading, if the analyst feels the cluster is 
not promising, the analyst can decide to skim the text. 
Conversely, while skimming, if the cluster seems to be 
promising after all, the analyst can decide to read carefully. 

4) If the analyst discovers important experience accounts or 
is stimulated by good ideas, he/she writes them down. 

5) The analyst manually sorts the important experience 
accounts while considering the perspective. The 
perspective will become the category experience accounts 
are sorted into. For example, place, time and persons of 
the experience can become perspective. 

 
Objective evaluation of these operations is difficult, 

because it depends on the skill of the analyst. For objective 
evaluation, the next section mainly evaluates operation time 
and the number of sentences read by the analyst. Section 5 
will then introduce the results of the compiled tourist 
experience accounts for subjective evaluation. 

 
4 Experiment 

4.1 Conditions 

Blog entries were collected from three Japanese blog 
sites in 2010. The search terms were “blueberry gari/tsumi (= 
picking).” 642 entries (15,328 sentences) were found. The 
number of clusters for k-means was 24. It can be decided by 
the number of texts per cluster or by the clarity of keywords 

which can be obtained in a practical situation. The analyst of 
this experiment is a linguistic expert accustomed to 
distinguishing sentence meaning. 

 
4.2 Results 

Table 1 shows the number of sentences after each 
process step and the ratio of eliminated redundant sentences. 
After extracting experience accounts, the number of sentences 
was 4,146, and this process eliminated 73.0% of redundant 
sentences (Step #1). After clustering and emotion reasoning, 
the experience account texts (3,204 sentences) remained. 
These texts were associated with positive emotions (Step #2). 
Steps #3 and #4 relied on the analyst’s decisions. Since there 
was only one cluster with no promising keywords, the 
difference between Step #2 and Step #3 is small. At Step #4, 
the sentences skimmed by the analyst were not counted. 
Ultimately, the analyst carefully read 1,242 sentences. 91.9% 
of redundant sentences were discarded. 

 
Table 1  Number of sentences remaining after each step and 

ratio of eliminated redundant sentences. 

# Steps 
Effect 

Sentences  Eliminated Ratio
0 Keyword search 15,328 
1 Experience account extraction 4,146 73.0% 
2 Filter by positive emotions 3,204 79.1% 
3 Filter by promising keywords 3,126 79.6% 
4 Filter by extremely promising 

keywords 
1,242 91.9% 

 
Table 2 shows the details of reading the clusters; that is, 

Steps #3 and #4 in Table 1. For the analyst, 1 cluster was not 
promising, 11 clusters were extremely promising, and 12 
clusters were somewhat promising. Since cluster #1 was not 
promising, the analyst did not read the sentences in this 
cluster and its 78 sentences were discarded. 10 clusters 
labeled “C,” comprising 1,242 sentences, were carefully read 
by the analyst. 

The reliability of the keywords can be evaluated from the 
label pair of promisingness and decision of how to read in 
Table 2. If such a pair as (N, N), (So, Sk) and (E, C) exists, 
the keywords of the cluster are reliable; otherwise they are not. 
21 clusters have reliable pairs as shown in the table. Therefore, 
the reliability of keyword extraction is 88% (). 

Here, some clusters are explained in detail. Cluster #1 
was not promising for the analyst, because the keywords were 
not related to blueberry or farm, for example, “(dig, {affair, 
interest, shovel, sand, ...}), (put on, {plate}), ...”. This cluster 
contained 26 texts (sentences). For example, the 
following sentence was one of them: “CLICK HERE to play 
Live Movie...” As stated above, all 26 texts (78 sentences) in 
cluster #1 were discarded. 

Cluster #2 was extremely promising, because the 
keywords were farm-related; for example, “(do, {producer, 
famer, melon, food, blueberry, barbecue...}), ...” All 9 texts 
were carefully read by the analyst. The analyst extracted 4 
important texts from them, noticing that tourists visited the 
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top of a mountain or a park near a dam and enjoyed breathing 
clean air while listening to the sounds of nature (e.g. cicadas 
chirping reminds Japanese people of summer). Guide maps 
may be required for visitors to improve their tours. 

Cluster #4 was somewhat promising, because the 
keywords were similar to those of cluster #3, including 
“blueberry, jam.” For instance, the analyst did not think this 
cluster contained new experience accounts. At first, the 
analyst skimmed the sentences of cluster #4, but then found 
some promising sentences and decided to read them carefully. 

The clusters from #10 to #17 were skimmed. At that time, 
the analyst began to imagine almost whole experience. When 
reading cluster #23, the analyst found some new important 
texts to write down. 

The analyst noted 219 important sentences which 
contained ideas for attracting blueberry picking tour goers. It 
took 2 hours to read and write down the texts. 

 
Table 2  Results of reading the clusters. 

# Promisingness 
Decision of 

How to Read
Sentences 

Contained Important
1 N N 78 0
2 E C 27 12
3 E C 72 21
4 So C 378 66
5 E C 111 21
6 E C 129 21
7 So Sk 93 3
8 E C 162 21
9 E C 78 9

10 So Sk 375 6
11 So Sk 51 0
12 So Sk 363 3
13 So Sk 285 6
14 So Sk 90 3
15 So Sk 111 0
16 So Sk 81 3
17 So Sk 93 0
18 E C 108 3
19 E Sk 84 0
20 So Sk 63 0
21 E Sk 57 3
22 So Sk 201 3
23 E C 48 12
24 E C 66 3

Total 3,204 219
( sum if decision of how to read = C 1,242 ) 

N...not promising or no desire to read, E...extremely promising, 
So...somewhat promising, C...carefully reading, Sk...skimming 

 
5 Compiled tourist experience accounts 

5.1 Details 

The analyst summarizes the 219 important sentences 
acquired in the previous section to create a compilation of 
tourists’ accounts of their experiences blueberry picking. The 
analyst summarized 10 categories and comments as follows: 
A. Companion 
 cousin, grandparent, children, family 

B. Transportation 
 motorcycle tour 
 bike 
 car 

C. During blueberry picking 
 putting four or five blueberries into mouth at the same 

time to taste the mixture of sour and sweet 
 selecting especially sweet berries and eating them 
 tasting the difference between the various kinds of 

blueberries on the farm 
 learning about growing blueberries, and observing the 

differences between berries 
D. At the blueberry farm before/after picking berries 
 eating blueberry ice cream 
 listening to live jazz 
 picking raspberries, zucchini, ears of corn, tomatoes, figs, 

etc. 
 observing and learning about harvesting and cooking 

vegetables from a vegetable sommelier 
E. Near the blueberry farm before/after picking berries 
 making sausages 
 petting animals like sheep 
 letting his/her dog run free at a dog run 
 holding a party at the farm 
 holding a barbecue party 
 having a picnic lunch under shade trees 
 eating fried noodles 
 eating at a restaurant 
 stopping at a beer garden 
 eating sweets right after lunch 
 having cake at a shop connected to the farm because it was 

closed due to bad weather 
 stopping at a fancy shop on the way home 

F. Physical condition after fruit picking 
 bathing at hot spring baths to wash off sweat 
 sleepy 

G. General experiences on the way to/from the farm 
 enjoying clean air 
 stopping at a mountain observatory 
 stopping at a park around a dam 
 seeing waterfalls 
 seeing fireflies 
 playing at a river 
 canoeing/kayaking 
 horse-riding 

H. Other activities surrounding blueberry picking 
 camping trip 
 picnic 
 staying in a cabin 
 golf 
 overnight training camp 
 visiting parents’ home 

I. After returning home 
 making blueberry jam, pie, tart, bread, or other 

pastry/dessert 
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 making a blueberry sour cocktail 
 making a blueberry ratafia (liqueur) 
 making sorbet 
 freezing blueberries to preserve them 
 giving blueberries to colleagues as a souvenir 

J. Other 
 experience becomes a memory representative of summer 

vacation 
 meeting new people and deeping connection to them 
 hunting wild blueberries 
 sense that because going on the tour created the 

opportunity to visit other places as well, it was more 
reasonable than buying mail-order blueberries 

 growing and picking own blueberries 
 

Category A relates to people; Category B to 
transportation. Except for J, the other categories indicate 
spatial/temporal spread. 

It took the analyst an hour to summarize the above 
categories. Thus, the analyst acquires this compilation of 
accounts of tourists’ experiences in only 3 total hours from 
one year of blog entries using the proposed method (including 
2 hours mentioned in Section 4). 

 
5.2 Ideas for improvement 

This analysis has been performed manually because 
careful consideration is important. Manual work ensures that 
the analyst can imagine many situations experienced by 
tourists. He can then come up with ideas for improvement. 

For example, blueberry farms are located far from cities. 
Some people do not like such long bus rides. But if the tour 
service provides options for enjoyable transportation, those 
problems may turn into advantages. Additionally, it may be a 
good idea for a tour service to progressively target 
motorcyclist tour goers using special events like a biker meet-
up or a motorcycle stamp tour that includes a blueberry farm 
as ways for them to enjoy getting to and from the farm. On 
the other hand, blog authors seem to like educational activities 
such as lectures about vegetables, growing blueberries, 
distinguishing different kinds of blueberries, and 
cooking/baking with blueberries. Therefore, focusing on 
intellectual activities can improve services at blueberry farms. 

 
6 Discussion 

An expert analyst performed the previous experiment. In 
this section, we evaluate whether a beginner analyst with a 
slightly refined method can perform as well as the expert. 

  
6.1 Bottom-up and top-down approaches 

This paper aims to help analysts to analyze experience 
accounts using the bottom-up approach. One of the goals of 
this approach is to find the categories mentioned in Section 5. 
At the next stage, once acquiring the categories, the top-down 
approach is available. 

The top-down approach has two advantages. One is to 
reduce the cost of analysts. Another is to enable machine 
learning method to support analysts. After reading the 
categories, analysts may check whether or not each of 
experience account matches the categories. As the results, 
they will not miss the similar descriptions and will acquire 
accurate findings. At the same time, this work can be replaced 
with machine learning methods. The cooperative methods 
between the analyst and the machine learning tool will be 
required. The active learning method is one of them and can 
help to improve the coverage of the extraction [7]. 

On the other hand, the top-down approach may hide new 
viewpoints of analysts. Therefore, this section tries to improve 
the bottom-up approach method. 

 
6.2 Another Experiment 

During the process of clustering in Section 2, the vector 
was created with the bag-of-words model using verb, since 
we assumed that experience accounts would be mainly 
represented by verbs. The topic model LDA (latent dirichlet 
allocation) [8] has been discussed often recently. Thus, we 
also conducted another experiment that used LDA to create 
the vector. To do this, the topic model was gleaned from 
general blog entries (9,642,782 sentences, 100 topics), and 
then the vector of experience account text was created using 
topics from blueberry picking experience account texts, as 
estimated by the model [9]. In this case, the dimension of the 
vector was 100, for instance the topic number. It took 36 
hours to glean the topic model and 4.5 hours to create the 
vector. 

A beginner analyst who was an undergraduate student 
selected new clusters and summarized a new compilation of 
experience accounts. It took 4.75 hours to select the clusters 
and extract important texts, and then it took 2 hours to 
summarize the compilation by referring the first compilation 
mentioned in Section 5. Therefore, this experiment was a kind 
of combined bottom-up and top-down approach. 

Table 3 shows the comparison between the two 
experiments. The method of verb-vector was explained in 
Section 2. The method of topic-vector was explained here. 
Despite being done by a beginner, the results of the analysis 
were acceptable. The effect of LDA was confirmed with the 
number of clusters discarded because of a lack of promising 
keywords, which totaled 3 clusters (255 sentences). This was 
more than in the experiment in Section 4. But this analyst read  

 
Table 3  Comparison of remaining sentences between verb-

vector method and topic-vector method. 

# Steps 
Method 

Verb-vector Topic-vector 
3 Filter by 

promising 
keywords 

23 [clusters] 21[clusters]
3,126[sentences] 2,949[sentences]

79.6% 80.8%
4 Filter by extremely

promising 
keywords 

11 [clusters] 9 [clusters]
1,242 [sentences] 1,992 [sentences]

91.9% 87.0%
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more texts than the first analyst in Section 4, because the 
selected clusters contained more sentences. 

Since top-down analysis reduced the need for the analyst 
to consider category in the compilation, the analyst could take 
time to contemplate the experience account sentences. The 
beginner analyst wrote down more important sentences than 
the expert. Some were new, as follows: 
Category A : 
 friends from a club 

Category C : 
 taking photos 

Category G : 
 stopping at a lavender field 
 stopping at a farmer’s market 
 collecting beetles 
 going swimming at a pool 
 seeing fireworks 

Category H : 
 visiting the farm as part of a bus tour 

Category I : 
 eating yogurt with blueberry jam 
 selecting berries for eating or for making jam, depending 

on size and ripeness 
These are 10 additional items. The number of the items shown 
in Section 5 was 51. Therefore, we estimate the coverage of 
the first experiment at 84% (). In order to 
improve this coverage, machine learning tool will be helpful 
as mentioned in Section 6.1. 

We confirmed that top-down knowledge helps a 
beginner analyst come up with ideas, and LDA increases 
clustering accuracy. These results mean that our method 
(including the refined method) is feasible for supporting even 
beginner analysts.  

 
7 Conclusions 

This paper proposed a method to help analysts learn 
from blog entries about the experiences of tourists who go on 
specialized day tour (e.g., blueberry picking). The method 
comprises the following: extracting experience account texts, 
classifying them, inferring the emotion of the texts, and 
assigning keywords for each cluster. The analyst reads the 
cluster keywords and decides how carefully to read the cluster 
texts. In the experiment, an expert analyst came up with ideas 
and summarized a compilation of accounts of experiences 
from 15,328 blog entry sentences in 3 hours using this method. 
Here, the ratio of eliminated redundant sentences was 91.9%, 
and the reliability of keywords for each cluster was 88%. As a 
result, 10 categories were defined based on important 
perspective and used to order the compilation of blueberry 
picking experience account. The coverage of the experience 
accounts was estimated to be 84%. Further, we confirmed the 
feasibility of the categories and our method in helping a 
beginner analyst come up with ideas. Thus, this paper 
proposed a successful method to help analysts investigate 
tourist experiences. 
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Abstract—Research in logic programming shows an increasing
interest in studying tight logic programs because as Fages proved,
each stable model of a tight logic program is identical to a
logic model of a corresponding propositional theory (called the
Clark’s completion of the program), and vice versa. Therefore,
any algorithms for solving the satisfiability problem may be used
to compute stable models of tight logic programs. Furthermore,
it has been also observed that many important problems can be
encoded into tight logic programs. However, it is still unclear
whether we can give a better characterization on the tractability
of tight logic programs although some obvious tractable subclass
is easy to be recognized. In this paper, we investigate the compu-
tational complexity of propositional tight logic programs under
stable model semantics. In particular, we provide explicit syntactic
characterizations for various tractable subclasses of tight logic
programs. Our approach is to transform the completions of tight
logic programs to instances of the constraint satisfaction problem
(CSP), and then apply Schaefer’s Dichotomy Theorem to obtain
sufficient tractability conditions for tight logic programs. Based
on this approach, we further specify an interesting subclass of
tight logic programs whose computational tractability may be
decided through their decompositions.

Key words: Knowledge representation, Automated problem
solving, Reasoning strategies, Logic programming, Nonmonotonic
logic 1

I. I NTRODUCTION

Research in logic programming shows an increasing inter-
est in studying tight logic programs (e.g. [1], [2], [9], [15],
[17]) because as Fages proved, each stable model of a tight
logic program is identical to a logic model of a corresponding
propositional theory (called the Clark’s completion of the
program), andvice versa. Therefore, any algorithms for solving
the satisfiability problem may be used to compute stable
models of tight logic programs [1], [6]. Furthermore, it has
been also observed that many important problems can be
encoded into tight logic programs.

However, the computational tractability property of tight
logic programs has yet been thoroughly studied. Specifically,
it is still not clear whether we can provide some syntactic but
rather general characterizations for tractable subclasses of tight
logic programs. In this paper, we investigate the computational

1This publication was made possible by a grant from the Qatar National
Research Fund under its NPRP Grant No. 09-079-1-013. Its contents are solely
the responsibility of the authors and do not necessarily represent the official
views of the Qatar National Research Fund.

complexity of propositional tight logic programs under stable
model semantics. In particular, we provide explicit syntac-
tic characterizations for various tractable subclasses of tight
logic programs. Our approach is to construct a polynomial
transformation from the completions of tight logic programs
to instances of the constraint satisfaction problem (CSP), and
then apply Schaefer’s Dichotomy Theorem to obtain sufficient
tractability conditions for tight logic programs. Based on
this approach, we further specify an interesting subclass of
tight logic programs whose computational tractability may be
decided through their decompositions. As will be shown in the
paper, our tractability results are rather general and cover a
wide range of tight logic programs, which may provide useful
guidelines to implement efficient algorithms for computing
tight logic programs.

The paper is organized as follows. Section 2 introduces
some preliminary logic concepts and notations we need in
this paper. Section 3 describes a polynomial transformation
from the completion of a tight logic program to a Boolean
CSP-instance. Section 4 gives the main tractability result of
this paper and provides a formal proof. Section 5 specifies the
class of decomposable tight logic programs and depicts how
these programs’ tractability may be recognized through their
decompositions. Finally, section 6 discusses the related work
and concludes the paper with some remarks.

II. PRELIMINARIES

The relationship between Clark’s completion semantics
and stable model semantics has been intensively studied by
researchers, e.g. [2], [9], [10], [12]. It has been showed that
by compiling a logic program into a classical propositional
theory - the completion of this program, each stable model
of the program is a logical model of the theory, and under
certain condition calledtightness, each logical model of the
propositional theory is also a stable model of this program. We
are interested in the computational issue of this type of logic
programs because it has been observed that many important
problems can be encoded into tight logic programs.

We consider finite propositional normal logic programs in
which each rule has the form:

a← b1, · · · , bm, not c1, · · · , not cn (1)

wherea is either a propositional atom or empty,b1, · · · , bm,
c1, · · · , cn are propositional atoms. Whena is empty, rule (1)
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is called aconstraint. Given a ruler of the form (1), we
denotehead(r) = a, pos(r) = {b1, · · · , bm} and neg(r) =
{c1, · · · , cn}, and therefore, rule (1) may be represented as the
form:

head(r)← pos(r), not neg(r). (2)

We also useAtom(Π) to denote the set of all propositional
atoms occurring in programΠ.

The stable model of a programΠ is defined as follows.
Firstly, we considerΠ to be the program in which each rule
does not contain negation as failure signnot. A finite setS of
propositional atoms is called astable modelof Π if S is the
smallest set such that for each rulea← b1, · · · , bm from Π, if
b1, · · · , bm ∈ S, thena ∈ S. Now letΠ be an arbitrary normal
logic program. For any setS of propositional atoms, program
ΠS is obtained fromΠ by deleting (1) each rule fromΠ that
containsnot c in the body andc ∈ S; and (2) all forms of
not c in the bodies of the remaining rules2. ThenS is a stable
model of Π if and only if S is a stable model ofΠS . It is
easy to see that a program may have one, more than one, or
no stable models at all.

Definition 1: [3] Given a logic programΠ consisting of
rules of the form (1). ItscompletionComp(Π) is obtained in
three steps:

- Step 1: Replace each rule of the form (1) with the
formula:

b1 ∧ · · · ∧ bm ∧ ¬c1 ∧ · · · ∧ ¬cn ⊃ a.
We may use notionbody ⊃ a to represent this
formula.

- Step 2: For each symbola (a is not empty), let
Support(a) denote the set of formulas obtained from
all rules with a in the head as showed in Step 1.
SupposeSupport(a) is the set:

body1 ⊃ a,
· · ·,
bodyk ⊃ a.

Replace this set with a single formula
a ≡ body1 ∨ · · · ∨ bodyk

3.
If Support(a) = ∅ then replace it by¬a.

- Step 3: For each constraint in Π:
← b1, · · · , bm, not c1, · · · , not cn, replace it with a
formula Cons : ¬b1 ∨ · · · ∨ ¬bm ∨ c1 ∨ · · · ∨ cn.

ThenComp(Π) is the set of all suchSupport(a) andCons.

Gelfond and Lifschitz showed that given a programΠ, each
stable model ofΠ is also a (minimal) model ofComp(Π) [12].
However, the converse is usually not true. Consider programΠ
consisting of a single rule:p← p. Clearly,Comp(Π) = {p ≡
p}, which has two models∅ and {p}. But programΠ only
has one stable model∅. Fages defined a syntactic condition
on logic programs that ensures the equivalence between stable
model semantics and completion semantics. This is so called
tightnessof a program.

2We call ΠS is the result of Gelfond-Lifschitz transformation onΠ with
S.

3If somebodyi ≡ T, thenSupport(a) = a.

Definition 2: Given a programΠ. Π is tight if there exists
a functionλ from the set of all propositional atoms to ordinals
such that for each rule (1) inΠ,

λ(a) > λ(bi) for all i (1 ≤ i ≤ m).

Fages showed that for any tight logic programΠ, a set of
propositional atomsS is a stable model ofΠ if and only if S is
a model ofComp(Π) [10]. Immediately from this statement,
we have the following result.

Proposition 1: A tight logic programΠ has a stable model
if and only if Comp(Π) is satisfiable.

Let S be a set. Thesizeof S, denoted as|S|, is defined to
be the cardinality ofS. Then since a programΠ is a finite set
of rules, the size ofΠ, i.e. |Π|, is the number of rules inΠ. It
is well known that for a given setS of propositional atoms and
a logic programΠ, deciding whetherS is a stable model of
Π can be solved in polynomial time in terms of the size ofS
and Π. But deciding whether a logic program has a stable
model is NP-complete [18], which implies that in practice
it is unlikely to implement a general algorithm to compute
stable models of logic programs polynomially. However, we
may identify tractable subclasses of tight logic programs by
investigating the tractable computation of the models of their
program completions as the following proposition states.

Proposition 2: Deciding whether a tight logic programΠ
has a stable model can be achieved in polynomial time if
deciding the satisfiability ofComp(Π) can be achieved in
polynomial time.

III. PROGRAM COMPLETION AS CONSTRAINT
SATISFACTION

Given a logic program, we can view the satisfiability of
its completion as aconstraint satisfaction problem(CSP).
Formally, an instanceof CSP (or say a CSP-instance) is a
triple (V, D, C), consisting of a finite setV of variables, a
finite domainD of values, and a setC of constraints(t, R)
wheret is a tuplet = (x1, · · · , xm) of variables for somem
andR is a relation onD of arity m. Sometimes, we also call
R a relation in the CSP-instance(V, D, C). A solution to a
CSP-instance is a mappingh : V → D such that for every
constraint(t, R) ∈ C, h(t) = (h(x1), · · · , h(xm)) ∈ R.

The classical Boolean satisfiability problem SAT can be
viewed as a CSP-instance. For example, given a CNF formula
ϕ = (p ∨ q) ∧ (q ∨ r ∨ ¬s), we transform it to a CSP-
instance(V, D, C), whereV = {p, q, r, s}, D = {0, 1} and
C consists of two constraints((p, q), {0, 1}2 − {(0, 0)}) and
((q, r, s), {0, 1}3−{(0, 0, 1)}). In this CSP-instance, for each
constraint(t, R) ∈ C, relationR is a subset of{0, 1}|t|, and
we call it logical relation4. A CSP-instance of this form is
also called aBooleanCSP-instance. Given a logic programΠ,
we can always represent its completionComp(Π) as a CNF
formula, and then transform this CNF formula to a Boolean
CSP-instance, as shown by the following example.

Example 1:Consider programΠ consisting of the follow-
ing rules:

4|t| denotes the cardinality of the set of variables occurring in tuplet.
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p←,
q ←,
r ← p, not s,
r ← q, not t.

It is easy to see thatComp(Π) = {p, q,¬s,¬t, r ≡ ((p∧¬s)∨
(q∧¬t))}, which is equivalent to the following set of clauses:

p,
q,
¬s,
¬t,
r ∨ ¬p ∨ s,
r ∨ ¬q ∨ t,
¬r ∨ p ∨ q,
¬r ∨ p ∨ ¬t,
¬r ∨ q ∨ ¬s,
¬r ∨ ¬s ∨ ¬t.

Then the corresponding CSP-instance is:(V, D, C), where
V = {p, q, r, s, t}, V = {0, 1}, andC consists of the following
constraints:

({p}, {(1)}), ({r, q, t}, {0, 1}3 − {(0, 1, 0)}),
({q}, {(1)}), ({r, p, q}, {0, 1}3− {(1, 0, 0)}),
({s}, {(0)}), ({r, p, t}, {0, 1}3 − {(1, 0, 1)}),
({t}, {(0)}), ({r, q, s}, {0, 1}3 − {(1, 0, 1)}),
({r, p, s}, {0, 1}3 − {(0, 1, 0)}),
({r, s, t}, {0, 1}3 − {(1, 1, 1)}).

Given a logic programΠ, we call the CSP-instance con-
structed as described in Example 1 theΠ’s Boolean CSP-
instance, denoted asCSP (Π). Then we have the following
proposition.

Proposition 3: A tight logic programΠ has a stable model
if and only if Π’s Boolean CSP-instanceCSP (Π) has a
solution.

From previous discussion, we observe that for a given
clausel1 ∨ · · · ∨ lk, the logical relation in the corresponding
constraint has a size of2k. Then it seems that encodding an
arbitrary CNF formula into a CSP-instance may exponentially
depend on the length of clauses in the CNF formula. We
should note that this actually is not a barrier of using CSP
techniques to study satisfiability problem because for each
fixed k, transforming a CNF formula, in which the length of
its each clause is bounded byk, into a Boolean CSP-instance
takes polynomial time as illustrated in [7], [14].

Similarly, to transformComp(Π) into CSP (Π) polynomi-
ally, we may fix the underlying logic program’s rule length and
support depth. Formally, consider a logic programΠ consisting
of rules of the form (1), we define therule lengthof ruler to be
the number of atoms occurring inr, i.e.rl(r) = 1+m+n. For
atoma ∈ Atom(Π), if its supportSupport(a) in Π is formula
a ≡ body1 ∨ · · · ∨ bodyk, then we define thesupport depthof
a to be the number ofbodys occurring in this formula, i.e.
sd(a) = k. Now we define the rule length and support depth
of the programΠ as follows:

rl(Π) = Max(rl(r) : r ∈ Π),
sd(Π) = Max(sd(a) : a ∈ Atom(Π)).

Theorem 1:Let Π be a logic program with fixed rule
length l and support depthd. Π’s Boolean CSP-instance

CSP (Π) can be constructed in at mostO((d2l + ld2d+1)|Π|)
steps.

Proof: For each formula inComp(Π), it has one of the
three forms:a,¬a or a ≡ body1 ∨ · · · ∨ bodyk, wherek ≤ d,
and eachbody is of the formb1∧· · ·∧ bm∧¬c1 ∧¬cn, where
(1 + m + n) ≤ l. It is easy to see that|Comp(Π)| ≤ l|Π|
andComp(Π) contains at most|Π| formulas of the forma ≡
body1∨· · ·∨bodyk. This formula is equivalent to the following
two formulas:

a ∨ (¬body1 ∧ · · · ∧ ¬bodyk), and
¬a ∨ body1 ∨ · · · ∨ bodyk.

The first formula above can inducek clauses each with a
length of at mostl. Then each relation inCSP (Π) constructed
from these clauses needs at most2l steps. Therefore, at most
constructing all relations inCSP (Π) from clauses induced
from a ∨ (¬body1 ∧ · · · ∧ ¬bodyk) needs at mostk2l ≤ d2l

steps.

On the other hand, it is observed that formula¬a∨body1∨
· · · ∨ bodyk can at most inducelk clauses and each with
a length of k + 1. So constructing relations ofCSP (Π)
from these clauses needs at mostlk2k+1 ≤ ld2d+1 steps.
As Comp(Π) contains at most|Π| formulas of the form
a ≡ body1 ∨ · · · ∨ bodyk, altogether, constructing relations
of CSP (Π) from all clauses induced fromComp(Π) needs at
most(d2l + ld2d+1)|Π| steps. Also note that all other formulas
in Comp(Π) are of the forma or ¬a, and at most the number
of these formulas inComp(Π) is (l−1)|Π| which is less than
(ld2d+1)|Π| when d ≥ 1. So given a logic programΠ with
the fixed rule lengthl and support depthd, we can construct
CSP (Π) in at mostO((d2l + ld2d+1)|Π|) steps.

We should note that in practice, constructing the Boolean
CSP-instance of a given logic program needs much less steps
than what Theorem 1 states, because in a program, the rule
length for most rules is usually quite small, and the support
depth for most atoms occurring in the program is just 1!
This has been observed from many classical problem domains
(e.g.N -queen problem and Hamiltonian Circuit problem) and
practical applications like robotic planning studied in logic
programming [3]. In the rest of the paper, without explicit
declaration, we will consider all logic programs with fixed rule
length and support depth. The following propositions illustrate
several interesting properties ofCSP (Π) constructed from a
given Π.

Proposition 4: Let Π be a logic program withrl(Π) = l
andsd(Π) = d wherel > d. Then every relation inCSP (Π)
has at most arityl.

Proposition 5: Let Π be a logic program withrl(Π) = l
andsd(Π) = d whered > l. Then every relation inCSP (Π)
has at most arity(d + 1).

Proposition 6: Let Π be a logic program. If for eacha ∈
Atom(Π), there is a ruler ∈ Π with head(r) = a, for any
r ∈ Π rl(r) = l, and sd(Π) = 1, then every relation in
CSP (Π) has exact arityl.
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IV. T RACTABLE SUBCLASSES OFTIGHT LOGIC
PROGRAMS

A. The Result

We first present the main characterization result for the
computational tractability of tight logic programs.

Theorem 2:Let Π be an arbitrary tight logic program. De-
ciding whetherΠ has a stable model is solvable in polynomial
time if one of the following five conditions is satisfied. In this
case, we also callΠ a tractable tight logic program.

1) For each ruler ∈ Π, pos(r) 6= ∅;
2) For eacha ∈ Atom(Π), there is a ruler ∈ Π such

that head(r) = a, and there exists at least one rule
r′ with head(r′) = a and neg(r′) = ∅; for each
rule r ∈ Π with head(r) = ∅ (i.e. r is a constraint),
neg(r) 6= ∅;

3) For eacha ∈ Atom(Π), there is a ruler ∈ Π such
thathead(r) = a, |pos(r)∪neg(r)| = 1 andsd(a) =
1; for each ruler ∈ Π with head(r) = ∅, |pos(r) ∪
neg(r)| = 2;

4) For each ruler ∈ Π with head(r) 6= ∅, neg(r) = ∅
and |pos(r)| ≤ 1; for each rule r ∈ Π with
head(r) = ∅, |pos(r)| ≤ 1;

5) For each ruler ∈ Π with head(r) 6= ∅, either
pos(r) ∪ neg(r) = ∅, or sd(head(r)) = 1 and
neg(r) = ∅; for each ruler ∈ Π with head(r) = ∅,
|neg(r)| ≤ 1.

Example 2:Consider the following two tight logic pro-
grams:

Π1: Π2:
← a, not b, ← d, not a,
b←, a←,
c←, b←,
d← b, c← a, b.
e← c.

It is easy to check thatΠ1 satisfies condition 4 andΠ2 satisfies
condition 5 in Theorem 2 respectively. In section 5, we will
illustrate other program examples that satisfy conditions 1, 2,
and 3 in Theorem 2.

B. The Proof of Theorem 2

As we have showed in last section, given a logic program
Π with fixed rule lengthl and support depthd, it can be
transformed to a Boolean CSP-instanceCSP (Π) in polyno-
mial time. Then ifΠ is a tight logic program, and deciding
whetherCSP (Π) has a solution is solvable in polynomial
time, it follows that deciding whetherΠ has a stable model is
also solvable in polynomial time. Furthermore, each solution
of CSP (Π) (if there is one) is also a stable model ofΠ.
The constraint satisfaction problem we considered for program
completion is also called thegeneralized satisfiability problem
for which Schaefer provided a complete characterization on
its computational complexity [19]. Before we present Schae-
fer’s Dichotomy Theorem, we first introduce following useful
concepts.

Let R be a k-ary logical relation.R is 0-valid if tuple
(0, · · · , 0) ∈ R. R is 1-valid if tuple (1, · · · , 1) ∈ R. R

is bijunctive if R is the set of truth assignments satisfying
some 2CNF formula.R is weakly positive(or weakly negative,
resp.) if R is the set of truth assignments satisfying some
CNF formula having at most one negative (or positive, resp.)
variable in each conjunct.R is affineif R is the set of solutions
to a system of linear equations over the two-element field.
That is, R is equivalent to a conjunction of formulas of the
forms x′

1 ⊕ · · · ⊕ x′
m = 0 and x′′

1 ⊕ · · · ⊕ x′′
n = 1, where

{x′
1, · · · , x

′
m, x′′

1 , · · · , x′′
n} ⊆ {x1, · · · , xk}, and ⊕ denotes

addition modulo2.

Theorem 3:(Schaefer’s Dichotomy Theorem [19]) Let
(V, {0, 1}, C) be a Boolean CSP-instance. Deciding whether
(V, {0, 1}, C) has a solution is solvable in polynomial time if
one of the following six conditions is satisfied, otherwise it is
NP-complete.

(a) Every logical relationR in (V, {0, 1}, C) is 0-valid;
(b) Every logical relationR in (V, {0, 1}, C) is 1-valid;
(c) Every logical relationR in (V, {0, 1}, C) is bijunc-

tive;
(d) Every logical relationR in (V, {0, 1}, C) is weakly

positive;
(e) Every logical relationR in (V, {0, 1}, C) is weakly

negative;
(f) Every logical relationR in (V, {0, 1}, C) is affine.

Now we consider how this theorem is used to prove
Theorem 2. Basically, we will show that a tight logic program
Π satisfying one of conditions 1-5 in Theorem 2 will imply
that for CSP (Π), one of conditions (a)-(e) in Schaefer’s
Dichotomy Theorem (Theorem 3) also holds accordingly,
where condition (f) in Theorem 3 will never hold forCSP (Π).

Lemma 1:Given a tight logic programΠ and its corre-
spondingCSP (Π) = (V, {0, 1}, C). Every logical relationR
in CSP (Π) is 0-valid if and only if for each ruler ∈ Π,
pos(r) 6= ∅.

Proof: Suppose every relationR in CSP (Π) is 0-valid.
From the construction ofCSP (Π), we know that eachk-ary
relationR in CSP (Π) is constructed from a clause of the form
l1∨· · ·∨lk, whereli is either a variable inV or the negation of
a variable inV . Note thatR is formed as{0, 1}k−{X}, where
X = (ǫ1, · · · , ǫk), ǫi ∈ {0, 1} and is an assignment satisfying
l1 ∧ · · · ∧ lk. SinceR is 0-valid, it means thatX 6= (0, · · · , 0).
Consequently, it implies thatl1 ∨ · · · ∨ lk is not of the form
x1 ∨ · · · ∨ xk where eachxi ∈ V . Without loss of generality,
we assume that clausel1∨· · ·∨lk is induced fromSupport(a)
for some atoma ∈ Atom(Π). Clearly,Support(a) is of one
of the three forms:a (i.e. a rule of the forma ←), ¬a (i.e.
no rule witha as the head), ora ≡ body1 ∨ · · · ∨ bodyh. The
first case is impossible since this implies thatR is not0-valid.
The second case implies the result to be trivially true. Now
considerSupport(a) = a ≡ body1 ∨ · · · ∨ bodyh, which is
equivalent to the following two formulas:

¬a ∨ body1 ∨ · · · ∨ bodyh, and
a ∨ (¬body1 ∧ · · · ∧ ¬bodyh),

where eachbody is of the formb1 ∧ · · · ∧ bm ∧ ¬c1 ∧ · · · ∧
cn. It is easy to see that each clause induced from the first
formula above will contain¬a, and consequently, the relation
constructed from this clause is0-valid. Now consider clauses
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induced from the second formula above. It is observed that
each clause is of the form:a∨¬b1∨· · ·∨¬bm∨c1∨· · ·∨cn. As
the relation inCSP (Π) constructed from this clause contains
tuple (0, · · · , 0), it implies at least one ofbi (1 ≤ i ≤ m)
should be in the clausea ∨ ¬b1 ∨ · · · ∨ ¬bm ∨ c1 ∨ · · · ∨ cn.
This meanspos(r) 6= ∅.

Now we assume that clausel1 ∨ · · · ∨ lk is induced from
some constraint inΠ:
← b1, · · · , bn, not c1, · · · , not cn. Then the clause is of the
form ¬b1 ∨ · · · ∨ ¬bm ∨ c1 ∨ · · · ∨ cn. Clearly, this formula is
not of the formx1∨· · ·∨xk where eachxi ∈ V . This implies
pos(r) 6= ∅. Combining these two cases, it concludes that to
ensure every relationR in CSP (Π) is 0-valid, for each rule
r ∈ Π, it must be the casepos(r) 6= ∅.

The other direction can be proved in a similar way.

Lemma 2:Given a tight logic programΠ and its corre-
spondingCSP (Π) = (V, {0, 1}, C). Every logical relationR
in CSP (Π) is 1-valid if and only if for eacha ∈ Atom(Π)
there is a ruler ∈ Π such thathead(r) = a, and there exists
at least one ruler′ ∈ Π with head(r′) = a andneg(r′) = ∅;
for each ruler ∈ Π with head(r) = ∅ (i.e. r is a constraint),
neg(r) 6= ∅.

Lemma 3:Given a tight logic programΠ and its corre-
spondingCSP (Π) = (V, {0, 1}, C). Every logical relationR
in CSP (Π) is bijunctive if and only for eacha ∈ Atom(Π),
there is a ruler ∈ Π such thathead(r) = a, |pos(r) ∪
neg(r)| = 1 and sd(a) = 1; for each ruler ∈ Π with
head(r) = ∅, |pos(r) ∪ neg(r)| = 2.

Proof: We only prove one direction, while the other
direction is proved in a similar way. Suppose eachR in
CSP (Π) is bijunctive. That is,R is constructed from a clause
l1∨l2 from either formulaSupport(a) for somea ∈ Atom(Π)
or Cons for some constraint inΠ. We first consider the case of
Support(a). This implies thatSupport(a) is not of the form
¬a or a. So it concludes that for eacha ∈ Atom(Π), there is a
rule r : a← pos(r), not neg(r), wherepos(r) ∪ neg(r) 6= ∅.
Also, it must be the case|pos(r) ∪ neg(r)| = 1. Now assume
sd(a) > 1. For instance, supposesd(a) = 2. Then we have
Support(a) = a ≡ l∨ l′, wherel andl′ are atoms or negative
atoms. Obviously, froma ≡ l∨ l′, clause¬a∨ l∨ l′ is induced.
This contradicts the fact that all relations inCSP (Π) are
bijunctive.

Now suppose thatR is constructed from a constraintr :←
pos(r), not neg(r). Obviously, the fact thatR is bijunctive
implies that|pos(r) ∪ neg(r)| = 2

Lemma 4:Given a tight logic programΠ and its corre-
spondingCSP (Π) = (V, {0, 1}, C). Every logical relationR
in CSP (Π) is weakly positive if and only if for each rule
r ∈ Π with head(r) 6= ∅, neg(r) = ∅ and |pos(r)| ≤ 1; for
each ruler ∈ Π with head(r) = ∅, |pos(r)| ≤ 1.

Lemma 5:Given a tight logic programΠ and its corre-
spondingCSP (Π) = (V, {0, 1}, C). Every logical relationR
in CSP (Π) is weakly negative if and only if for each rule
r ∈ Π with head(r) 6= ∅, either pos(r) ∪ neg(r) = ∅, or
sl(head(r)) = 1 and neg(r) = ∅; for each ruler ∈ Π with
head(r) = ∅, |neg(r)| ≤ 1.

Lemma 6:Given a tight logic programΠ and its cor-
respondingCSP (Π) = (V, {0, 1}, C). Then every logical
relationR in CSP (Π) is not affine.

Proof: From [19], it shows that the cardinality of an affine
relation is always a power of2. However, from the construction
of CSP (Π), we know that each relationR in CSP (Π) is
formed as{0, 1}|t| − {(ǫ1, · · · , ǫ|t|)} where |t| ≥ 1 and ǫi ∈
{0, 1}, which has a cardinality of an odd number.

Proof of Theorem 2 We only need to show that conditions
1-5 in Theorem 2 implies conditions (a) - (e) in Schaefer’s
Dichotomy Theorem when the program is (polynomially)
transformed to the corresponding Boolean CSP-instance. Lem-
mas 1- 5 have shown such equivalence between conditions
(a), (b), (c) (d), (e) in Schaefer’s Dichotomy Theorem and
conditions 1, 2, 3, 4, and 5 in Theorem 2 respectively. Lemma
6, on the other hand, shows that for any programΠ, every
relation in CSP (Π) is not affine, and hence condition (f) in
Schaefer’s Dichotomy Theorem is not applicable in our case.

V. DECOMPOSABLETIGHT LOGIC PROGRAMS

It is important to realize that the completeness feature of
Schaefer’s Dichotomy Theorem does not apply to Theorem
2. This is because our polynomial transformation from a tight
logic program to its corresponding Boolean CSP-instance only
ensures the program’s tractabilityif solving the corresponding
Boolean CSP-instance is tractable. Indeed, it is not difficult to
find a subclass of tight logic programs which do not satisfy any
of conditions 1-5 but are still tractable. Consider the following
tight logic program:

Π:
a←,
b←,
c← a,
c← b, d.

Clearly, this program does not satisfy any of conditions 1-5 in
Theorem 2, but since it is a Horn program, its model can be
computed in polynomial time.

Nevertheless, under certain conditions, we still can recog-
nize a tight logic program’s tractability by using Theorem 2
even if this program does not satisfy any of conditions 1-5 in
Theorem 2. To illustrate our idea, let us examine the above
Horn programΠ again. It is easy to observe thatΠ almost
satisfies condition 5 in Theorem 2 exceptsd(c) = 2 > 1.
However, we can actuallydecomposeΠ into two small pro-
grams:

Π1: Π2:
a←, a←,
b←, b←,
c← a, c← b, d.

Now note that bothΠ1 andΠ2 satisfy condition 5 in Theorem
2. Furthermore, it is also observed thatΠ’s model can be
obtained from some standard set operation onΠ1’s andΠ2’s
models, (i.e.{a, b, c} = {a, b, c} ∪ {a, b}). It is easy to prove
that a subclass of tight logic programs like this type are still
tractable. This example motivates us to specify a more general
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subclass of tight logic programs whose tractability may be
indirectly decided by applying Theorem 2.

Definition 3: Let Π be an arbitrary tight logic program.
Π is decomposableif Π can be polynomially decomposed
to a sequence of tight logic programs(Π1, · · · , Πk) for some
constantk > 1, such thatΠ =

⋃k

i=1
Πi and Π has a stable

model if and only if eachΠi (1 ≤ i ≤ k) has a stable model.
In this case,(Π1, · · · , Πk) is called adecompositionof Π.

Directly from Definition 3 and Theorem 2, we can prove
the following result.

Theorem 4:Suppose thatΠ is a decomposable tight logic
program and has a decomposition(Π1, · · · , Πk). Then Π is
a tractable program if eachΠi (1 ≤ i ≤ k) satisfies one of
conditions 1-5 in Theorem 2.

Now an immediate question is: under what conditions, a
tight logic program is decomposable and how to obtain a
decomposition of this program? Intuitively, if a program is
decomposable, it may have more than one decompositions. As
a trivial example, we can see that both({a←, b←}, {c←})
and ({a ←}, {b ←}, {c←}) are decompositions for program
{a←, b←, c←}. However, what our interest here is to study
those decompositions that may contain useful information
for deciding the tractability of the original program, e.g. as
Theorem 4 indicates, whereas we fail to do so via Theorem 2
directly.

For this purpose, we first define thedependency graphfor
a program. Given a programΠ, its dependency graph, denoted
asG(Π), is a directed graph(Atom(Π), E), whereAtom(Π)
is the set of vertices, andE is the set of edges. An edge
(a, b) ∈ E iff there is a ruler ∈ Π such thata ∈ pos(r) ∪
neg(r) andb = head(r). Edge(a, b) is labeled “positive” (+)
if a ∈ pos(r) and “negative” (−) if a ∈ neg(r). We say that
atoma is positivein G(Π) if for any path starting froma, no
negative edge is contained in the path.

We say thatG(Π) contains adependency subgraphof Π, if
there is a subgraph inG(Π): (V1, E1) whereV1 ⊆ Atom(Π)
andE1 ⊆ E, such that there does not exist an edge(a, b) ∈ E
with a ∈ V1 andb ∈ (Atom(Π)−V1), or a ∈ (Atom(Π)−V1)
and b ∈ V1 (note that for each edge(a, b) ∈ E1, a, b ∈ V1).
From this definition, we can see thatΠ’s dependency subgraph
actually provides a partition onΠ where all rules related to the
dependency subgraph areself-containedin the subgraph with
no connection to other rules inΠ. That is, for someΠ1 ⊆
Π, V1 = Atom(Π1) and Atom(Π1) ∩ Atom(Π − Π1) = ∅.
Therefore, we can represent a dependency subgraph ofΠ as
G(Π1) = (Atom(Π1), E1), whereΠ1 ⊆ Π. Now we have the
following general result.

Theorem 5:Let Π be a tight logic program andG(Π)
the dependency graph ofΠ. If G(Π) contains dependency
subgraphsG(Π1), · · · , G(Πk) whereΠ =

⋃k

i=1
Πi (k > 1),

then (Π1, · · · , Πk) is a decomposition ofΠ.

Example 3:Consider the following tight logic program:

Π:
r1 : a← b, not c,
r2 : d← not e,
r3 : d← f
r4 : e←,

b c

a
+

g

-
d e-

f

++
+

Fig. 1. Π’s dependency graphG(Π).

r5 : f ←,
r6 : g ← d, e.

It is easy to check thatΠ does not satisfy any of conditions 1-5
in Theorem 2.Π has the following dependency graphG(Π).

Clearly G(Π) contains two dependency subgraphs of
Π: G(Π1) and G(Π2) where Π1 = {r1} and Π2 =
{r2, , r3, r4, r5, r6}. So according to Theorem 5,(Π1, Π2) is
a decomposition ofΠ. Also note thatΠ1 and Π2 satisfy
conditions 1 and 2 in Theorem 2 respectively.

The following theorem provides another way to decompose
a program which is especially useful to decide the tractability
of a program that has a support depth greater than 1.

Theorem 6:Let Π be a tight logic program and there is
an atoma ∈ Atom(Π) such thatsd(a) = d > 1, that is Π
contains rulesr1, · · · , rd with head(ri) = a (1 ≤ i ≤ d). If
a is positive in Π’s dependency graphG(Π), then Π has a
decomposition(Π1, · · · , Πd), where eachΠi (1 ≤ i ≤ d) is
formed asΠi = Π−{rj : a← pos(rj), not neg(rj) | j 6= i}.

Example 4:Consider the following tight logic program:

Π:
r1 : a← b,
r2 : a← c,
r3 : b← not c,
r4 : c← not b,
r5 : d← a.

Again, we observe thatΠ does not satisfy any of conditions
1-5 in Theorem 2. However, sincesd(a) = 2 > 1, head(r1) =
head(r2) = a, and atoma is positive inΠ’s dependency graph
G(Π), according to Theorem 6,(Π1, Π2) is a decomposition
of Π, whereΠ1 = {r1, r3, r4, r5} and Π2 = {r2, r3, r4, r5}.
Then it is easy to see that bothΠ1 andΠ2 satisfy condition 3
in Theorem 2.

Corollary 1: Every tight Horn logic programΠ with
sd(Π) > 1 is decomposable and has a decomposition where
each program in the decomposition satisfies condition 5 in
Theorem 2.

VI. RELATED WORK AND CONCLUSION

Since Marek and Truszczyński proved that deciding
whether a logic program has a stable model is NP-complete
[18], the study on the computational issues of logic programs
with stable model semantics has focused on two different
methods: One is to investigate proper conditions under which
the procedure of computing stable models may be optimalized.
For instance, various splitting techniques [16], [11]. The other
approach is to identify tractable subclasses of logic programs
so that efficient algorithms can be specifically developed
for computing stable models of these tractable programs. In
this paper, we followed the second approach to study the
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tractability of tight logic programs by using CSP techniques.
An interesting feature of our tractability characterizations is
that they are purely syntax-based, and it only takes linear time
to check whether a tigh logic program satisfies one of these
syntactic forms (see Theorem 2).

The idea of using CSP techniques to study the tractabil-
ity of logic programs was previously considered by Ben-
Eliyahu and Dechter. In [4], Ben-Eliyahu and Dechter studied
the tractability of head cycle-free extended disjunctive logic
programs (HEDLPs) and defined two tractable subclasses of
HEDLPs which correspond to two tractable subsets of CSP.
Basically, Ben-Eliyahu and Dechter showed that the stable
model (answer set) existence of an HEDLP can be decided
in polynomial time with respect to theclique widthandcycle-
cutset’s cardinality of the HEDLP associatedinteraction graph
respectively5. But these tractable subclasses are somehow not
easy to be recognized because finding the clique width in a
graph and finding the minimum size of cycle-cutset in a graph
are NP-hard [7].

Ben-Eliyahu also proposed a tractable hierarchy for com-
puting stable models [5]. In particular, Ben-Eliyahu presented
a sequence of classes of programsΩ1, Ω2, · · · such that if a
programΠ belongs to classΩk, thenΠ at most hask stable
models and each of them can be found in time polynomial in
the size ofΠ andk. Further, Ben-Eliyahu proved that for an
arbitrary programΠ, we can find the minimumk where Π
belongs toΩk in time polynomial in the size ofΠ. However,
we observe that in general these results do not have much help
for achieving the tractable computation of the stable models of
logic programs because for a given classΩk, k may be of the
exponential size of programs belonging toΩk, and computing
stable models of programs inΩk may still remain intractable
in terms of the size of these programs.

On the other hand, Gottlob, Scarcello and Sideri re-
cently also studied the tractability of logic programs from
a fixed parameter complexity perspective [13]. They showed
that all related computational problems of logic programs
(including the stable model existence problem) are fixed-
parameter tractable with respect to thefeedback widthof the
undirected dependency graph of the logic program. However,
this approach also has some restrictions. For example, it was
observed that positive programs with large feedback width are
not recognized to be tractable although they may be clearly
tractable, and it is not known yet whether computing feedback
vertex sets of sizek is fixed-parameter tractable fordirected
graph [13].

Our work presented in this paper can be extended in
several directions. Firstly, we may extend our results to other
logic programs. For instance, we may investigate whether
our tractability results can be improved to covergeneralized
tight logic programswhich were studied by researchers from
various aspects [2], [9], [17]. Also, instead of considering the
completion of a logic program, we may define an alternative
equivalent propositional theory for a large class of logic
programs (e.g. [4]), and then obtain similar syntactic tractabil-
ity characterizations by studying the tractable subclasses of
the satisfiability problem through CSP techniques. The other

5Readers are referred to [4], [7] for the concepts of interaction graph, clique
width, and cycle-cutset.

direction is to identify more decomposable logic programs
and extend this technique to first-order answer set programs
[11], which will eventually simplify the computation of the
underlying programs.
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Abstract—Classification is a common task in Machine Learn-
ing and Data Mining. Some classification problems need to
take into account a hierarchical taxonomy establishing a order
between involved classes and are called hierarchical classification
problems. The protein function prediction can be treated as a
classification problem. As protein’s functions may be arranged
in a hierarchy of classes, predicting the protein function is
treated as a problem of hierarchical classification. This paper
presents an algorithm for hierarchical classification using the
global approach, called HMCS-FCA-SC for hierarchical multi-
label classification. The proposed algorithm is a improved version
of HMCS-FCA based on FCA techniques and it was evaluated
in eight datasets based on EC and GPCR and compared with
Clus-HMC. Preliminary results show that the HMCS-FCA-SC is
one alternative that can be used for hierarchical classification.

Keywords: hierarchical classification, global classifier, formal
concept analysis

I. INTRODUCTION

One of the most important problems in Machine Learning
and Data Mining is the classification that consists of asso-
ciate one or more classes from a set of predefined classes
to an example from the database. The features of each
example determines the classes it will be associated with.
Some classification problems need to deal with hierarchical
relations represented by a taxonomy established between the
classes to be predicted, this kind of problems are named
hierarchical classification.

A hierarchical taxonomy can be defined as an ordering
of elements according to their function or importance and
can be represented by a tree or a Directed Acyclic Graph
(DAG). The predictive performance tends to decrease with
increasing depth (specificity), whereas the amount of specific
examples is smaller, making harder the training process and
the prediction of the classes for a sample.

Three main features differentiate the hierarchical prob-
lems: (i) the kind of hierarchical taxonomy - a tree or a DAG;
(ii) how deep the classification in the hierarchy is performed
- restricted to the leaf nodes or in any level of the taxonomy;

and (iii) how the hierarchical structure is explored - with a
local or global approach [1].

Based on this wide diversity of problems, specific algo-
rithms for hierarchical classification are being developed.
This paper presents an algorithm for hierarchical classifi-
cation that uses techniques of Formal Conceptual Analysis
(FCA) combined with the cosine similarity function to
create a model that is used to hierarchical classification.
Experiments with biological data sets were done and the
obtained results were compared with the Clus-HMC [2]
that represents the state of art in terms of hierarchical
classification.

II. BASIC CONCEPTS

A. Formal Concept Analysis

The FCA deals with binary data tables describing re-
lationship between objects and attributes, named formal
contexts. According to [3], a formal context K := (G,M, I)
consists of two sets G and M and a relation I between
G and M . The elements of G are the objects and the
elements of M are the attributes of the context. To express
that an object g is in relation I with an attribute m, we
write gIm or (g,m) ∈ I and read it as “the object
g has the attribute m”. Table I shows a formal context
with G = {1, 2, 3, 4}, M = {a, b, c, d} and gIm =
{(1, b), (1, c), (2, a), (2, c), (2, d), (3, a), (3, b), (4, b), (4, c),
(4, d)}.

Table I: Sample of a formal context.
.

a b c d
1 0 1 1 0
2 1 0 1 1
3 1 1 0 0
4 0 1 1 1

Given a formal context K := (G,M, I), for a set
A ⊆ G of objects we define the set of attributes common
to the objects in A named A′ as shown in Equation 1.
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Correspondingly, for a set B of attributes we define the set of
objects common to the attributes in B named B′ as shown
in Equation 2. We also represent the composite operation
(A′)′ as A” what means compute these two operations in
sequence using as input to the second operation the results
from the first one. The result of A” represents the closure
of A. The same can be done with the objects where B”
represents the closure of B.

A′ := {m ∈M |gIm for all g ∈ A}. (1)

B′ := {g ∈ G|gIm for all m ∈ B}. (2)

Using the definitions (1) and (2) and given a formal con-
text K := (G,M, I) we can compute it’s formal concepts.
A formal concept of K is a pair (A,B) where:

A ⊆ G, B ⊆M, A′ = B and B′ = A. (3)

We name the set A as extent and B as intent of the formal
concept (A,B). The set of all formal concepts of the formal
context K is denoted by C(G,M, I). Thus, a concept is
identified by its extent (containing all objects that belongs
to the concept) and its intent (containing all attributes shared
by the objects of the context)[4]. For instance, from the
Table I the concept (14, bc) indicates that the objects {1, 4}
shares the attributes {b, c}, and to simplify the notation
in samples we represented the sets in the formal concept
({1, 4}, {b, c}, ) just as (14, bc).

If (A1, B1) and (A2, B2) are concepts in C(G,M, I),
we say that (A1, B1) is a subconcept of a (A2, B2), or
that (A2, B2) is a superconcept of (A1, B1) and we write
(A1, B1) 6 (A2, B2), if A1 ⊆ A2 (which is equivalent
to B2 ⊆ B1). We can also say that (A1, B1) is smaller
than (A2, B2), or that (A2, B2) is larger than (A1, B1). The
relation 6 is called hierarchical order (or simply order) of
the concepts. The set of all concepts of a formal context
K := (G,M, I) ordered is denoted by B(G,M, I) and is
called concept lattice of the formal context (G,M, I) [4].
Figure 1 shows the complete lattice for the formal context in
Table I in which every node represents a formal concept and
the connections between nodes express the relations among
them.

Regarding the algorithms for calculating the concepts of
a formal context, there are currently a lot of proposals, like
the most basic algorithms such as Naive and Intersections
demonstrated in [4]. Also, the approaches proposed by [5]
as the Next Closure until today perform well. With the
growth of the databases size, newer and faster algorithms
were proposed to deal with this scenario and also use parallel
processing. [6],[7] and [8] presents recently approaches with
better performance and parallel processing support in order
to compute the formal concepts for big contexts. For more
information about algorithms to compute formal concepts
see [9] and [10].

(1234, ∅)

(23, a) (134, b) (124, c)

(3, ab)

(14, bc)

(24, cd)

(2, acd)

(4, bcd)

(∅, abcd)

Figure 1: Concept lattice of the formal context in Table I.

B. Adding external knowledge to a context

In many applications to facilitate analysis and improve
results in the data exploration by the use of lattices we
can add external knowledge to them, such as information
about a taxonomy. To better demonstrate how this knowledge
addition can be done, let’s look at the example proposed by
[4]. Table II presents a context representing a list of doc-
uments (d1,d2,...,d6), represented as objects of the context,
and set of terms containing the subjects in the documents
represented as attributes and composed by Artificial Intelli-
gence (AI), Expert Systems (ES), Information Retrieval (IR),
Cataloguing (Cat), Indexing (Ind), Information Sciences
(IS), Information Retrieval Systems (IRS) and Knowledge
Based Systems (KBS). In the context, e.g., the document d1
is related to AI, ES and IR. Figure II shows the lattice for
the Table II.

Table II: Context representing documents and the terms.

AI ES IR Cat Ind IS IRS KBS
d1 1 1 1 0 0 0 0 0
d2 1 1 0 1 0 0 0 0
d3 1 1 0 0 1 0 0 0
d4 1 1 0 0 0 1 0 0
d5 1 1 0 1 0 0 1 0
d6 1 0 1 0 0 0 0 1

AI

IR ES

KBS
d6 d1

Ind
d3

IS
d4

Cat
d2

IRS
d5

Figure 2: Concept lattice of the context in the Table II

Suppose now that there is a predefined organization
between the terms we associate with documents, i.e., a
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taxonomy that represents a hierarchical organization of terms
associated with objects in Table II. Figure 3 shows an exam-
ple of taxonomy for the terms associated with the documents
in Table II. According to this taxonomy, a document having
the term IR, also possesses the terms IS and CA. Its also
important to note that some terms used in the initial context
are not present in the taxonomy, e.g., the term AI that will
be kept unchanged in the augmented context.

Any

Computer 
Applications - CA

Knowledge Based 
Systems - KBS

Information Analysis - IA Information Science - IS Expert Systems - ES

Cataloguing - Cat Information 
Retrieval - IR

Information Retrieval 
Systems - IRS

Indexing - Ind

Figure 3: Graph representing the documents taxonomy

Taking into account the taxonomy shown in Figure 3,
the information represented in the hierarchical taxonomy is
mapped to the original context of Table II resulting in a new
context that represents the correlations between documents
and terms respecting the hierarchical taxonomy of terms as
shown in Table III.

Table III: Formal context from Table II augmented.

AI ES IR Cat Ind IS IRS KBS CA IA

d1 1 1 1 0 0 1 0 1 1 0

d2 1 1 0 1 0 0 0 1 1 1

d3 1 1 0 0 1 0 0 1 1 1

d4 1 1 0 0 0 1 0 1 1 0

d5 1 1 0 1 0 1 1 1 1 1

d6 1 0 1 0 0 1 0 1 1 0

After constructing the augmented context we compute the
lattice with the information to obtain a representation of
correlations between documents and terms, obeying a preset
taxonomy that represents the hierarchy between terms. The
lattice is shown in Figure 4, where is possible to see that the
document d1, firstly in Figure 2 associated with the terms
IR, ES and AI, now after the imposition the hierarchy is also
linked to terms IS, CA and KBS.

There are a lot of works related to the use of addition of
background knowledge to a context for data representation
and exploration, among then we highlight [11], [12] and
[13].

In this section we addressed the basic notions of the
formal concept analysis. More detailed content about the
foundations of FCA can be found in [3] and [4].

AI,CA,KBS

ES IS

IA
d4

IR
d6

Ind
d3

Cat
d2 d1

IRS
d5

∅

Figure 4: Concept lattice of context in the Table III.

III. RELATED WORKS

Hierarchical classification is an approach that has been
widely used in text mining since the 90s. Among the works
in this context can be cited [14], [15], [16], [17]. The field
of bioinformatics presents several problems to be solved
by hierarchical classification, but it is, unfortunately, still
little explored. Some works have been published using this
approach, specifically in the protein function prediction, but
restricted to a tree structured taxonomy [18], [19], [20], [21],
[22], [23].

In the work developed by [23], [24] and [25] the authors
dismissed the class hierarchy, i.e., the concept of ancestor
and descendant was not applied. Thus, one can say that the
problem of hierarchical classification was transformed into
flat classification problem, where the conventional classifi-
cation algorithms are used.

Local binary classifiers for each node were created by [26]
and [27]. Although the set of binary classifiers represent the
hierarchy of classes, there is no guarantee that they produce
consistent results. Moreover, if an error occurs in a class at
a certain level, it can be propagated to the classes of the
levels below. Thus, one can say that the results presented by
the authors are questionable because the approach has these
drawbacks.

A hierarchical classification model named Clus for the
DAG structure using the global or big-bang approach was
developed in [2]. In this work the authors discuss three
kinds of classification: single-label classification (SC), hi-
erarchical single-label classification (HSC) and multi-label
hierarchical classification (HMC). For the development of
these classifiers the authors used the induction of decision
trees and showed how this model can be modified for use
in hierarchical DAG structures.

There are a lot of proposes using different techniques to
hierarchical classification, like [28]: a model named Multi-
Label Hierarchical Classification with an Artificial Immune
System (MHC-AIS) that generates rules IF-THEN and two
main versions were presented exploring both local and global
approaches; [29]: a method that is an extension of the flat
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classification algorithm naive Bayes adapted to hierarchical
classification and [30]: optimization based in an ant colony
to predict classes in problems of hierarchical classification.

Recently, [31]: search through greedy algorithms to find
the best sub graph of the tree or DAG to classify exam-
ples; [32]: a method based on the k-Nearest Neighbours
algorithm; [33]: an algorithm based on the global approach
using a competitive artificial neural network for the protein
function prediction datasets; and [34]: an adapted Learning
Classifier Systems (LCS) in order to predict protein func-
tions described in the GO format, called HLCS (Hierarchical
Learning Classifier System) builds a global classifier to
predict all classes in the application domain and its is
expressed as a set of IF-THEN classification rules.

Regarding the use of FCA to data mining tasks, there
are lot of proposed works, although not for hierarchical
classification problems, we can highlight for future research
the algorithms Grand [35], Rulearner [36], Legal [37], [38],
Galois [39], [40], Similares1 e Similares2 [41], [42]. An
algorithm for extracting association rules in the presence of
a taxonomy using FCA was proposed by[43]. In that work
rules are found through a filter mechanism for determining
whether a sample is positive or negative. The survey by [44]
presents a study involving 702 publications which used FCA
in KDD in between the years 2003 and 2009.

IV. PROPOSED ALGORITHM

The central idea of the proposed algorithm named Hi-
erarchical Multi-label Classifier System - Formal Concept
Analysis with Similarity Cosine (HMCS-FCA-SC) is to use
the FCA techniques to create a model for hierarchical classi-
fication, having as base the information present in the formal
concepts obtained and the cosine similarity function. The last
was used to choose the formal concepts that will determine
the predicted classes to a new instance not submitted to the
model during the training phase. The main steps are shown
in Algorithm 1.

The first step consists of to take a training partition
composed by a set of attributes and transform it in a formal
context (line 1). To achieve this goal, the attributes of the
instance are mapped to attributes of the formal context. If
the dataset contains continuous attributes a discretization
algorithm is applied to convert them into a set of nominal
ones. The instances are mapped as objects of the context.

The next step is to add the information about all classes
considering the taxonomy through the process of addition
of background knowledge to a formal context (line 2). This
process is done as represented in the Section II-B and must
keep the associations between the the instances represented
and its original classes.

Following, the formal formal concepts of the augmented
context are computed using any traditional algorithm for this
purpose (line 3). After this step, every formal concept found
will contain in it’s intent a set of attributes and classes, e.g.,

Algorithm 1 HMCS-FCA-SC

Require: The sets of instances for: training TR, testing TE;
The taxonomy of classes H; a parameter k;

1: Create a formal context CT with TR;
2: Add information from H to CT ;
3: Compute the set FC of formal concepts from CT ;
4: foreach (ti ∈ TE) do
5: Find a subset xi from FC with k formal concepts

more similar to the instance ti;
6: Sort xi by similarity with ti in a decreasing order;
7: end for
8: for z = 1 to k do
9: Predict for every test instance ti the classes present

in the z first formal concepts of it’s respective
set xi;

10: Compute hP and hR ;
11: end for

{a1, a2, a3, r, c1, c2} where an are attributes, r is the root
class of the hierarchy and cn are the classes. Also, every
formal concept will contain in it’s extent the set of objects
(that represents the instances from the training partition)
which contains the attributes and classes in the intent, e.g.,
{o1, o2, o3, o4} in the extent, where on is an object identifier,
indicates that the sample intent represented earlier is present
in those objects.

The next step is to find for every instance in the testing
partition a set with k formal concepts that will be used to
classify the instance, this selection is done through a cosine
similarity function (lines 4 and 5). In this step the attributes
of the instance being tested (ti) and the attributes present
in the formal concept (cfj) are mapped to a vectorial space
and normalized. Then using the cosine similarity function
represented in the Equation 4 a similarity between every
instance being tested and every formal concept is computed.
For every instance (ti) being tested a set (xi) containing k
selected concepts are stored and sorted by decreasing order
of similarity.

cos(ti, fcj) =
ti · fcj
||ti|| ||fcj ||

(4)

The last step consists in evaluate the classifier hits and
misses using the evaluation metric (for loop in the line
8). For evaluate the results of the proposed algorithm we
used a similar approach to the used by Clus-HMC [2] that
uses as base two hierarchical measures named hierarchical
precision and recall, and a threshold chosen by the user
ranging from 0 to 1 that produces different values for the
precision and recall, allowing the user to select by changing
the threshold results with best values for precision or recall.
To obtain a unique measure considering the results of all
operation points of the classifier, the precision-recall curves
are drawn with the precision and recall points and the area
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under precision-recall curve is computed.
In the proposed algorithm we used the interval from 1 to

k represented as z as threshold for produce results with more
precision or recall. To achieve this we take the instances of
the test partition with its ordered set of selected concepts
and assign for every instance the classes found in the first
z formal concepts of the ordered set (line 9). Using this
approach we obtain (normally) more precision when the
value of z is near to 1 and more recall when it’s value is
increased. For each value of z (line 10), the final values
for precision and for recall are obtained by Equation 5,
according to the proposal of [45]. In Equation 5, according
to the author we assume that one instance i belongs to a set
of classes C and will have a set of predicted classes denoted
by C ′. The extended sets Ĉ and Ĉ ′ represent respectively
the classes in the sets C and C ′ with the addition of all
ancestors classes of each set considering the taxonomy.

hP =

∑
i |Ĉi ∩ Ĉ ′

i|∑
i |Ĉ ′

i|
, hR =

∑
i |Ĉi ∩ Ĉ ′

i|∑
i |Ĉi|

(5)

After obtaining all precision-recall pairs for different
thresholds we can represent them by a precision-recall curve
and calculate the area under the curve to obtain a single
measure of performance of the classifier considering all
operation points. The points at the extremes were added
by interpolation process to obtain a complete curve and the
method used is the same proposed by [46] equivalent to the
method used in [2]. The Area Under the Precision-Recall
Curve (AUPRC) obtained is used as a unique measure of
the performance of the classifier taking into account that 1
is the result of a classifier with 100 % accuracy.

V. EXPERIMENTS

A. Datasets

The two databases used in this article involve the fami-
lies of G-Protein Coupled Receptor (GPCR) and Enzymes.
The protein functional classes are given unique hierarchical
indexes by [47] in the case of GPCRs and by Enzyme
Commission Codes [48] in the case of enzymes. These
databases were used in the work of [29] and are available at
https://sites.google.com/site/carlossillajr/resources. Enzymes
are catalysts that accelerate chemical reactions while GPCRs
are proteins involved in signaling and are particularly impor-
tant in medical applications as it is believed that from 40%
to 50% of current medical drugs target GPCR activity [49]
Each dataset has four different versions based on different
kinds of predictor attributes, and in each dataset the classes
to be predicted are hierarchical protein functions. Each type
of binary predictor attribute indicates whether or not a
“protein signature” (or motif) occurs in a protein [29]. The
motifs used in this work were: Interpro Entries, FingerPrints
from the Prints database, Prosite Patterns and Pfam. Apart
from the presence/absence of several motifs according to the

signature method, each protein has two additional attributes:
the molecular weight and the sequence length.

Before performing the experiments, the following prepro-
cessing steps were applied to the datasets: (i) Every class
with fewer than 10 examples was recursively merged with
its parent classes until to have at least 10 examples or
to be labeled to the Root class. (ii) All examples whose
most specific class was the root class were removed. (iii) A
class blind discretization algorithm based on equal-frequency
binning (using 20 bins) was applied to the molecular weight
and sequence length attributes, which were the only two
continuous attributes in each dataset. Table IV shows the
main characteristics of datasets after the preprocessing steps
which are detailed in [29]. In all datasets, each protein
(example) is assigned at least to one class at each level of
the hierarchy.

Table IV: Enzime and GPCR dataset main characteristics.

Protein Type Signature Attributes Examples Classes/Level

Enzyme

Interpro 1,216 14,027 6/41/96/187

Pfam 708 13,987 6/41/96/190

Prints 382 14,025 6/45/92/208

Prosite 585 14,041 6/42/89/187

GPCR

Interpro 450 7,444 12/54/82/50

Pfam 75 7,053 12/52/79/49

Prints 283 5,404 8/46/76/49

Prosite 129 6,246 9/50/79/49

B. Results

The experiments were done using a simple dataset split
considering 2/3 of the exemples for training and 1/3 for
testing. The k parameter was set to 100. Figure 5 and Figure
6 show the obtained results for GPCR and EC datasets
respectively comparing them with the Clus-HMC [2] results.

Statistical tests based on Wilcoxon Rank-Sum comparing
the results extracted from the precision-recall curve of each
classifier with α = 0.05 demonstrated that there is no signif-
icant statistical differences between the results of proposed
method named HMCS-FCA-SC and Clus-HMC.

VI. CONCLUSION

This paper has presented a new algorithm named HMCS-
FCA-SC for the hierarchical classification problem of pre-
dicting protein functions supporting taxonomies organized
as a tree or DAG. The algorithm proposed is based on FCA
techniques combined with the use of the cosine similarity
function.

This classification approach has the advantage of consider-
ing all hierarchy in the prediction process (global approach),
works with both types of taxonomies: tree or DAG, and can
make multi-label predictions, even though the last feature
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(a) GPCR-Interpro

(b) GPCR-Pfam

(c) GPCR-Prints

(d) GPCR-Prosite

Figure 5: HMCS-FCA-SC x Clus-HMC - GPCR Datasets.

was not explored in this work. The main disadvantage is the
processing time due to the exponential behaviour - in the
worst case - of the FCA techniques.

The HMCS-FCA-SC was applied to 8 datasets from
GPCR and Enzimes. The results of predictions were mea-
sured using the hierarchical precision and recall, and the
precision-recall curves to evaluate the classifier along its
different operation points.

The use of some not commonly used techniques for
classification in the development of the proposed algorithm
was quite challenging. The results of performed experiments
are promising and some improvements will be done in future
works.
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Abstract - In this paper, we propose an expert system 
generator which is based on the use of icons rather than 
textual content to represent facts. It has been designed, 
implemented and used to create an expert system in the 
African traditional medicine where actors are often illiterate. 
Thanks to its iconic interface which is suitable for traditional 
medicine practice knowledge, this system will enable users to 
be totally independent, they don't necessarily need 
intermediaries in the management and usage process of their 
own knowledge base. 

Keywords: Knowledge base, Knowledge-Based system, 
traditional medicine, medicinal plants, iconic interface. 

 

1 Introduction 
 Traditional medicine holds a prominent position in 
developing countries’ health policy, and mainly those 
countries in Africa. According to WHO’s 2007 report [1], up 
80% of the African populations use traditional medicine to 
satisfy their health needs. However, this ancestral knowledge 
that its practitioners jealously transmit orally to other 
generations is passing away with the disappearance of these 
practitioners. Knowledge-Based Systems (KBS) have then 
been conceived in order to preserve them. [8] [7] [4]. The 
cognisor is the exclusive manipulator of the system in these 
KBS. The KBS interface is badly hooked to traditional 
medicine, whose users are not computer science specialists. 
In fact, most traditional medicine practitioners are reluctant 
to use the informatics tool at best because they are illiterate 
and worse because they refuse to share their knowledge and 
know-how with other persons. To remedy this problem and 
make the practitioners trust the informatics tool, we have 
proposed an expert system that we have called MedTrad+. 
The new system is based on the use of icons which are more 
suitable to the traditional medicine practitioner’s culture. The 
system will allow practitioners to get rid of intermediaries, in 
order not only to feed their own KBS, but to update it, and 
submit it requests. 

We will present existing works on it in chapter2, and the 
description of MedTrad+ in chapter3. Chapter4 displays the 
usage procedure of MedTrad+, and the conclusion makes the 
point of the work which has been conducted. 

2 Material and methods 

2.1  Existing works 

 The traditional medicine issue has been tackled in the 
process of conducting the following works:  

 The SEIGOGA expert system [8] allows the 
identification of plants in an iconic way and the tracking of 
their curative virtues. Another system allows the capture of a 
patient’s symptoms interactively, and the arrival to diagnosis, 
followed by some recommendations in terms of curing with 
plants. Knowledge on diseases is represented with rules. This 
system is based on a geographic exploitation, which requires 
some competence from the user (i.e. dividing the screen into 
several zones and choosing functions and comparison 
operators...). 

 MEDTRA system [7] is a traditional medicine 
Knowledge Base (KB) creation tool, which will move 
towards a multi-expert system that deals with plants. 
Although it generally concerns African natural medication 
substances it is particular to Cameroonian ones. This system 
is not meant for herbalists mainly, but rather for experts who 
are involved in its conception (i.e. computer scientists, 
botanists, biochemists, chemists, pharmacologists, and 
agronomists).  

 The MedTrad [2] [3] system is based on the exploitation 
of a concept base on medicinal plants. Its objectives are on 
the one hand to capitalize the African ancestral knowledge on 
physiotherapy which present rational aspects and convincing 
results as felt by numerous African researchers [1], [10] and 
[12]. On the other hand it brings support to traditional healers 
in their diagnosis process and their attempt to propose 
rigorous therapy. This system is a Web application which 
includes a database but does not allow any inferences. 

2.2 GExpert+ architecture 

 GExpert is an expert system generator ranks 0+ that the 
IUT of Bayonne (France) developed then the students of INP-
HB of Yamoussoukro (Côte d’Ivoire) improved [9] by adding 
to it an iconic graphic interface (GExpert+). The KB contains 
all the information which is specific to the field in terms of 
facts and rules. 
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 MI is a program which knows how to use the KB to 
solve a problem. It models the expert’s reasoning within the 
system. It uses two modes of reasoning: front chaining and 
back chaining. The iconic interfaces facilitate communication 
between the system and the user or the expert. 

 
Table 1: GExpert+ architecture. 

 Knowledge acquisition module is a tool that helps the 
expert to structure the domain knowledge, to identify and 
formalize the domain concepts. Work Memory or Fact Base 
contains the proper facts which relate to a problem that 
requires a solution. The Tracker enables the explanation of 
the WM reasoning system by providing a hint which is made 
of applied rules in order to check a given hypothesis 
(Table1). 

2.2.1 Icons in GExpert+ 

 The particularity of GExpert+ is its use of icons to 
represent facts instead of their textual content. This benefits 
the creation of expert systems which are accessible to 
illiterate informatics users. Their use permits to set a 
universal communication system between system users, 
depending neither on the language that we speak (French, 
English, etc.) nor on our origins (ethnic language), nor on our 
tradition [5] [6]. They can be created in conjunction with 
other icons as displayed in table2. 

Table 2: Disease icons. 

 This malaria representation displays an image of insect 
over a patient. This means that the insect dominates the 
patient or it causes the disease. 

2.2.2 Rules representation 

 KB includes all the information which relate to 
traditional medicine. It involves four kinds of rule: 

Diagnosis rules: Their hypothesis contain the symptoms and 
their conclusion the diseases. Example: IF fever AND 
headaches AND bile vomits THEN malaria. 

Table 3: Malaria diagnosis. 

Therapeutic rules: Their hypotheses contain the diseases and 
their conclusion the plants. Example: 

IF malaria THEN Azadirachta indica or IF malaria THEN 
papaya root. 

Azadirachta indica is the scientific name of neem 

Table 4: Healing prescription. 

 Medication preparation rules: The rules show how 
medication recipes are prepared. Medication1: Grind a male 
papaya root and mix it with lukewarm water. 

Table 5: Preparation of medication. 

 Taking rules of medication1: They show how to take the 
medication and the way to take it. Example: Medication1 is 
taken twice a day in compliance with a purgative method 

Table 6: Taking procedure of medication1. 

2.2.3 Iconic language grammar 

 A formal grammar has been designed with regard to 
herbalists’ language in GExpert+. This ensures that adding a 
rule to KB remains a coherent process; this also means that 
the added rule is consonant with the syntactic rule (diagnosis, 
therapeutic rules, etc...). For instance, the conclusion to a 
diagnosis rule must simply relate to a disease. Here are below 
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the main rules of this grammar. Their edition has been based 
upon this grammar. 

 

<diagnosis> �     if <symptom> then <disease> 
<symptom>�      {<sign>} 
<sign> �      fever |general pain |... | headaches 
<disease> �      fever |malaria |...| coughs 
<curing> � <medication> <disease> |if <disease> then 
<medication> 
<medication> �    <dose> <taking procedure> 
<dose> �    <part of plant>< preparation> 
<taking procedure> � two purgatives a day|...| three 
glasses a day 
<part of plant> � <stem>|flower>| <root>|<bark> 
|<leave> 
<preparation> � grind |boil| 
<stem> � Acacia stem|...|neem stem 
<flower> � Acacia flower|...| neem flower 
<root> � Acacia root|...|neem root 
<bark> �Acacia bark|...|neem bark 
<leave> � Acacia leave|....|neem leave 

3 Results 

3.1 MedTrad+ architecture 

 A web interface helps the traditional medicine 
practitioners to manage and use his KBS (Table 8). The 
inference engine has been developed as a CGI (Common 
Gateway Interface) program in third part architecture as 
shown in table 7. 

 
Table 7: MedTrad+ Architecture 

1. The client submits a query request containing the data of 
the problem and the hypothesis to be tested in the 
Application server. 

2. The Application server sends the facts and the rules to 
the KB or sends the data of the problem and the 
hypothesis to be tested to the inference engine (CGI 
program) that runs it and returns the response. 

3. The CGI program returns the result of the execution of 
the request to the Web server. 

4. The Web server returns the response to the client. 

3.2 Use of MedTrad+ 

 The first step consists in creating a KB. Table 9 shows 
the fact base and Table 10 display the creation of a relating 
rule by catching the bases upon which they rest, with their 
subsequent conclusion. 

 

Table 8: MedTrad+ Web interface. 

 

Table 9: MedTrad+.fact base 

 

Table 10: Devising rules with MedTrad+. 
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 The second step of the process is concerned with the 
effective use of the system. Table12 displays the deduction of 
Malaria together with the plant that cures it after grasping its 
symptoms which are included the rule below (table 11). 

 

Table 11: Facts in working memory. 

 

Table 12: Detecting disease with MedTrad. 

4 Discussion and conclusion 

4.1 Discussion 

 The analysis of the results shows that all traditional 
medicine practitioners can use the system MedTrad + to 
build its knowledge base with very little help. This assistance 
is limited to scan the images and icons to install on his 
machine. traditional medicine practitioners may grant rights 
to query other users. MedTrad+ certainly can not replace a 
traditional medicine practitioners, but it can be used to: 
provide medical assistance to patients, learning herbalism, 
learning traditional medicine. 

 Traditional medicine practitioners that wins with this 
system? MedTrad+ can allow it to sustain its knowledge, 
bring awareness for this on the web, increase productivity, 
increase its customers easier and cooperation with other 
healers. 

4.2 Conclusion 

 Our goal was to conceive an expert system for 
traditional medicine. First of all, the work required that a 
GExpert+ be conceived. This conceived tool is a generator of 
an expert system, the main purpose of which is to use icons 
to represent facts. GExpert+ has then allowed the realization 

of the MedTrad+ expert system that traditional medicine 
practitioners are able to use more easily. Traditional healers 
from Yamoussoukro region are working toward its 
validation, and it includes 134 facts and 66 rules. This is also 
followed by an attempt to conceive a MedTrad+ iconic 
language interpreter, which will permit a non-recurring KB to 
remain in a coherent state of use.  
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Abstract - Behavioral based control is usually based on a set 

of previously codified rules to which the system must adhere. 

Adaptive behavioral modeling involves learning new domain 

knowledge and applying the newly learned knowledge to the 

situation while still complying with the rules in the process of 

performing the task. This paper proposes a solution to 

improve path planning by observing human decisions in path 

planning and chunking pieces that are superior to stored 

paths. 

Keywords: Artificial intelligence, machine learning, path 

planning, chunking, adaptive behavioral modeling  

 

1 Introduction 

  Traditionally, machine learning was viewed as a branch 

of artificial intelligence, but starting in 2000, many 

researchers began to treat machine learning as a separate field 

by itself. According to Patrick Langley, this is a great loss to 

both fields [15]. Chunking is a psychological memory 

mechanism to perform memory tasks by reproducing smaller 

pieces of information [19]. Miller argued that most people 

can remember about seven (7) chunks in their short term 

memory (STM). By using chunking, an agent will be able to 

learn and apply his past experience (memory based learning) 

to solve a given problem. 

 In the gaming industry, most games, especially Role 

Playing Games (RPG), require a player to perform a series of 

steps to complete the level. The player (or agent) will need to 

explore the game and learn from exploration before 

exploiting the game. Hence, there are expert players who can 

play the game well based on his/her knowledge (or past 

experience) in the game while novice players spend most of 

their time exploring the game, learning and acquiring 

knowledge for most of the play time. One of the goals of 

modeling agent’s decision is to create an intelligent agent 

(i.e., computer player) that plays like a human – expert 

player. 

2 Related Work  

2.1 Chunking 

 Chunking often refers to a process of forming a group of 

information that will act like a long-term memory to the agent 

[10].  The agent will perform memory tasks by recalling 

chunks of information and reconstructing them into vital 

information that helps them to perform various tasks. 

Chunking  is often considered as a mature technology and has 

been widely used in various areas  (especially in machine 

learning) including phrase (i.e. part of speech) recognition, 

general problem solving approaches as used in SOAR, 

chunking with support vector machine and other areas. 

Grover and Tobin have proposed a rule-based chunking 

approach to implement chunking and at the same time, 

provided the property of reusability [10]. They argued that by 

using XML as the basis for chunking rules, it would provide 

some degree of flexibility with respect to reusability that 

made it very appealing in machine learning. 

2.2 Cognitive Maps 

 Cognitive Map is credited to Edward Tolman when he 

started his research on rats’ behavior in exploring mazes [35]. 

Tolman argued that the rats must have known something 

about the maze’s topography and the rats must have formed 

some kind of cognitive map during the training. Later, 

Tolman et al. argued that rats often take the shortest path to 

the goal box whenever possible and coined this behavior as a 

type of spatial insight [36].  The rats were able to construct 

and accumulate spatial knowledge about the maze, which 

allowed them to visualize the maze during the testing 

condition and figure out the right path to reach the goal box. 

By converting each junction of these paths into a state (of 

state diagram) and applying proper reinforcement (reward or 

punishment), a route can be derived by applying various 

algorithms, including reinforcement learning and Markov 

Decision Process, to simulate the rats’ behavior. 

2.3 Modeling of Ecology Movement 

 Researchers in ecology proposed a framework for fitting 

multiple random walks to animal movement paths by 

modeling the animals’ movement [21]. By using the animal’s 

step lengths and turning angles as features, the proposed 

framework will be able to classify the behavioral states of that 

animal by any machine learning approach, e.g. Support 

Machine Vector, K-Nearest Neighbor, Artificial Neural 

Network, etc. 

2.4 Belief, Desire, and Intention (BDI) Model 

 Belief, Desire (Goal) and Intention model the behavior 

of a rational software agent by imbuing human practical 
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reasoning [8]. Belief (of an agent) refers to the state of the 

environment or the facts which may include forward 

inference rules that will lead to new beliefs (which can be 

implemented by any rule-based engine like Jess, CLIPS and 

Drools). Instead of using the term knowledge like most of the 

expert systems do, the agenda or output of the rule-based 

engine (the newly inferred belief) might not be true, in 

contrast to expert systems where the agenda of the rule-based 

engine is knowledge. Desire represents the goal which the 

agent wishes to accomplish. An agent can have a set of 

desires based on its current beliefs. Intention represents the 

action to engage the desire, in other words, what the agent has 

decided to do by choosing from the desire sets. In this 

framework, one of the limitations is the ability to learn from 

the agent’s past decisions and adapt to a new environment. 

2.5 Subsumption Architecture 

 Subsumption is an approach to prioritize behaviors into 

a hierarchy and output the behavioral action based on the 

agent’s input sensors [1]. Each layer in the hierarchy 

describes a behavior or an action that the agent needs to take.  

These behaviors constantly compete among themselves based 

on its current inputs and its goals (intention), thus producing 

an output as the behavioral-based action. The main 

disadvantage of using this architecture is that the behavior-

based action in each layer of the hierarchy tends to conflict 

with each other when there are too many layers. Another 

more democratic approach of behavioral competition is to use 

the voting system where each behavior is given a voting 

count based on its degree of relevancy towards its current 

inputs and goal [31]. 

2.6 Artificial Neural Network 

 Artificial Neural Network (ANN) consists of neurons, 

synaptic weight among neurons, and threshold/activation 

function; it is mimicking the neurophysiologic brain model 

with the ability to learn and work with inaccurate information 

as input and subsequently producing a set of outputs [27]. 

There are various types of ANNs; they are single perceptron, 

feed forward back propagation, Hopfield network, 

Bidirectional Associative Memory (BAM), Hebbian learning, 

Self-Organizing Map, hybrids of fuzzy and ANN, 

evolutionary ANN (Genetic Algorithm + ANN), and etc. 

 In single perceptron and feed forward back propagation 

ANN, ANN learns by repeatedly adjusting its synaptic weight 

between neurons until it reaches satisfactory results [38]. This 

process is called training in the field of ANN. 

2.7 Genetic Algorithm 

 Genetic Algorithm (GA) is a stochastic search algorithm 

based on Neo-Darwinian natural evolution theory [23]. The 

key concepts in GA are reproduction, mutation, competition, 

and selection [20]. In Neo-Darwinian natural selection theory, 

the fitter organism will have a higher chance of being selected 

for reproduction. This, in turn, will produce a better next 

generation (fitter next generation) and if done repeatedly for a 

number of generations, it should reach maxima in term of 

fitness. However, this might be a local maxima, thus mutation 

is introduced so that the search can reach global maxima. 

Learning in GA can be perceived as producing offspring that 

has better fitness over generations. 

2.8 Reinforcement Learning 

 Reinforcement Learning is an approach of machine 

learning that lies in between supervised and unsupervised 

learning. It was pioneered by Richard S. Sutton and Andrew 

G. Barto. This approach will observe two results from every 

lesson: win or loss; a “reward” will be awarded to the 

winning result and “reinforcement” to the losing result. This 

approach is sometimes named as “trial-and-error learning” 

besides being coined as “Reinforcement learning” [26]. In 

short, reinforcement learning is about how to traverse through 

various states and finally get rewarded, which is identical to, 

for example, a pet (animal) is given rewards (treat/food) when 

it had successfully performed a series of actions. 

 One of the learning approaches for reinforcement 

learning is Q-learning [39].  Q-learning learns the policy by 

assigning random numbers to every possible action in each 

state and readjusting these numbers based on its training or 

experience. This process continues until each action in the 

state points towards the goal state [26].  

2.9 Problem Space 

 Problem space is the fundamental organizational unit of 

all human goal-oriented symbolic activity [24]. As defined by 

Newell, a problem space consists of symbolic structures and 

operators, where symbolic structures may represent the states 

of the space while operators take a state as input and produce 

a new state as output.  A problem in problem spaces consists 

of a set of initial states, a set of goal states, and a set of path 

constraints. Problem space is mental constructs and may lead 

to external actions. 

2.10 Production System 

 A production system refers to a system where it 

produces products based on a given set of input (facts) as 

shown in Figure 1. Facts are stored in working memory 

(WM) and serve as the input to the production system and the 

products of the production system are the output. 

 

Figure 1. A Production System 

Production
System

Facts Products
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 A typical rule-based production system is made up of 

various rules, usually drawn out by domain expert, which will 

translate known facts to useful outputs. A rule is made up 

with antecedent (condition) and consequent (action or output) 

[23] and sometimes, the antecedent part of the rule is referred 

as Left-Hand-Side (LHS) while the consequent is referred as 

Right Hand Side (RHS) of the rules. These notations are 

interchangeable but LHS and RHS are commonly used 

throughout the A.I. community. One important difference 

between production system and computer program is 

production system matches the rules in parallel and 

continuous processing (analogy to a circuit board logic gates) 

while computer program does it sequentially. 

2.11 RETE Algorithm 

 Charles Forgy proposed a fast algorithm for the many 

pattern/many object pattern match problem by building a 

network of nodes that processes the delta-change of working 

memory and produces conflict set [7]. Working memory is 

the content of data operated on by the productions, which is 

the content of variable for the conditional test or Left Hand 

Side (LHS). Conflict set is the output of the matching process 

of the productions. The conflict set will then be past to 

conflict resolution to select one production (rule) with a 

satisfied test condition. RETE algorithm will translate the 

production rules into a network (tree like) with nodes that 

hold memory [7]. 

2.12 Shortest Path Algorithm 

 In 1956, a Dutch computer scientist came up with an 

algorithm to find shortest path in a graph (Dijkstra’s 

algorithm) and later in 1968, Hart, Nilsson, and Raphael came 

up with A-star (A*), a variant of Dijkstra’s algorithm, which 

is more efficient in finding minimum-cost paths in a graph. 

Unlike Dijkstra’s algorithm, A* uses heuristic and best-first 

search method to find the minimum-cost path by skipping 

most of the evaluation process in other nodes that will not 

produce a minimum-cost sub-graph [11]. A* is widely used in 

game industry due to its simplicity in implementation, low 

time and space complexity in finding shortest path from one 

point to another. However, A* will not work with negative 

cost edge and requires a heuristic function to work accurately; 

otherwise, it will not produce the shortest path (if heuristic 

function overestimated the distant to the destination). 

3 Proposed Approach 

 The basic idea is to use a rule-based engine, preferably 

RETE based engine to produce output based on current states 

of the agent, current states of the environment and the 

chunking between two points. Each chunk is given a score 

based on a scoring function. A typical scoring function might 

be using the distance and elapse time between two points. 

 The system will learn from a human agent by comparing 

the chunk’s score in its memory (rules). If human decision 

has a better score than its corresponding rules (based on 

current states of the agent and the environment), a new rule 

will be constructed and the old rule in the system will be 

replaced as shown in Figure 2. 

Has Knowledge?
Retrieve Route from 

Knowledge Bank, 
Route B

Yes
Score(Route 

A)>Score(Route 
B)?

Set Route A to 
{from, to, junctions. 

Elapse time}
Update Rules

No

Chunking(from
, to, junctions, 
elapse time)

No

Yes

 

Figure 2. System Flow Chart 

4 Implementation 

 A testbed was built for agent to run errand on every 

round of the game. An agent will be given k errands. The 

agent is free to choose any location to start with and the agent 

has to return to his/her base upon finishing the errand. 

Performance is measured by the distant travelled and time 

taken to complete the errand. This is identical to modeling 

human player or bot (agent) playing video or computer game 

and solving the riddle based on the human player’s past 

experience. In each round of the game, the time and distance 

travelled will be recorded. Upon starting of the new 

round/game, the system will suggest to the player the route 

he/she should take based on his/her past experience. Of 

course, the player has the choice whether to follow the 

proposed route or exploring new route. After each 

exploration, a new chunk might be created if it has a better 

score (time and distance) and will be stored as a new 

knowledge. Average speed between two points is used as the 

scoring function in the implementation. 

 The testbed consists of Manhattan grid with several 

points of interest that the agent must visit. In each tour, the 

agent will travel through all the points of interest based on the 

agent’s current state (urgency and service level) and the 

environment factors such as weather and time. During 

implementation, a RETE Rule-Based Engine was used for 

pattern matching. The agent’s service level, urgency, weather 

and the time of the day were used as states and served as part 

of the chunking. However, in all machine learning 

approaches, they are constrained by boundaries of the 

modeled environment (in this case, they are service level, 

urgency, weather and the time of the day). Often, humans 

learn parameters of the environment that would not perceive 

pertinent prior to that point. No known machine learning 

technique is capable of ascertaining new environmental 

parameters. 
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Figure 3. Implementation 

 At any given time, an agent will be given a series of 

errand, which forms a tour. In this case, an agent refers to the 

human. The agent always begins its tour at a point and ends 

the tour at the same point. Agent has the flexibility to choose 

which point to run his/her errand first. Upon choosing the 

destination point, the agent will recall from its long term 

memory for the route it has taken before under the same 

conditions (states), i.e., service, urgency, weather and time. If 

the agent has never run that route before, Dijkstra’s algorithm 

will be used for finding the shortest path to the destination. 

The route will serve as a memory chunk and will be stored 

into the memory by adding a production rule into the agent’s 

knowledge based system. A chunk can be defined as follows. 

      * (                                    )                            + 

 In this case, the production rule will serve as a long term 

memory for the agent’s knowledge. Rete engine is used for 

production by feeding in the Left Hand Side (LHS), i.e., from, 

to, service, urgency, weather and time states into the 

production system before producing the route as an output. 

5 Conclusions 

 In conclusion, by improving agent’s path planning with 

the approach mentioned in above, we have developed an 

approach to enhance agent route planning. Chunks of 

knowledge that represent the agent’s past experience and 

knowledge are being reused for successive route planning. A 

suitable scoring function (distance between two points was 

used in the implementation) was used for determining 

whether a new chunk of information should supersede the 

previous chunk of knowledge. Our approach has considered 

nuances in routes that are meaningful for human route 

planners, and this has added a degree of cognitive reasoning 

and realism to route planning as well. 

 More effects of various categories of nuances on route 

planning should be considered, for example danger, 

outlook/exploration, pit and refuel stops, marker dropping and 

removal, and repair. The model will react and behave better 

with human-like cognitive reasoning when more categories of 

nuances are identified. However, the proposed approach does 

not analyze the cognitive reasoning of why the human agent 

makes that decision; it simply duplicates the decision made 

by human to mimic and imbue the cognitive reasoning. This 

is not suitable for systems such as diagnosis expert system in 

the medical field. 
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Abstract - Speciation and extinction are two essential 

phenomena in evolutionary biology. Many factors are 

involved in the emergence and disappearance of species. Due 

to the complexity of the interactions between various factors 

and the long time required for the observation, studying these 

phenomena is difficult in nature. Individual-based modeling is 

one solution to simulate such phenomena for investigating the 

important factors involved in their emergence in a reasonably 

short time. In this paper, using EcoSim, an individual-based 

ecosystem simulation, we attempt to predict speciation and 

extinction based on numerous factors, applying several 

machine learning techniques. Experimental results showed 

that factors, such as demographics, genetics, and environment 

are important in the occurrence of these two events in EcoSim 

as it has been observed in nature. The discovered rules 

showed good accordance with biological evidence. Finally, 

we argue that study of species behavior through EcoSim can 

give new and realistic insight into these events. 

Keywords: Individual-based system, Speciation, Extinction, 

Classification, Rule extraction 

 

1 Introduction 

  One application of individual-based systems is to 

simulate ecological systems. For instance, studying species as 

one of the important building block of the ecosystems and one 

of the important concepts in ecology, using individual-based 

models, is interesting for ecologist where the complexity of 

natural ecosystems is a strong bottleneck.  

A species is a group of individuals that are capable to 

exchange genes within themselves, but are reproductively 

isolated from other such groups. Consequently, there is no 

gene flow between two species [1].  Speciation is the division 

of one single species into two or more genetically distinct 

ones. It extends through time and leads to a hierarchal tree of 

historical relationship between species. It consists of two steps 

[2]. First, a new population should be established. This new 

population can exist in the same habitat or can be completely 

separated from the main population, depending on the type of 

speciation mechanism. For example, in sympatric speciation, 

a new population emerges from a single local population 

while in allopatric speciation a physical barrier separates a 

sub-population from the initial population. Second, a 

reproductive isolation should occur, based on different factors 

like genetic divergence, different habitats, and physical 

barrier, that reduce or prevent gene flow between organisms 

of different species. Additionally, a species is vulnerable to 

extreme situations such as environmental variations, which 

increase the possibility of extinction. One species cannot 

survive when its individuals are, for instance, not able to 

reproduce or cannot tolerate environmental conditions. 

These two phenomena, speciation and extinction, can be 

affected by several factors that need more investigation. 

Based on Darwin theory, natural selection is the main reason 

for speciation and emerging genetics studies strengthened this 

theory by explaining variation in a population via genetic 

operations [3]. Pre- and post-zygotic barriers, which lead to 

reproductive isolation, are also very important in speciation. 

Geographically isolated populations tend to form new species 

as well [4, 5]. Moreover, sexual selection plays an important 

role in speciation [6]. Likewise, there are many factors 

involved in extinction that can be classified into the three 

main areas of demographics, genetics and environmental 

factors [7, 8]. Demographic factors can affect the birth rate 

and the death rate of the population. If the death rate is greater 

than the birth ratio, extinction can occur before the population 

can revive to a safe state. Additionally, the effect of 

demographic stochasticity is greater in smaller than in larger 

populations [9]. There is also possibility of genes lost when 

huge reduction occurs in a population and the gene 

frequencies may be changed due to drift or inbreeding [10]. 

Diminishing genetic variation may increase extinction risk by 

limiting the adaptation ability to stressful environments. 

Lastly, environmental factors such as natural catastrophes, 

availability of food, competitors, predators, and diseases 

influence the population by changing the demographic 

parameters and increase the likelihood of the extinction. 

Predicting these two phenomena and discovering important 

factors involved, would bring new insights in evolutionary 

and conservation biology. However, observing and studying 

species in nature to extract species information is a difficult 

and time consuming process. In addition, speciation and 

extinction processes need a long time to appear and most of 

the time is not possible to observe them in nature. Individual-

based modeling is a possible theoretical approach to 

overcome these limitations. The interest of this approach is 

that it allows complex interactions between multiple agents to 

shape the whole behavior of the system making it a powerful 
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tool to study how individuals’ actions have consequences on a 

global ecosystem. 

Several ecosystem simulations exist such as Avida [11], 

PolyWorld [12], and Echo [13]. However, they are not 

suitable for this type of study because of the lack of complex 

interactions between individuals, or the shortage of large scale 

system support in terms of number of individuals and spatial 

dimension.  

In this paper, using EcoSim [14], a virtual ecosystem, we 

attempt to predict speciation and extinction in near future. For 

this purpose, we calculate several demographical, genetic, 

environmental, and spatial features, which are likely effective 

on these two events. Afterward, based on prediction results, 

we investigate the important factors (called features from now 

on) involved in these events. Moreover, we extract some rules 

based on these features for both speciation and extinction that 

can show accordance of obtained results with biological 

evidence. Being able to show that the emergence of species 

and their extinction in EcoSim is similar to what happen in 

nature would allow ecologists to propose more specific 

studies that can be performed using EcoSim. Moreover, this 

work shows the interest of the application of artificial 

intelligence concepts such as multi-agent systems and 

machine learning techniques in ecology. These kinds of 

studies can consolidate the interdisciplinary research between 

computer science and ecology.  

Subsequent to this introduction, we explain EcoSim in the 

second and the data set preparation phase in the third section. 

In section four, the classification algorithm and evaluation 

metrics are described. Section five discusses experimental 

results of the speciation and extinction prediction. Finally, the 

last section includes conclusion and future works.  

2 EcoSim 

 Ecosim is an individual-based evolving predator-prey 

ecosystem simulation to simulate complex ecosystems 

consisting of huge number of intelligent agents (also called 

individuals) interacting and evolving in a dynamic 

environment [14]. This virtual ecosystem benefits from 

diverse biological concepts such as speciation, extinction, 

food chain, reproduction, predation, and survival, which can 

be used to study various ecological theories.  

In this simulation, two organism types, prey and predator, are 

evolved in an interactive habitat. This habitat is a torus world 

consisting of a matrix of 1000×1000 cells. Every cell contains 

an amount of grass, which functions as food for prey, as well 

as some meat, which remains from dead prey. Predator can 

hunt prey or eat available meat in the cell. Each individual is 

able to perform some actions based on whether it is prey or 

predator. For example, prey can move in the world, eat grass, 

escape from predator, mate with other prey (if they are 

genetically similar enough) and produce an offspring. All 

individuals act based on their behavioral model implemented 

by a fuzzy cognitive map (FCM) [15]. A FCM is a weighted 

graph in which each node represents one sensitive, internal, or 

motor concept (Fig. 1). Edges of a FCM show inhibitory or 

excitatory effects between two concepts. Each concept has an 

activation level, which depends on the current perception of 

the individual about its vicinity and its past internal states. 

Sensitive concepts such as distance to food or distance to a 

sexual partner imply the individual’s perception of its 

environment. The internal concepts such as fear, hunger, or 

satisfaction represent the interior sensation of an individual 

and finally the motor concepts like evasion, eat, or reproduce 

express the desire of an individual to perform each action. 

The perceived environmental information is used to compute 

the activation level of the sensitive concepts using 

fuzzification, which in turn affect the activation level of the 

internal concepts.  

 

Fig. 1 [14] A simple FCM to perceive predator distance (using 

fuzzification) and make decision (using defuzzification) to evade 

along with its corresponding matrix, L (0 for ‘Foe close’, 1 for 

‘Foe far’, 2 for ‘Fear’ and 3 for ‘Evasion’) 

Then, the action of one agent is selected based on the 

activation levels computed by defuzzification of the motor 

concepts, which are affected by the sensitive and internal 

concepts (Fig. 1). The action with higher activation level is 

selected for the agent to perform. The FCM is coded into the 

genome of each individual and can evolve through 

reproduction. When a new offspring is created, its genome is 

formed by combining the parents' genomes and applying 

crossover and mutations operations. A time step of the 

simulation includes the computation of the behavioral model; 

the application of the action of all individuals; and, afterward, 

the updating of the world state, which consists of the 

emergence and the extinction of species and the growth and 

diffusion of grass. In this simulation, species concept is 

represented as a set of individuals having a level of genetic 

similarity, which can be computed by measuring the genetic 

distance (Euclidian distance between genomes) between 

individuals of one species. At the beginning of the simulation, 

the system starts with one species of prey and one species of 

predator. A speciation occurs after several time steps if two 

individuals in a species have a mutual genetic distance greater 

than a predefined threshold. Two new sister species are 

created by splitting the previous species using a 2-mean 

clustering algorithm presented in [16]. The two new sister 
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species are initially quite similar, allowing for some likely 

hybridization to occur. However, they quickly diverge 

genetically and become two completely independent species. 

Several studies have been done using Ecosim demonstrating 

its suitability to study fundamental concepts in biology. For 

example, Devaurs and Gras [17] have shown that the behavior 

of EcoSim is realistic by comparing the species abundance 

pattern in the simulation environment with real communities 

of species. Furthermore, the chaotic behavior of the system 

with multi-fractal properties has been proven by Golestani and 

Gras [18] as it also has been observed for real ecosystems. 

3 Data Set Preparation 

 We used the result of 10000 time steps of three different 

runs of Ecosim. In each time step, there was a variable 

number of species with their corresponding features. It should 

be mentioned that each run is different from the others in 

terms of demography, environmental and genetic features due 

to stochastic processes in the model. The features were used 

for this study are as follows. 

The spatial diversity measures the distribution of individuals 

in one species based on the physical locations of its 

individuals and is computed in two steps. First, the spatial 

centre of the species is located. Because EcoSim has a torus 

world, which means that the opposite borders of the grid are 

adjacent, circular statistics [19] was applied to compute the 

centre of the species’ spatial distribution. Second, the total 

distance of all individuals to the center was calculated along 

with the spatial standard deviation. SpatialDiversityRatio is 

the ratio between spatial diversity to the number of 

individuals in the species. 

Several defined features [20, 21] were also calculated to 

characterize the complex spatial dynamics of the world. Most 

of these metrics describe the composition and configuration of 

patches i.e. contiguous cells containing the same category 

value, in the landscape. In EcoSim, the individuals of each 

species are located in several cells in the world and we 

considered the adjacent cells containing individuals of the 

same species as one patch. Therefore, each species may 

inhabit in several patches called ‘patch type’ like shaded patch 

type in Fig. 2. 

The features are number of patches (PatchNum), average 

patch size (PatchSizeAvg), patch area ratio (the ratio of the 

number of cells in one patch type to the area of the world), 

patch circumference  (the number of cells in a patch with 

faces not shared by adjacent cells of the same patch type). For 

calculating adjacency, we used Moore neighborhood, which 

comprises the eight cells surrounding the central cell like in 

Fig. 2. Fractal dimension, computed using the box counting 

method [22], was used to quantitatively describe how one 

species occupies the world. Contagion was calculated to 

measure dispersion of a patch type. It is computed as the 

probability of finding a cell of patch type i next to a cell of 

patch type j. Lower value of contagion shows many small 

patches and higher value indicates few large ones. We 

modified the STC measure (SpatioTemporal complexity) to 

be applicable for the two-dimension space and called it SC or 

Spatial Complexity. It describes how one patch type occupies 

the space and is calculated by counting number of cells 

occupied by patch type i in a window of dimension n×n, 

where n is much smaller than the world size (n=5 in our case). 

SC value is lower for uniform or ordered patch shapes and is 

higher for complex shapes. Both contagion and SC are 

between 0 and 1. 

        

        

        

        

        

        

        

        

Fig. 2 A sample part of the world. There are three patch types, which 

show three species. The cells, surrounded by thick solid lines, shape 

one patch with surface area=6 and circumference=12. Neighbor cells 

of one cell are also showed by the arrows.     

The genetic diversity of a species measures how much 

diversity exists in the gene pool of the individuals of a species 

and corresponds to the entropy of the set of genomes. The 

entropy measure is commonly used as an index of diversity in 

ecology and increasingly used in genetics [23].  

We calculated some demographic features like number of 

species, ratio of individuals in one species to the whole 

population (popRatio), ratio of new born individuals to the 

whole population (birthRatio), average population per cell 

(popDensity), interbreedingRatio, which is the ratio of new 

born individuals with parents from two different species to the 

whole number of new born individuals, the ratio of prey killed 

by the predators to the total number of individuals 

(killedRatio), and the ratio of dead prey because of old age 

and low energy to the total number of individuals 

(deadAgeRatio and deadEnergyRatio respectively). 

We also used several features related to individuals' actions, 

which show the percentage of the individuals in a species 

choosing one action such as reproduction 

(reproductionAction), search for food (SearchFoodAction), 

and eat (EatAction). In addition, some features related to 

perception were chosen depicting the individual perception of 

its environment such as distance to predator (distancePred), 

distance to food resource (distanceFood), distance to other 

preys (distancePrey), distance to partner (distancePartner), 

distance to predator (distancePred), etc. These features give 

some insight about the local environment properties of the 

individuals. Moreover, some features related to the age and 

energy of individuals were calculated. For instance, the 

average energy and the average age of the dead individuals 

(deathEnergy and deathAge respectively), and the average age 

(age) and the average energy (energy) of individuals can be 

mentioned. In addition, we used some features related to 
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mating like average reproduction age and energy of parents at 

the breeding time (parentReproduceAge and parentReproduce 

Energy). MatingDistance is the genetic distance between two 

parents' genome. Finally, stateofBirth was calculated, which 

indicates the amount of energy that prey invests in the 

breeding process. 

We created a dataset using 49 features, each sample of the 

dataset shows the information about one species at a given 

time step. Species were classified based on a label feature that 

specifies if one species will split in the next 100 time steps. 

Similarly, there is a label feature to determine if one species 

will go extinct in the next 100 time steps. If the species split 

or become extinct within this time, the label is positive, 

otherwise it is negative. Therefore, we have similar features 

for classification, but the target is different for speciation and 

extinction's datasets.  

Massive raw data, related to an average of 20 (5), 27 (9), and 

32 (7) species and 126000 (32000), 179000 (27000), and 

197000 (26000) individuals respectively, at any given time 

step, for the three runs of EcoSim (the values in parenthesis 

are standard deviation), were generated and analysied, 

representing  2200 hours of computation. 

4 Classification using Machine- 

    Learning Techniques 

   To build the train set, we mixed the dataset of two runs 

and after randomization selected 70000 records as the train set 

and the rest (about 480000 instances) for the test set. We 

mixed two runs hoping to obtain more generalized rules for 

classification. For better evaluation of the generalization 

ability of the classifier, we used the third run as a validation 

set.  

For the speciation dataset, about 75 percent of the samples 

belonged to the negative class and the rest were in the 

positive class. It means that only 25 percent of species split in 

the next 100 time steps leading to a slightly imbalanced 

dataset. There are two main approaches to address the 

imbalanced data set problem [24]. One of them is to assign 

distinct costs to misclassified samples and try to minimize the 

overall cost on the training set. The second approach is re-

sampling, either by under-sampling the major class or over-

sampling the minor class. We used the over-sampling 

techniques, which consist in adding more samples of the 

minority class, because we had enough positive class samples 

when we merged two different runs to build the training set. 

Hence, we avoided the overfitting problem of oversampling 

technique because, instead of appending replicated data to the 

training set, we added some new positive instances. After 

examining different balances of the two classes, the dataset 

consisting of 50% positive and 50% negative class instances 

was selected because it gave the best results for the validation 

set. We did not change the initial class distribution in the test 

and validation sets to guaranty that the classifier had the 

capacity to classify the initial distribution of both classes' 

instances accurately. We did not have such a problem with 

the extinction dataset due to lifespan of species. Therefore, 

we left the initial class distribution in the training set for the 

extinction prediction. 

We applied the C4.5 [25] algorithm to build a decision tree 

based on features mentioned in section three for the training 

set. The benefit of using such an approach is that the obtained 

tree can be used for prediction, but also for extracting rules 

that can effectively determine the most important features in 

speciation and extinction. 

To obtain the most important factors having influence on 

speciation and extinction, we used different feature selection 

algorithms like Greedy Stepwise, Ranker (using gain ratio 

evaluator), Genetic Search, and Best First implemented in 

Weka [26] along with 10-fold cross validation. Each 

algorithm provides a subset of the features and we picked the 

common features using a voting mechanism. We had three 

aims when applying the feature selection algorithms. The first 

was to capture important and effective features involved in 

speciation and extinction. The second was creating a model 

with a few numbers of parameters that was less prone to the 

overfitting problem. Finally, by using this method, along with 

pruning, we were able to reduce the size of the tree generated 

by C4.5 algorithm, which facilitated the interpretation of the 

rules predicting these two events. For all the experiments, we 

specified the pruning rate by setting the number of objects per 

leaf equal to 100. 

The performance of a machine learning algorithm is typically 

evaluated by overall accuracy. However, it is not applicable 

for an imbalance dataset. For example, when there are 95% 

negative and 5% positive samples in a given dataset, the 

accuracy of one classifier that detects 100% of negative class 

and 0% of positive class will be 95%. In this case, the 

training algorithm mostly learns the major class (Negative 

class) while the minor class is highly important because in 

our case it shows the correct prediction of samples with a 

speciation or extinction. Consequently, simple overall 

accuracy is not a good measure to evaluate our classifiers 

performance. For evaluating the performance of these kind of 

classifiers, we used: true positive rate (TP Rate), false 

positive rate (FP Rate), area under ROC curve (AUC), and F-

measure [27] in addition to the overall accuracy. 

5 Experimental Results 

 In this section, we discuss the results of our experiments 

and also investigate the effect of the different features we 

used for speciation and extinction prediction. 

5.1 Speciation 

 For the speciation prediction problem, first we used the 

original training set without changing the class distribution to 

build the classifier. The result of the classifier for the train, 

test, and validation sets is shown in Table 1.  

TP Rate for minor class was low because the classifier tends to 

learn the samples from the majority class and almost ignore 

the ones from the minority class. Because the train and test 

sets were built from the mixture of result of two runs, their TP 
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rate were close, but for the validation set, it was about 12 

percent less than for the train and the test sets. It shows that 

the generalization ability of the classifier is not good enough 

to classify species for other runs. The F-Measure value was 

also low for the validation set. 

Table 1 Result of Speciation Prediction using Imbalanced Train Set 

Data Set TP 

Rate 

FP 

Rate 

F-Measure AUC Accuracy 

Train 0.749 0.082 0.756 0.934 87.41% 

Test 0.743 0.076 0.758 0.935 87.66% 

Validation 0.625 0.082 0.679 0.917 83.64% 

Applying the oversampling technique, explained in the section 

four, on the dataset, led to a train set with even class 

distribution. However, the class distribution of the test and 

validation sets remained unchanged. Afterward, we built the 

classifier and the result in Table 2 indicates that TP Rate 

improved by 21.2%, 21.2% and 30.7% for train, test, and 

validation set respectively. Using this method, we observed 

only 10% decrease in TN Rate, but on the other hand we 

improved the TP Rate about 25% on average. F-Measure 

improvement for validation set was about 7%.  

Table 2 Result of Speciation Prediction using Balanced Train Set 

Data Set TP 

Rate 

FP 

 Rate 

F-Measure AUC Accuracy 

Train 0.908 0.168 0.875 0.932 87.00% 

Test 0.901 0.154 0.736 0.933 85.83% 

Validation 0.817 0.177 0.729 0.904 83.21% 

Therefore, the classifier was able to predict the positive class, 

especially for validation set, with higher accuracy. In this case, 

the classifier was more generalized being able to classify 

species in a completely different run with a good accuracy. 

The last experiment for speciation was to use the most 

common features (13 out of 49 features in Table 5) chosen by 

different feature selection algorithms and removing the rest in 

the train, test and validation sets (Table 3). As it shows, we 

obtained an improvement in the TP Rate and F-measure, 

especially for validation set. 

Table 3 Result of Speciation Prediction using Selected Features 

Data Set TP 

Rate 

FP 

 Rate 

F-Measure AUC Accuracy 

Train 0.911 0.184 0.870 0.924 86.36% 

Test 0.916 0.191 0.705 0.925 83.20% 

Validation 0.899 0.206 0.738 0.923 82.30% 

5.2 Extinction 

 We made two experiments to study the impact of 

features on the prediction of species’ extinction. Similarly to 

speciation prediction, first we used all the features to evaluate 

their potentiality for the prediction of extinction (Table 4). 

The overall accuracy for the train set was about 94% which 

demonstrates the strong capacity of prediction of extinction in 

the next 100 time steps.  

Moreover, other evaluation criteria like TP-Rate, ROC, and F- 

Measure acknowledged the quality of this prediction. This fact 

was also true for the test and the validation sets showing that a 

combination of demographic, environmental and genetic 

factors can predict the extinction of species with high accuracy 

even in different environmental conditions. 

Table 4 Result of Extinction Prediction 

Data Set TP 

Rate 

FP 

Rate 

F-Measure AUC Accuracy 

Train 0.942 0.075 0.941 0.971 94.16% 

Test 0.942 0.073 0.942 0.971 94.20% 

Validation 0.935 0.089 0.930 0.965 93.35% 

Table 5 Selected Features for Speciation and Extinction 

Selected Features Category Spec Extinc 

popRatio Demography   

interbreedingRatio Demography   

killedRatio Demography   

deadAgeRatio Demography   

deathAge Demography   

birthRatio Demography   

popDensity Demography   

distancetoPrey Environmental   

searchFoodAction Environmental   

deadEnergyRatio Environmental   

distancetoPred Environmental   

parent2_reproduceAge Reproduction   

parent2_reproduceEnergy Reproduction   

matingDistance Reproduction   

reproductionAction Reproduction   

parent1_reproduceAge Reproduction   

parent1_reproduceEnergy Reproduction   

stateofBirth Reproduction   

patchAreaRatio Spatial   

diversitySpatialRatio Spatial   

SC Spatial   

fractal dimension Spatial   

patch Circumference Spatial   

Afterward, based on our feature selection technique, the effect 

of the selected features on the accuracy of the prediction was 

studied. Using 15 selected features including demographics, 

genetics, and environmental features (Table 5), we obtained 

almost the same accuracy as when we applied all the features. 

In addition, the complexity of the classifier was reduced so 

that it also decreased the risk of overfitting and made the 

model easier to interpret. 

5.3 Biological Evidence 

 Seven features were common in both experiments and 

others were specific for each experiment. Removing some 

features did not mean they were not effective on speciation or 

extinction; instead it can mean that they were covered by the 

selected features. To investigate this coverage, we extracted 

the dependencies between several features in both problems 

by applying Bays Net classifier. For example, in both 

speciation and extinction predictions, genetic diversity, which 

seems to be an important feature, can be replaced by 
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population ratio. This makes sense because increasing these 

two features makes a larger gene pool, which increases the 

speciation probability. On the other hand, decreasing these 

features leads to less variation in the gene pool and an 

excessive decline in it, causes extinction. Another example is 

in the spatial information category where patch area ratio can 

cover some features like SC and patch circumference. 

To investigate the validity of obtained results based on real 

nature, we extracted several rules for both events prediction 

(Table 6; t values are thresholds for each feature. Hit ratio is 

percentage of samples that match to one rule and Accuracy is 

the accuracy of the rule on the matched samples for validation 

set). When patch area ratio is greater than a threshold, it shows 

the individuals of the species are more dispersed, which 

increases the possibility of speciation as discussed in [4].  

Table 6 Several Samples of the Extracted Rules 

Condition Result Hit 

Ratio 

Accuracy 

patchAreaRatio<= ta no speciation 45% 89% 

patchAreaRatio> ta speciation 54% 82% 

indvNoRatio<= ti   no speciation 44% 90% 

indvNoRatio> ti speciation 56% 81% 

matingDistance > tm no extinction 31% 96% 

matingDistance ≤ tm extinction 69% 92% 

indvNoRatio > ti1 no extinction 52% 98% 

indvNoRatio ≤ ti2 extinction 32% 94% 

In both predictions, population ratio had a critical role. Having 

more individuals means a gene pool with higher variation. 

Therefore, one species with more individuals are more likely 

close to speciation. On the other hand, small populations are 

more prone to extinction because of demographic stochasticity 

as it has been shown in [28] or individuals may suffer reduced 

fitness from insufficient cooperative interactions with 

conspecifics or individuals may have difficulty encountering 

potential partners. These effects can cause negative growth 

rates of populations and lead to an unstable equilibrium at 

small population size below which the population more likely 

become extinct [29]. 

 For the extinction rules based on population ratio, we found 

two thresholds (ti1, ti2 where ti1> ti2), which indicate that 

between these two thresholds, population may go extinct or it 

may survive based on different factors. The mating distance 

indicates how genetically similar the two parents are. If the 

average mating distance of the population is less than a 

threshold, the species will go extinct. This feature can be seen 

as inbreeding factor. The lower value for this feature shows 

that mating has occurred between two individuals with very 

similar genetic material leading to inbreeding depression that 

decreases individual fitness and population growth rates as it 

has been observed in nature [30]. Moreover, Frankham [31] 

showed that inbreeding decreases the effective population size 

and can lead to extinction. This result is very important 

because the inbreeding effect is a fully emergent phenomenon 

of our system. It proves that inbreeding is an essential feature 

of an ecosytem which is needed to maintain a high level of 

genetic diversity in a population.   

In addition to these rules, Table 5 shows that spatial features 

were more effective on speciation while reproduction category 

mostly influenced extinction. In both speciation and 

extinction, demographic and environmental features were 

important. 

6 Conclusion 

 In this study, we used an individual-based model, 

EcoSim, to investigate whether speciation and extinction are 

two predictable events. If that is true, what are the significant 

and effective factors in these two important phenomena? We 

computed 49 demographics, genetics, environment and spatial 

distribution features for the species observed in EcoSim and 

investigated how these features affect speciation and 

extinction. After adjusting the class distribution, using 

oversampling technique for the speciation problem but 

keeping the original class distribution for the extinction 

problem, we obtained very promising results. This means that 

the calculated features are effective in prediction of these two 

important phenomena and can help to understand them better.  

Moreover, using feature selection strategies, we were able to 

reduce the number of features to capture more precise 

information involved in speciation and extinction. Finally, 

these techniques helped to reduce the size of the tree 

generated by C4.5 algorithm, which facilitates the extraction 

of hypothesis for these two events for future work. 

Afterward, we extracted several simple rules from the 

constructed decision tree. These rules are semantically clear 

and sound reasonable based on biological evidence. This is an 

important result as the proposed approach has proven to have 

the capability of generating realistic rules when compared with 

real biological data. Moreover, we have shown that complex 

important phenomena such as inbreeding can emerge from our 

system reinforcing its biological significance.  

The next step will be the evaluation of some specific and 

finer grained hypothesis made by the biologists about species 

with the possibility to take into account many different 

situations and many different parameters. 
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Abstract - Product quality certification is sometimes 
expensive and time consuming, particularly if it requires 
assessment made by human experts. This study explores 
experimentally how data mining techniques can facilitate 
that process. We use a dataset of physicochemical 
characteristics of red and white wine samples, available 
from laboratory tests, in order to build models that predict 
wine quality. Four data mining techniques are used: 
multilayer perceptrons, cascade-correlation neural 
networks, general regression neural networks, and support 
vector machines. We study how hyper-parameters of the 
models influence their predictive abilities and how reduction 
of dimensionality affects their performance. We also 
compare the models by the metrics prediction accuracy, 
mean absolute deviation, and area over the regression error 
characteristics curve. 

Keywords: data mining, neural networks, cascade-
correlation neural networks, general regression neural 
networks, support vector machines. 

1 Introduction 
Today, with improvement of technologies, industries 

become more efficient and the production processes become 
quicker. In many cases, however, the human expertise is still 
essential for the product quality assurance process. With 
increase of demand for goods, quality certification becomes 
an expensive step in the production process.  

The aim of this study is to explore the potential of four 
predictive techniques: neural networks (NN) a.k.a. 
multilayer perceptrons (MLP), cascade-correlation neural 
networks (CCNN), general regression neural network 
(GRNN), and support vector machines (SVM), to facilitate 
the quality certification of a product, based on available 
product characteristics. This would allow automating the 
process and minimizing usage of human expertise.  

Here we focus on the wine quality prediction using data 
from both physicochemical laboratory tests and sensory 
tests. Wine is usually characterised by density, alcohol or 
various acids, which can be obtained by lab tests, while 
sensory tests are done by human experts. Wine classification 
is not an easy task as the relationships between 
physicochemical analysis and sensory tests analysis are 
complex and not well understood [12]. 

Predicting wine quality by data mining techniques is still 
in an early stage, but there are some promising results in the 

domain. Sun et al. [16] used NNs fed with 15 input variables 
used to predict six geographic wine origins. The data 
included 170 samples. Vlassides et al. [19] used NNs to 
classify three sensory attributes (e.g. sweetness) of 
Californian wine, based on grape maturity levels and 
chemical analysis. Moreno et al. [13] used probabilistic 
neural networks (PNN) to discriminate 54 wine samples into 
two red wine classes. Yu et al. [20] used spectral 
measurements from 147 bottles of rice wine to predict 3 
categories of wine. Fei et al., [8] utilized least squares 
support vector machines on physicochemical data of red 
wine samples. These chemometrics were obtained through 
the use of visible and near infrared (Vis/NIR) transmittance 
spectroscopy. Beltran et al. [5] utilize SVM in addition to, 
and in comparison with, radial basis function neural 
networks (RBFNN) and linear discriminant analysis (LDA), 
in the classification of Chilean wine. The analyses are 
carried out on data derived from wine aroma chromatograms 
of three different Chilean wine varieties. Bapna and 
Gangopadhyay [4] and Cortez et al. [6] compared several 
data mining techniques for classification of wine. 

In this paper, we estimate performance of NN, CCNN, 
GRNN, and SVM in predicting red and wine quality based 
on 11 physicochemical characteristics and explore how 
model hyper-parameters influence their ability to 
discriminate between quality classes. 

The paper is organized as follows: Section 2 provides an 
overview of the multilayer perceptrons, cascade-correlation 
neural networks, general regression neural network, and 
support vector machines used build a predictive models; 
Section 3 discusses the dataset used in the study, its features, 
preprocessing steps, and feature selection; Section 4 presents 
and discuses the experimental results; and Section 5 gives 
the conclusions. 

2 Data Mining Models 
We adopt four predictive techniques: the most common 

NN type - MLP, cascade-correlation neural networks, 
general regression neural networks, and support vector 
machines. This section outlines briefly each of those. 
2.1 Multilayer Perceptrons 

An MLP is a feedforward NN model that maps sets of input 
data onto a set of appropriate output, either values or class 
labels. It uses three layers of neurons, called nodes (see 
Figure 1), with nonlinear activation functions that can 
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distinguish non-linearly separable data, or separable by a 
hyperplane. Nodes of two adjacent layers are fully connected 
by weighted links represented by matrices IW, LW, and bias 
vectors b. The two activation functions are both sigmoids: 
 

fH (x) =
e2 x −1
e2 x +1

 fL (x) =
1

1+ e−βx
 ,     (1) 

 
where fH is a hyperbolic tangent which ranges from -1 to 1; 
fL is a log-sigmoid function, equivalent in shape, but ranges 
from 0 to 1. Here x is the weighted sum of the inputs. 
Finding an optimal size of the hidden layer is a general 
problem with all MLP. We used the heuristic: 
 

nh =
ns

α(ni + no )
           (2) 

 
where nh is the size of the hidden layer; ns is the number of 
training samples; ni and no are the size of the input and 
output layers respectively; α∈[5, 10] is a scaling factor, 
smaller of noisy data and larger for relatively less noisy data. 
The network was trained by Levenberg-Marquardt (LM) 
backpropagation (BP) algorithm [9]. LM is a second-order 
nonlinear optimization technique that uses an approximation 
to the Hessian matrix. It was chosen from the various BP 
training algorithms as it trains a moderate size NN 10 to 100 
times faster than the usual gradient descent backpropagation 
method and produces better results. 
 

IW{n,m}

b{1}

LW{m,1}

b{2}

fH(x) fL(x)

 Figure 1. Architecture of an MLP neural network with one hidden 
layer. 
 
2.2 Cascade-Correlation Neural Networks 

CCNN are  self-growing neural networks similar to MLP, 
but they don't have fixed size or topology [2]. The CCNN 
have three layers: input, hidden, and output, similarly to 
MLP. The output layer consists of a single node if the 
network is used for regression problems, or contains several 
nodes for classification problems, one per class label. In 
contrast to MPL, the CCNN start training without hidden 
layer - input nodes are fully connected to the output nodes 
with adjustable weights. During the training, the network 
adds new hidden nodes. It creates a multi-layer structure 
called a ‘cascade’, because the output from all input and 
hidden nodes existing already in the network, feed new 
nodes. In the beginning,every input is connected to every 
output neuron by a connection with an adjustable weight. 
The network adds new hidden nodes one by one (Figure 2) 
until the residual error gets acceptably small or the user 
interrupts this process. 

 
 

Figure 2. Cascade architecture after adding two hidden nodes 
(adapted from [2]). The vertical lines sum all incoming activation. 
Boxed connections are frozen, ‘x’ connections are trained 
repeatedly. 

 
To install a new hidden neuron, instead of a single 

candidate, the system uses a pool of trainable candidate 
nodes (usually four to eight), each with a different set of 
randomly selected initial weights. All candidates receive the 
same input signals and see the same residual error for each 
training pattern, but because they are not installed yet and do 
not interact with one another or affect the active neural 
network during training, all of these candidate units are 
trained in parallel; when no further progress is being made in 
training, the network installs the candidate whose score is 
the best (minimises the residual error). The use of this pool 
of candidates is beneficial in two ways: it greatly reduces the 
chance that a useless unit will be permanently installed, and 
it speeds up the training because many parts of weight-space 
can be explored simultaneously. 

While the candidate weights are being trained, none of the 
weights in the active network are changed. Once a new 
hidden node has been added to the network, its input-side 
weights (boxed connections in Figure 2) are frozen; the 
output-side connections (‘x’ connections) continue to be 
adjustable. The learning algorithm modifies the weights 
attempting to minimize the residual error of the network. 
Each new neuron becomes a permanent feature-detector in 
the network, available for producing outputs or for creating 
other, more complex feature detectors. 

Among advantages of CCNN can be mentioned self-
organizing architecture, quick learning, applicable to large 
datasets, obtaining good results with little or no adjustment 
parameters and less chance to get trapped in local minima, 
compared to the MLP. They have, however, a significant 
potential for overfitting the training data, which results in a 
very good accuracy on the training dataset but not always 
good accuracy on new, unseen during the training data.  
2.3 General Regression Neural Networks 

The GRNN are a kind of radial basis function (RBF) NN 
proposed by Specht [15]. They are a powerful regression 
tool, which features simple structure and implementation 
and fast training. A GRNN consists of four layers: input, 
hidden, summation, and output (Figure 3). The function of 
the input layer is to pass the input values xi to the hidden 
layer.  
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Figure 3. GRNN architecture: feed-forward NN with input, hidden, 
summation, and output layers. 
 
The hidden layer consists of all training patterns Xi. When an 
unknown pattern X is presented to the network, the squared 
distance Di

2 = (X − Xi )
T (X − Xi )

 between the X and each Xi 
is calculated and passed to the kernel function. The 
summation layer has two nodes (units), A and B, where A 
computes the summation function, which is numerator of 
(3), and B computes the denominator. 
 

Y (X) =
Yi exp(

−Di
2

2σ 2 )
i=1

n

∑

exp(−Di
2

2σ 2 )
i=1

n

∑
 ,         (3) 

 
where σ  is the width of the kernel. The output node 
computes A/B, which is Y. 
2.4 Support Vector Machines 

SVM, originally introduced by Vapnik in 1990s [17], 
provide a new approach to the problem of pattern 
recognition with clear connections to the underlying 
statistical learning theory. They differ radically from 
comparable approaches such as NN because SVM training 
always finds a global minimum in contrast to NN [18].  
SVMs are supervised learning methods used for 
classification and regression. Training data is a set of points 
of the form 

D = {(xi,ci ) | xi ∈ℜp, ci ∈ {−1,1}}i=1
n    (4) 

where the ci is either 1 or −1, indicating the class to which 
the point xi belongs. Each data point xi is a p-dimensional 
real vector. During training a linear SVM constructs a p−1-
dimensional hyperplane that separates the points into two 
classes (Figure 4). Any hyperplane can be represented by 
w ⋅ x − b = 0  where w is a normal vector and ⋅  denotes dot 
product. Among all possible hyperplanes that might classify 
the data, SVM selects one with maximal distance (margin) 
to the nearest data points (support vectors).  

 

 
 
Figure 4. Maximum–margin hyperplane for a SVM trained with 
samples from two classes. Samples on the margin are support 
vectors. 
 
When the classes are not linearly separable (there is no 
hyperplane that can split the two classes), a variant of SVM, 
called soft-margin SVM, chooses a hyperplane that splits the 
points as cleanly as possible, while still maximizing the 
distance to the nearest cleanly split examples. The method 
introduces slack variables, ξi , which measure the degree of 
misclassification of the datum xi. Soft-margin SVM 
penalizes misclassification errors and employs a parameter 
(the soft-margin constant C) to control the cost of 
misclassification. Training a linear SVM classier solves the 
constrained optimization problem (5). 

minw,b,ξk
1
2
w 2

+C ξi
i=1

n

∑       (5) 

s.t. w ⋅ xi + b ≥1−ξi           
In dual form the optimization problem can be represented 
by: 

minαi
1
2

αiα j yiyj xi ⋅ x j − αi
i=1

n

∑
j=1

n

∑
i=1

n

∑    (6) 

s.t. 0 ≤αi ≤C, αici = 0
i=1

n

∑        

The resulting decision function f (x) = w ⋅ x + b  has 

weight vector w = αk ykxkk=1

n
∑ . Data points xi for which 

αi > 0  are called support vectors, since they uniquely 
define the maximum margin hyperplane. Maximizing the 
margin allows one to minimize bounds on generalization 
error.  
If every dot product is replaced by a non-linear kernel 
function, it transforms the feature space into higher-
dimensional, thus though the classifier is a hyperplane in the 
high-dimensional feature space it may be non-linear in the 
original input space. The resulting classifier fits the 
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maximum-margin hyperplane in the transformed feature 
space. Some common kernels include: 

• Polynomial kernel	  K(xi,
x j ) = (γ

xi
T x j + r)

d 	  

• RBF kernel K(xi,
x j ) = exp(γ

xi −
x j

2
) 	  

• Sigmoid kernelK(xi,
x j ) = tanh(γ

xi
T x j + r) 	  

A non-linear SVM is largely characterized by the choice of 
its kernel, and SVMs thus link the problems they are 
designed for with a large body of existing work on kernel 
based methods. Once the kernel is fixed, SVM classifiers 
have few user-chosen parameters. The best choice of kernel 
for a given problem is still a research issue. Because the size 
of the margin does not depend on the data dimension, SVM 
are robust with respect to data with high input dimension. 
However, SVM are sensitive to the presence of outliers, due 
to the regularization term for penalizing misclassification 
(which depends on the choice of C). The SVM algorithm 
requires O(n2) storage and O(n3) to learn. 
 

3 Dataset and Preprocessing 
The data used in this study represent wine sample 

collection of Vinho Verde wines, white and red (CVRVV, 
2008), which consists of two distinct sets made up of 4898 
white and 1599 red samples. Each instance consists of 12 
physiochemical variables: fixed acidity, volatile acidity, 
citric acid, residual sugar, chlorides, free sulfur dioxide, total 
sulfur dioxide, density, pH, sulphates, alcohol, and a quality 
rating. The quality rating is based on a sensory taste test 
carried out by at least three sommeliers and scaled in 11 
quality classes from 0 - very bad to 10 - very excellent. A 
summary the datasets is presented in Table 1. 

 
Table 1: The physicochemical data statistics per wine type 

 
Attributes Red Wine White wine 

 Min Max Mean Min Max Mean 
Fixed acidity 4.6 15.9 8.3 3.8 14.2 6.9 
Volatile acidity 0.1 1.6 0.5 0.1 1.1 0.3 
Citric acid 0.0 1.0 0.3 0.0 1.7 0.3 
Residual sugar 0.9 15.5 2.5 0.6 65.8 6.4 
Chlorides 0.01 0.61 0.08 0.01 0.35 0.05 
Free sulpher 
dioxide 

1 72 14 2 289 35 

Total sulfur 
dioxide 

6 289 46 9 440 138 

Density 0.990 1.004 0.996 0.987 1.039 0.994 
pH 2.7 4.0 3.3 2.7 3.8 3.1 
Sulphates 0.3 2.0 0.7 0.2 1.1 0.5 
Alcohol 8.4 14.9 10.4 8.0 14.2 10.4 

 
Using the data in their original format for building models 

is inappropriate due to some deficiencies. A specific 
problem is the large amplitude of the variable values due to 
the different nature and different units of measurements of 
those values, e.g. sulfur dioxide (1 – 72) vs. sulfates (0.3 – 
2). Such an inconsistency could affect the predictive abilities 
of the models by making some variables more ‘influential’ 

than others. Moreover, some models require inputs within 
the unit hypercube, i.e. between 0 and 1. A natural approach 
of meeting that requirement could be a linear transformation 
that divides all input values by the dataset maximum, 
however mostly of the input values will fall very close to 
zero, and the model would perform poorly. A better 
approach is to process each data variable (data column) 
separately. We did so by using the transformation 

xi
new =

xi
old −min i
max i−min i

,         (7) 

which scales down the variables within the unit 
hypercube. 
Another problem with utilizing the original data without 
preprocessing is that using all features of a dataset does not 
always lead to best or even satisfactory results. This is due to 
the fact that too much information used for both tratning and 
testing can lead to overfitting or overtraining. We explored 
how presence or absence of variables presented to the model 
for training and testing affects the performance.  
Variable selection, or reduction of dimensionality, is a 
technique commonly used in machine learning for building 
robust learning models. Removing most irrelevant and 
redundant features from the data usually helps to alleviate 
the effect of the curse of dimensionality and to enhance the 
generalization capability of the model, yet to speed up the 
learning process and to improve the model interpretability. 
The variable selection also helps to acquire better 
understanding about data and how they are related with each 
other. Dimensionality reduction is considered as an 
application-specific problem, which is not backed by a 
universal theory. The exhaustive search approach that 
considers all possible subsets is the best strategy applicable 
for datasets with small cardinality, but impractical for large 
number of features, as our case is. 

There are two distinct groupings of variable selection 
algorithms, specifically wrapper methods and filter methods. 
The wrapper methods employ the feature subset selection 
algorithm in unison with an induction algorithm. The 
selection algorithm proceeds to unearth a favorable subset of 
data whilst using this induction algorithm to evaluate 
proposed subsets. The filter methods use a preprocessing 
step and autonomously select variables independent of the 
induction algorithm. There are a number of algorithms that 
fall under the umbrella of the filter approach, such as the 
relief algorithm, which assigns a weighting of relevance to 
each feature, that is, the relevance of the selected variable to 
the target output; and the decision tree algorithm, which is 
used to select feature subsets for the nearest neighbor 
algorithm [11]. 

Rueda et al. [14] highlight a particular strength possessed 
by wrapper algorithms. The authors state that if variables are 
highly correlated with the response, the filter algorithm 
would typically include them, even if they diminished the 
overall algorithm performance. While in the wrapper 
approach, the induction algorithm may discover these 
diminishing effects, and exclude them [3]. 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 311



4 Empirical Results 
Using the data described above, we built and tested a 

number of predictive models, based on the four techniques - 
SVM, CCNN, GRNN, and NN.  

In order to estimate the models performance we used the 
following metrics: 
• Prediction accuracy ACCt at certain error tolerance 

values t = 0.25, 0.5, 1, and 2.  
• Mean Absolute Deviation (MAD), which is a robust 

performance measure of the model variability [1] 

MAD =
1
N

yi −
yii=1

N
∑  ,      (8) 

where yi  and ŷi  are the class label and predicted 
value, respectively. 

• Area over the regression error characteristic curve. 
The regression error characteristic (REC) curve plots 
the error tolerances along the horizontal axis versus the 
prediction accuracy on the vertical. The area over the 
REC curve (AOC) is a scalar value that estimates the 
overall model performance regardless of the error 
tolerance values applied to each model instance. The 
lower the AOC is, the better it performs.  

We tested the models with a number of hyper-parameters 
in order to find their optimal values and ensure maximal 
performance. Avoiding bias in training and testing, we 
applied 5-fold cross-validation. The dataset was divided on 
five subsets, each of which is 20%. The overall performance 
estimation metrics were calculated using each of those 20% 
for testing after training the model on the remaining 80% of 
data. 

In order to estimate the influence of reduction of data 
dimensionality in the model performance, we applied 
wrapper and filter attribute evaluator methods outlined 
above. These methods combined differing search 
techniques, which resulted in combinations of proposed 
variable subsets. Models were tested with different 
combinations of variables and the results were compared by 
the aforementioned metrics. The results obtained were 
different for the red wine and the white wine datasets.  

In the red wine case, the best results were obtained by the 
chi-squared attribute evaluation technique [10], which 
calculates chi-squared worth of each attribute with respect to 
the class. Results are summarized in Table 2 The 
experiments showed that chi-squared worth cut-off point 
between 169.86 and 145.40 performs best, which resulted in 
four red wine attributes used in training and testing the 
models, namely alcohol, volatile acidity, sulphates, and 
citric acid. 

We found that the optimal SVM parameters used to 
produce a minimal mean squared error (MSE) of the model 
are: c=1.398; ε =0.746; kernel=polynomial; d=1; γ =0.572; 
and r=0.530. 

Results obtained from the error tolerance study of the 
models are compared by REC curves in Figure 5. It is the 
model with the least area over the curve (AOC) that is most 
accurate, with the point closest to the 100% accurate and 

zero threshold intersection, indicating the best threshold 
level of the model. Figure 5 is quantitatively summarised in 
the Table 3. 

 
Table 2 Chi-squared attribute evaluation for red wine. 

 

Attribute  
Chi-squared 

worth 
Percentage 
importance 

Alcohol 497.7464 29.61 
Volatile acidity 354.4793 21.09 
Sulphates 252.0535 15.00 
Citric acid 169.8607 10.11 
Total sulphur dioxide 145.3958 8.65 
Density 130.73 7.78 
Chlorides 82.6207 4.92 
Fixed acidity 48.0288 2.86 
pH 0 0.00 
Residual sugar 0 0.00 
Free sulphur dioxide 0 0.00 

 
 

 
Figure 5. REC curves of red wine test set. SVM - tick solid line; 
CCNN - thin solid line; GRNN - dash-dot line; NN - dot line. 

 
 
 

Table 3 Performance of red wine quality prediction models. 
Estimation metrics include: accuracy at certain error tolerances 
(ACCt), mean absolute deviation (MAD), and area above the REC 
curve (AOC). 

 ACC0.25  ACC0.5  ACC1  ACC1.5  ACC2  MAD  AOC  
ANN 0.261 0.531 0.850 0.958 0.981 0.592 0.662 
CCNN 0.279 0.568 0.884 0.966 0.983 0.548 0.630 
GRNN 0.27 0.549 0.867 0.962 0.979 0.577 0.644 
SVM 0.381 0.601 0.888 0.969 0.994 0.496 0.506 
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It should be noted that according to the metrics MAD and 
AOC, SVM outperform all other models. They show clear 
advantage in the low error tolerance ranges where direct hits 
in predictions is important, or one-away hits, where error 
tolerance less than 0.5 is acceptable. When error tolerance 
increases and requirement for correct classifications relaxes, 
CCNN networks become equally good to SVM. Last in 
performance is the classic feed-forward NN and the second 
last is GRNN, which is between NN and CCNN. 

Similarly, we explored dimensionality reduction in the 
white wine case. Results showed that best technique for 
ranking attributes is symmetrical uncertainty ranking, which 
is one of the most effective entropy-based feature selection 
approaches. Experimentally we found that alcohol content in 
white wine bears most importance (26.47%); density ranks 
second in importance (19.19%); with chlorides following 
next (14.35%). Total sulfur dioxide, citric acid, free sulfur 
dioxide and volatile acidity complete the model, all 
registering close importance percentage between 9.9% and 
10.4%. Results are summarized in Table 4. 

 
Table 4 Symmetrical uncertainty attribute evaluation for white 
wine. 

Attribute  
Symmetrical 
Uncertainty  

Percentage 
importance 

alcohol 0.08998 26.46 
density 0.06524 19.18 
chlorides 0.04878 14.34 
total sulphur dioxide 0.03513 10.33 
citric acid 0.03468 10.20 
free sulphur dioxide 0.03376 9.92 
volatile acidity 0.03241 9.53 

 
 

 
Figure 6. REC curves of red wine test set. SVM - tick solid line; 
CCNN - thin solid line; GRNN - dash-dot line; NN - dot line. 

Findings also show that with white wine, SVM performs 
best with c=2.438; ε =0.684; kernel=polynomial; d=1; γ
=1.266; and r=1.522. 

Figure 6 graphically compares the models performance in 
the terms of REC and Table 5 summarizes the estimation 
metrics. Similarly to the red wine case, the white wine 
results show that SVM outperforms the three neural 
networks, with even higher accuracy in the low error 
tolerance values, but it also outperforms the other models in 
higher error tolerance values (between 0.5 and 1.5).  

The three neural network models show similar 
performance with little advantage of CCNN over GRNN 
and the classic NN. In a relatively large error tolerance 
(above 1), CCNN and GRNN perform similarly and slightly 
better than NN. 

 
Table 5 Performance of white wine quality prediction models. 
Estimation metrics include: accuracy at certain error tolerances 
(ACCt), mean absolute deviation (MAD), and area above the REC 
curve (AOC). 

 ACC0.25  ACC0.5  ACC1  ACC1.5  ACC2  MAD  AOC  
ANN 0.261 0.531 0.850 0.968 0.988 0.594 0.658 
CCNN 0.339 0.576 0.868 9.969 0.988 0.514 0.581 
GRNN 0.290 0.549 0.867 0.962 0.988 0.589 0.630 
SVM 0.486 0.661 0.902 0.971 0.988 0.477 0.566 

 
Finally, it can be summarized that SVM could be a better 
alternative of prediction models based on neural networks 
for application areas, like the one explored here. At the same 
time, certain neural network types, such as CCNN and 
GRNN can be considered as good candidates for predicting 
models, both outperforming the classic neural network. 

5 Conclusions 
Recently, wine industry expands its marketplace, which 

encourages adoption of advanced technologies in the 
production process. The quality certification is an important 
step in that. Traditionally, it is based on sensory tests carried 
out by human experts. This, however, is not as efficient as 
needed, because the procedure is time consuming and 
expensive. Data mining may help in the quality certification 
by processing physicochemical laboratory test data and 
building models that predict product quality classes. Various 
modeling techniques can be applied to solve the task and 
each of them shows specific performance characteristics. 

The goal of this study is to explore how model hyper-
parameters of the classic backpropagation neural network, 
cascade-correlation neural network, general regression 
neural network, and support vector machine, affect their 
predictive abilities in solving that task. We used an existing 
data set of 1599 red wine samples, and 4898 white wine 
samples, each of which consisting of 11 physicochemical 
characteristics. In order to quantify the model performance, 
we used metrics, such as prediction accuracy, mean absolute 
deviation, and area over the regression error characteristics 
curve. Our findings show that support vector machine with 
polynomial kernel outperforms the three neural network 

0 0.5 1 1.5 2
0

10

20

30

40

50

60

70

80

90

100

Error tolerance

Ac
cu

ra
cy

White wine

 

 

SVM
GRNN
CCNN
NN

Int'l Conf. Artificial Intelligence |  ICAI'13  | 313



models in all the metrics. The SVM advantage can clearly be 
seen with small values of error tolerance, that is where 
predicted quality is required to be very close to the real one. 
From another hand, the CCNN and GRNN show similar 
performance with little advantage of the CCNN over GRNN. 
Last in ranking is the classic NN, which despite its 
popularity as classification and regression tool, is not the 
best choice in this application domain. We also tested how 
various techniques for reduction of dimensionality influence 
the models performance. Empirically we found that best 
variable set selection techniques are chi-squared attribute 
evaluation and symmetrical uncertainty ranking for the red 
and white wine, respectively. 
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Abstract - An approach for unsupervised human activity 

discovery has been proposed in this paper.  The approach 

automatically discover unknown activities from unlabeled 

data and has the ability to reject random activities.  This 

ability will enable intelligent systems to discover and learn 

new activities autonomously.  K-means is used to cluster a 

pool of unlabeled activity observations into groups of 

different activities.  The system requires no prior 

knowledge of how many activities to be discovered.  It uses 

cluster validity indices to automatically estimate the 

required number of clusters and further evaluate cluster 

homogeneity to accept clusters with homogenous activity 

and reject clusters with random activities.  Experimental 

results showed the potential of the approach and identified 

suitable validity indices to achieve unsupervised human 

activity discovery. 

Keywords: human activity detection; human activity 

discovery; unsupervised learning; clustering; RGBD sensor 

1 Introduction 

From the detailed survey on human activity analysis by 

Aggarwal and Ryoo [4], we can see that there have been 

significant efforts to accurately capture human motion, i.e., 

solving computer vision problem and recognize the activity 

from the motion, i.e., solving modeling and learning 

problems.  Systems with high accuracy in capturing human 

motion are expensive and require infrastructure setup.  

Many such systems require markers attached to the subjects.  

Further, those systems use supervised learning algorithms to 

learn models of activities.  In these systems, pre-labeled 

examples are provided to the learning algorithm.  However, 

to enable intelligent systems to autonomously learn new 

activities, they will be required to deal with unlabeled data.  

For this reason, there have been increasing interest to 

investigate human activity discovery using unsupervised 

learning.  In the knowledge of the authors, most of the 

works relating unsupervised learning with activity 

recognition have been either focusing on solving computer 

vision problems or they require alternative form of pre-

labeled data from wearable sensors or other sources.  For 

examples, Song et al. [17] developed an EM-like algorithm 

on decomposable triangulated graphs to extract human as 

foreground from background clutter.  Huynh et al. [12] used 

clustering to generate a vocabulary of labels from sensor 

data, which are then used for pattern extraction using topic 

models to recognize daily routines.  They used data from 

custom made wearable sensors.  Stikic et al. [9] applied two 

weakly supervised methods to discover activities from two 

published datasets obtained from wearable sensors.  Wyatt 

et al. [2] described their techniques for mining object 

models from the web and use the information to recognize 

activities based on the interaction of user with objects.  

They attached RFID tags to the objects.  We observed that 

current state-of-art of human activity recognition 

technologies is not cost effective and not suitable in our 

natural living environment.  They either require expensive 

setup, wearable sensors or pre-labeled data. 

Our work is motivated by the intend to create a fully 

autonomous personal intelligent agent, for example a 

personal robot, that is capable of understanding what its 

user, or owner, is doing and consequently provide 

appropriate support.  Therefore, human activity recognition 

lies at the core of such system.  The system should be able 

to be deployed in the natural human living environment 

with minimal changes, at low-cost and work with unlabeled 

data.  Further, the system should not require users to wear 

markers or sensors.  These requirements call for the use of 

low-cost components, lightweight algorithms, marker-less 

vision and/or audio sensors, and unsupervised learning.  

Recently, the availability of low-cost RGBD (RGB-Depth) 

sensors has enabled accurate capture of human poses.  In 

our earlier work [15], [16], we demonstrated the ability of 

K-means to distinguish different activities using just the 

skeleton data obtained from low-cost RGBD sensor, 

Microsoft Kinect.  The problems with the use of K-means 

are the need to specify the number of clusters, k value, 

apriori and such system do not have the ability to reject 

random activities.  Random activities will be assigned to a 

cluster anyway.  In this paper, we propose an approach to 

address these two problems.  We propose an approach to 

perform unsupervised human activity discovery.  The 

approach uses cluster validity indices to evaluate the quality 

of clustering outcome and automatically determines suitable 

number of clusters and evaluates each cluster to identify 

highly homogeneous clusters as new activities. 
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2 Proposed approach 

Assuming an intelligent system or agent has been 

observing daily activities of a subject.  An example situation 

is a personal robot accompanying its owner.  The system 

has collected a large pool of unlabeled activity observations 

(data).  To be low cost with minimal requirements, we allow 

the system to be a best-effort one.  The approach resembles 

how children learn activities around them.  Children have 

the ability to distinguish different activities and ask adults to 

label the activities, i.e., they learn from unlabeled data 

(observations) and post-label the model they have formed.  

Children can learn from one subject, e.g., a parent, and 

adapt the model to different subjects.  While there are many 

activities going on, children don’t learn all of them at once.  

Finally, there are times that children are confused with 

similar activities. 

 
Figure 1. Proposed approach for unsupervised activity discovery in human 

activity recognition. 

We propose the following steps to autonomously 

discover new activities, as illustrated in Fig. 1.  The 

different cluster validity indices are described in Section 3. 

1. Collect observations of unknown activities. 

2. Use global internal cluster validity index to estimate 

the number of clusters, k. 

3. Do clustering using the suggested number of 

clusters, ks, from above. 

4. Assess homogeneity of each of the ks clusters using 

local internal cluster validity measure. 

5. Accept high ranking clusters and reject clusters 

ranked low by the validity measure. 

3 Unsupervised learning 

3.1 K-means clustering 

K-means [5] clustering is one of the simplest 

unsupervised learning algorithms.  It looks for similarity 

among the examples in the dataset by using simple distance 

measurement.  Given the required number of clusters, k, K-

means group the points (examples) in the dataset by 

minimizing the distance from each data point to a cluster 

center (centroid).  We have used K-means clustering that 

minimizes the regular cost function given in Eq. (1). 
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where k is the number of clusters,   
( )

 is ith data point in 

Cluster j and    is the centroid of Cluster j, i.e.,   ,    is the 

number of data points in   .  Note that each data point is a 

row vector in all equations presented in this paper. 

3.2 Cluster validation 

We expect the intelligent system to autonomously 

discover new activities and the number of activities to be 

found is unknown to the system.  Various cluster validity 

indices [13] have been proposed to assess the quality of 

clustering outcome and determine the appropriate k.  Since 

we will deal with unlabeled data, we consider only internal 

cluster validity indices that do not require labeled data.  In 

this paper, we tested five indices as given below. 

1. Silhouette (Sil) [10].   For each data point,  (  ) is the 

average distance from the point to other points in its 

cluster, and  (  ) is the average distance from it to all 

points in nearest cluster.  The objective is to maximize 

Sil(k). 
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2. Davies-Bouldin (DB) index [1].   The objective is to 

minimize the DB(k) index. 
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3. Calinski-Harabasz (CH) index [11].  The objective is to 

maximize CH(k). 
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where    ( )  is the (sum-of-square) within-cluster 

scatter matrix and,    ( )  is the (sum-of-square) 

between-cluster scatter matrix as given below: 
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where   is the mean of the whole dataset. 

4. Krzanowski-Lai (KL) index [14].  The objective is to 

maximize KL(k). 
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(11) 

where   is the dimension (number of variables/features) 

of the data point;       in our case, see Section 4. 

5. Hartigan (Ha) index [3].  The objective is to add cluster 

until Ha is below a threshold.  Ha≤10 is typically used 

and we have used this value in our work reported in this 

paper. 

  ( )  (
     (   ( ))

     (   (   ))
  ) (     ) (12) 

where n is the number of data points in whole data set. 

The above indices are global as they consider all clusters 

in the validation.  Even with the value of k given, there is no 

guarantee that K-means as well as any other clustering 

algorithm will group all observations of the same activity 

into same cluster.  To assess the homogeneity, i.e., cohesion 

and compactness of individual cluster, we require local 

internal cluster validity indices.  To assess the homogeneity 

of individual cluster and rank them accordingly, we define 

two measures: the intra-cluster mean variance (  ̅ ) and 

mean joint probability density function ( ̅ ).  Low value of 

 ̅  indicates compactness of the cluster.  The joint 

probability density function assumes that observations of a 

non-random activity should be normally distributed within 

its cluster around the cluster centroid with the standard 

deviation of the cluster.  High value of  ̅  indicates good 

cohesion of the cluster based on assumption of normal 

distribution.  The equations for the two measures are given 

in Equations (13) to (18).  Logarithm is used in Equation 

(17) to compress the range of values. 
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where   
( )
 [           ] is a data point in Cluster    

with dimension p, nj is the number of points in Cluster   , 

 ̅( ) (dimension p) is the mean of all points in Cluster   , ^2 

is element-wise square. 

                        ̅ (  )      ( (  )) (16) 

 (  )  ∑   (   (   
( )
))

 

   

 (17) 

   (   
( )
)  

 

√  
 
 
( )

 

 
(   
( )
   

( )
)
 

(  
 
( )
)
 

 (18) 

where    
( )

is the fth dimension of   
( )

,   
( )

 is the mean 

of values of fth dimension of all points in Cluster   ,   
( )

 is 

the standard deviation of values of fth dimension of all 

points in Cluster   . 

4 Feature extraction 

Feature extraction in the context of this paper is not 

about image processing.  The raw data were coordinates of 

15 joints in human skeleton provided by the application of 

Microsoft Kinect, a low-cost RGBD (RGB-Depth) camera, 

as shown in Fig. 2.  Each activity example was sampled for 

a window of 2 seconds comprising 15 frames.  We found 

empirically [16] that reducing the frames from full 60 

frames to 15 frames did not degrade clustering performance.  

For each frame, the following features were extracted from 

the coordinates of the joint positions: four vectors 

describing body flexion, four vectors describing arms 

abduction, four vectors describing leg abduction and flexion 

and, two vectors describing interaction between hands and 

head.  The vectors were formed locally (between joints) and 

normalized to shoulder width making them view invariant 

to camera and scale invariant to the size of the subject.  

There were 14 3-dimentional vectors giving 14×3=42 

features per frame.  With 42 features per frame, the total 

number of features was 42×15=630 features per activity 

observation. 

 

 
Figure 2. Human skeleton composed from fifteen (15) joint. 
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5 Data & experiment 

5.1 Data 

Currently, there are a few [6], [7] publicly available 

skeleton (coordinates of joints) datasets obtained from 

Microsoft Kinect sensor on human activities.  None of these 

datasets have been adapted as benchmarking dataset for 

evaluation of human activity research works.  The work 

presented in this paper used the dataset “Cornell Activity 

Dataset CAD-60” [6].  CAD-60 consisted of twelve daily 

activities: rinsing mouth, brushing teeth, wearing contact 

lens, talking on the phone, drinking water, opening pill 

container, cooking (chopping), cooking (stirring), talking on 

couch, relaxing on couch, writing on whiteboard, working 

on computer.  The data was collected from four different 

subjects: two males (referred as Person 1 and Person 4) and 

two females (referred as Person 2 and Person 3).  One of the 

females is left-handed (Person 3).  Still (standing) and 

random activity samples by each subject are also included in 

the dataset.  All of the data were collected in a regular 

household setting with no occlusion of body from the view 

of sensor.  The CAD-60 dataset comprises of RGB images, 

depth images and skeleton data (coordinates of joint 

positions and orientations).  We have only used the skeleton 

data of the joint positions in our experiment.  We considered 

eight of them as listed in Table I (1 to 4, 6 to 9).  The other 

three activities are not atomic in their dataset.  We refer an 

atomic activity as one that cannot be further decomposed 

into sequence of smaller activities.  For examples, the 

drinking comprised of picking up the cup and drink; rinsing 

mouth comprised of sipping water, gargle and spit; opening 

pill container comprised of lifting the pill box, twist the cap.  

At this stage, we are interested to discover atomic actions or 

lower-level activities, which will be used to discover higher-

level activities eventually.  We also considered the still 

(standing) as one activity.  In total, we considered nine 

activities.  The random activity samples were also used to 

test the ability of our approach to reject random activities.  

Two datasets were composed for each subject as following, 

giving a total of eight datasets in the experiment: (1) P1, P2, 

P3, P4: 50 observations of each of the 9 activities for Person 

1, 2, 3, 4 respectively.  (2) P1R, P2R, P3R, P4R: 100 

observations of random activities in addition to 50 

observations of each of the 9 activities for Person 1, 2, 3, 4 

respectively. 

Table I. List of activities 

1. brushing teeth 
2. cooking (chopping) 

3. cooking (stirring) 

4. relaxing on couch 
5. still (standing) 

6. talking on couch (sitting) 

7. talking on the phone 
8. working on computer 

9. writing on whiteboard 

10. random 

5.2 Experiment 

We conduct the following experiment on each of the 

eight datasets described in Section 5. 

1. Estimate number of clusters, i.e., find ks. 

1.1. Run K-means from k=2 to kmax.  There is no 

concrete guideline for the choice of kmax, however 

many researchers had referred to Mardia et al. [8] as 

stating the rule of thumb for setting   √  ⁄
 

 

where n is the number of data points (observations) 

in the dataset.  We have chosen      √ 
 

 which 

include the value of k suggested by the said rule of 

thumb.  The actual value of kmax is not crucial as we 

will only accept a few highly ranked clusters.  kmax 

can be up to n.  However, it helps to restrict the 

computation time by setting reasonable value of 

kmax. 

1.2. For each value of k, K-means was run for three 

rounds with random initialization (seeded for 

comparison with other values of k) and the 

clustering result with lowest total sum-of-squared-

Euclidean distance from all members to their 

centroid was taken as the result. 

1.3. Compute the global cluster validity indices for all 

values of k in above. 

1.4. Determine the suggested number of clusters, ks, 

based on the global cluster validity test above. 

2. Assess clustering quality (homogeneity) based on ks 

above.  Compute local cluster validity measures for each 

of the ks clusters to accept or reject cluster(s). 

6 Results & discussion 

Table II shows the result of estimating number of 

clusters (value of ks) for K-means using the five cluster 

validity indices for the eight datasets described in Section 5.  

For the purpose of comparison, we compute the overall 

error for each index as given in Eq. (19).  The index with 

lowest error is considered giving best value of ks. 

                   ( )    ( ) (19) 
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where   
  is the k suggested, for dataset P,   

  is the 

expected k for dataset P,   ( ) is the total error for datasets 

without random activities,   ( ) is the total error for datasets 

with random activities. 
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Table II. Estimated number of clusters, ks, for K-means using DB, CH, KL, 

Ha and Sil indices for eight datasets. 

 

DB CH KL Ha Sil 

P1 6 8 8 8 6 

P2 6 6 4 14 6 

P3 6 10 20 10 9 

P4 9 9 20 12 9 

et(1) 5.2 3.3 16.4 6.0 4.2 

P1R 5 3 17 11 5 

P2R 17 3 11 11 4 

P3R 10 3 16 12 10 

P4R 3 3 17 10 3 

et(2) 13.7 20.0 6.7 4.2 15.9 

et 18.9 23.3 23.1 10.2 20.1 

 

For datasets without random activities,   
  is 9.  For 

datasets with random activities, we expect   
  to be more 

than 9, however we do not know the exact number.  For the 

purpose of comparison, we have used the average value of 

all ks above 9 for datasets with random activities.  The value 

is 12.9.  While Sil, CH and DB did well on datasets without 

random activities, they performed poorly on datasets with 

random activities that have high variances.  The result 

suggests that Hartigan index was the best choice among the  

 

Figure 3. Confusion matrix without random activities for four subjects. 

five indices.  The values of ks given by Hartigan index were 

used to cluster each dataset and the results are shown in Fig. 

3 and 4.  Fig. 3 shows the confusion matrices for the 

clustering result from the datasets without random activities.  

The rows are the nine activities as listed in Table I (1 to 9).  

The columns are the clusters.  The columns are not merged 

and not sorted to provide a complete picture of the 

clustering result.  Fig. 4 shows the confusion matrices for 

the clustering results from the datasets with random 

activities.  Activity 10 is the group of random activities.  

Table III gives the homogeneity evaluation of the clusters 

for datasets without random activities, i.e., the results shown 

in Fig. 3.  To explain the interpretation of the table, we take 

an example of the results for P1.  The result shows that 

Cluster 3 has been ranked top by both evaluation measures.  

This means Cluster 3 is the most homogeneous according to 

these measures.  Both measures had ranked Cluster 5 at 

second.  Comparing this ranking with the corresponding 

confusion matrix for P1 in Fig. 3, we see that Cluster 3 and  

Table III. Mean variance ( ̅ ) and mean joint probability ( ̅ ) for clustering 

result in Fig. 3, i.e., without random activities, for each subject 

P1  ̅  

 

 ̅  

3 0.0087 3 347.19 

5 0.0860 5 101.34 

2 0.0883 1 63.40 

1 0.129 2 57.23 

6 0.223 8 -2.88 

8 0.230 6 -29.87 

4 0.298 4 -91.74 

7 0.410 7 -124.28 

P2  ̅  

 

 ̅  

1 0.0570 14 127.46 

14 0.0642 1 125.90 

5 0.0935 6 34.74 

6 0.119 12 31.77 

10 0.122 5 20.92 

12 0.132 7 3.77 

7 0.136 2 -7.01 

2 0.145 10 -12.34 

3 0.206 3 -33.63 

13 0.333 11 -43.07 

4 0.336 13 -117.00 

11 0.338 4 -123.47 

9 0.362 8 -148.66 

8 0.452 9 -150.45 

P3  ̅  

 

 ̅  

1 0.0122 1 373.36 

9 0.0429 9 200.09 

5 0.0582 5 143.98 

7 0.0702 7 132.11 

8 0.144 8 30.58 

6 0.186 6 -0.26 

3 0.234 4 -17.88 

4 0.293 3 -34.13 

2 0.320 2 -70.46 

10 0.480 10 -172.85 

P4  ̅  

 

 ̅  

11 0.0568 3 224.33 

8 0.0786 11 162.60 

7 0.114 8 103.68 

6 0.117 6 72.56 

2 0.174 7 30.75 

1 0.179 2 16.10 

5 0.199 5 -37.77 

10 0.249 1 -38.34 

9 0.251 9 -43.79 

4 0.275 10 -64.10 

3 0.358 4 -92.64 

12 0.396 12 -160.00 
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5 concisely captured all 50 observations of Activity 6 

(talking on couch) and 4 (relaxing on couch) respectively.  

In this confusion matrix, Cluster 4, 6 and 7 are weak 

clusters as they contained more than one activity.  

Incidentally, these clusters are ranked low in both measures 

in Table III.  Looking at all results in Table III, we can 

observe that highly ranked clusters are generally 

homogeneous with a few exceptions.  This will not be a 

problem if the objective is to select one or a few highly 

ranked clusters to perform learning.  We also notice that  ̅  

ranked Cluster 3 in P4 low, while  ̅  ranked Cluster 3 on 

top.  Cluster 3 is homogeneous, however, it has only two 

members; logically it should be rejected. 

It will be more interesting to look at the results for 

datasets containing random activities in Table IV and Fig. 4.  

It is encouraging to see that clusters containing significant 

number of random activities have been consistently ranked 

at the bottom.  For P1R, Cluster 3, 9 and 10 contain 

significant number of random activities and have been 

ranked at the bottom in corresponding section (P1R) in 

Table IV.  For P2R, Cluster 7, 8, 9 and 11 are ranked at the 

bottom.  Cluster 2 should be rejected as well, and has been 

ranked low just above those clusters with random activities.  

For P3R, Cluster 4, 5, 8, and 12 are ranked at the bottom, 

while Cluster 3 come slightly above them.  Ideally, Cluster 

3 should be ranked low as it should be rejected.  

Nevertheless, clusters ranked on top remain correctly 

identified from homogenous clusters.  For P4R, Cluster 3, 5, 

6, 7 and 9 are ranked at the bottom.  In all datasets, the first 

few clusters on top are homogenous, apart from Cluster 8 in 

P4R.  However, for Cluster 8 in P4R, having 2 random 

activities with 50 observations of Activity 3 (stirring) is not 

expected to cause problem in learning phase. 

Referring to Table IV, for each of the homogeneity 

measure, is there any threshold we can use to identify 

homogeneous clusters confidently, i.e., to accept the 

clusters?  We find the value for each measure in each 

dataset where the first cluster from the top is to be rejected.  

For P1R, the highest cluster to reject is Cluster 2 and the 

corresponding values for each measure are:  ̅  less than 

0.0881 and  ̅  higher than 13.98.  For P2R, the highest 

cluster to reject is Cluster 2 and the corresponding values 

for each measure are:  ̅  less than 0.268 and  ̅  higher than 

−112.  For P3R, the highest cluster to reject is Cluster 3 and 

the corresponding values for each measure are:  ̅  less than 

0.255 and  ̅  higher than −139.15.  For P4R, the highest 

cluster to reject is Cluster 5 and the corresponding values 

for each measure are:  ̅  less than 0.458 and  ̅  higher than 

−183.  To obtain a threshold value applicable to all subjects 

so that non-homogeneous clusters will be rejected, we 

require that  ̅  to be less than 0.0881 (lowest of all) and  ̅  

to be higher than 13.98 (highest of all).  Applying these 

threshold to all datasets in Table IV, we identified the 

number of top few homogeneous clusters.  The result is 

shown in Table V.  The  ̅  measure has identified more 

clusters to accept. 

 

Figure 4. Confusion matrix with random activities for four subjects. 

7 Conclusion 

In this paper, we proposed an approach to automatically 

discover new activities without priori.  We demonstrated the 

feasibility of the approach through experimental 

investigation on daily activity datasets from third party.  

The results showed that Hartigan index could assist to 

estimate the possible number of clusters, or k value, in a 

pool of unlabeled observations of activities for each subject.  

Given the estimation of k, k clusters were obtained using K-

means.  The clustering outcomes were assessed using two 

measures of cluster homogeneity.  The results showed both 

measures consistently ranked highly homogeneous clusters 

on top while ranking clusters with significant number of 

random activities at the bottom.  It was also observed that 
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the mean joint probability density function  ̅  measure has 

the potential to use a threshold value to assist in deciding 

how many highly homogeneous clusters can be accepted for 

subsequent learning phase.  This is an ability to discover 

new activities (clusters) autonomously.  The model of each 

of the discovered new activities (clusters) can then be 

learned using supervised learning algorithm.  Armed with 

this ability, an intelligent system can self-learn and perform 

unsupervised human activity recognition.  

Table IV. Mean variance ( ̅ ) and mean joint probability ( ̅ ) for clustering 

result in Fig. 4, i.e., with random activities, for each subject. 

P1R  ̅  

 

 ̅  

4 0.00568 4 393.91 

5 0.0374 5 157.31 

7 0.0548 11 148.07 

1 0.0623 7 142.36 

8 0.0733 8 111.28 

11 0.0768 1 104.60 

2 0.0881 2 13.98 

6 0.537 6 -236.60 

3 0.599 3 -258.12 

9 1.04 9 -274.26 

10 1.20 10 -344.00 

P2R  ̅  

 

 ̅  

1 0.0341 1 180.34 

10 0.0651 10 73.80 

5 0.113 5 15.84 

6 0.159 6 -46.06 

4 0.207 3 -46.25 

3 0.240 4 -96.32 

2 0.268 2 -112.31 

8 0.313 8 -185.44 

9 0.939 9 -295.41 

11 1.15 11 -342.36 

7 1.26 7 -352.73 

P3R  ̅  

 

 ̅  

7 0.0249 7 258.57 

2 0.0336 2 202.46 

1 0.0404 1 190.59 

10 0.144 10 24.35 

9 0.225 11 -6.07 

11 0.252 9 -115.99 

3 0.255 6 -133.27 

6 0.291 3 -139.15 

4 0.308 4 -161.39 

12 1.12 12 -317.39 

8 1.18 8 -333.79 

5 1.35 5 -361.30 

P4R  ̅  

 

 ̅  

10 0.0482 10 157.73 

4 0.131 1 -0.51 

8 0.135 4 -11.41 

1 0.151 8 -13.94 

2 0.159 2 -23.20 

6 0.367 6 -167.71 

5 0.458 5 -182.96 

3 0.628 3 -267.60 

7 1.14 7 -325.54 

9 1.32 9 -357.62 

 
Table V. Number of accepted clusters based on threshold value for each 

measure. 

Number of accepted clusters 

 

  ̅          ̅        

P1R  6 7 

P2R  2 3 

P3R  3 4 

P4R  1 1 
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Abstract - We propose and develop a decision guidance 

system, called DGLS, for load shedding of electric power in 

microgrids to minimize energy costs and maximize customers’ 

savings while preserving the desired quality of service (QoS) 

in terms of power interruption. The DGLS system is designed 

to support energy managers to forecast power demand over a 

time horizon, use the predicted peak demand usage to optimize 

the peak demand bound for every monthly pay period, 

continuously monitor the hourly electricity demand, and shed 

load when the demand exceeds the optimal peak demand 

bound using a service prioritization scheme. Technically, the 

contributions of this paper include the design of the DGLS 

system, the development of a mixed integer linear 

programming (MILP) model for the peak demand optimization 

and its implementation using the IBM Optimization 

Programming Language (OPL), and an experimental case 

study for a university campus microgrid, which utilizes the 

peak demand optimization model and a proposed graphical 

methodology for making a trade-off between cost savings and 

power interruptions. 

Keywords: Optimization, Decision Guidance, Decision 

Support, Microgrids, Power Load Shedding, Peak Demand 

 

1 Introduction 

  Increasing electricity demand has been widely 

recognized as a global trend in every business and industry. 

Population growth and economic development are among the 

key factors that lead to a higher total electricity consumption 

and a peak demand usage which, in turn, result in a rising 

energy cost to consumers. In this paper, we focus on the 

management of peak power demand within microgrids of 

commercial and industrial customers in order to minimize 

energy costs and maximize customers’ savings while 

preserving the desired quality of service (QoS) in terms of 

power interruption. 

Typically, it is considerably more expensive to generate 

electric power for the peak demand. In addition to a higher 

electricity cost, the peak demand of electric power also results 

in unpredictable, demand-side power fluctuations, as well as 

the possible misbalance between the power supply and the 

customers’ demand, which cause power system outages. 

Existing approaches to solve the power system outage by 

electric power companies can be roughly divided into two 

categories: diverse power-load shedding schemes [1, 2, 3, 4, 

and 5] and various time-differentiated pricing models [6, 7, 8, 

9, 10, 11, 12, 13, 14]. The former approach uses the 

frequency magnitude, the frequency decline rate, or both of 

them of the power system to determine when the power load 

should be shed so that a complete balance between the system 

supply and the customers’ demand can be made. Specifically, 

if the frequency magnitude drops below a certain threshold, 

the frequency decline rate reaches a certain limit, or a 

combination of both, a certain amount of power load is shed 

in order to rebalance the supply and demand.  

The latter approach is to use various time-differentiated 

pricing models rather than a common average-pricing 

scheme. The average-pricing scheme charges the customers 

the average price over a certain period of time of power 

consumption. However, this pricing scheme does not 

incentivize the customers to shift power usage to lower 

demand periods, and thus reduce the total peak demand. To 

address this issue, various time-differentiated pricing models, 

such as real-time pricing (RTP) [6, 8, 9, 10, 11, 12, 14], day-

ahead pricing (DAP) [7], and time-of-use pricing (TOUP) 

[13] have been proposed. All of these pricing models reflect 

the fluctuating prices to the end customers so that they pay 

what the electricity is worth at different periods of a day. 

Specifically, these time-differentiated pricing models 

encourage the customers to shift operations and appliances to 

the off-peak hours so that their electricity costs can be 

reduced and the occurrence of the power system outage can 

be prevented.  

However, an important question is how the commercial and 

industrial customers - for example, at the George Mason 

University (GMU) campuses, an unusually high peak demand 

usage of just a few minutes may significantly increases the 

cost of the electric bill for the following year - should respond 

to those time-differentiated pricing approaches. Answering 

this question is exactly the focus of this paper. To mitigate the 

peak demand problem, our key idea is to learn an optimal 

peak demand bound over historical and projected electric 

power demands for each future pay period. This optimal peak 

demand bound is then used to monitor the prospective 

demand usage in any time interval of that future pay period. 
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Once the demand usage exceeds the bound, some electricity 

loads are shed by shutting down some electric account units 

so that the peak demand charge can be controlled. 

To address this problem, in this paper, we propose and 

develop a decision guidance system [15, 16, 17, 18, 19, 20], 

called DGLS, for load shedding of electric power in 

microgrids in order to minimize energy costs and maximize 

customers’ savings while preserving the desired quality of 

service (QoS) in terms of power interruption. More 

specifically, the DGLS system is designed to support energy 

managers to forecast electric power demand over a time 

horizon, use the predicted peak demand usage to optimize the 

peak demand bound for every monthly pay period, 

continuously monitor the hourly electricity demand, and shed 

load when the demand exceeds the optimal peak demand 

bound using a service prioritization scheme. More 

specifically, the technical contributions of this paper include 

(1) the design of the DGLS system, (2) the development of a 

mixed integer linear programming (MILP) model for the peak 

demand optimization, which is both accurate and efficient, 

and its implementation using the IBM Optimization 

Programming Language (OPL) [21, 22], and (3) an 

experimental case study for the GMU university campus 

microgrid, which utilizes the peak demand optimization 

model and a proposed graphical methodology for making a 

trade-off between cost savings and power interruptions. 

The rest of the paper is organized as follows. In Section 2, we 

provide a descriptive overview on the DGLS system. Using 

the GMU energy cost problem as an example, we describe 

and demonstrate the DGLS optimization model and its OPL 

implementation in Section 3 and 4 respectively. In Section 5, 

we show the trade-off graph between the annual power saving 

and the annual power interruption, as well as explain the 

graph in detail on the GMU energy cost problem. In Section 

6, we conclude and briefly outline future work.  

2 Decision-Guided Load-Shedding 

(DGLS) System 

 To better understand the load shedding problem, we 

consider the real case study at the George Mason University 

(GMU) campuses, where there are more than 33,000 students, 

and the total size of all the campuses is more than 800 acres, 

in which the electric power demand across those expanding 

campuses is expected to increase. The increase in electric 

power consumption results in a higher electricity cost, which 

is composed of the two main components: (1) a total kilowatt-

hour (kWh) charge, i.e., the charge for the total electricity 

consumption, and (2) an Electricity Supply (ES) service 

charge, i.e., the charge for the peak demand usage in any 30-

minute interval over the past 12 months. The first total kWh 

charge is priced particularly high during the business office 

hours between 09:00 a.m. and 06:00 p.m. from Monday to 

Friday. The second ES service charge is a proxy for the cost 

of capital investment for power generation capacity, since the 

power company, such as Virginia Electric and Power 

Company, needs to build generation, transmission, and 

distribution facilities that are capable of supporting the peak 

demand usage, even though the average power demand could 

be considerably lower. This ES service charge, i.e., the peak 

demand charge, amounts to approximately 30% of the electric 

bill in each monthly pay period and is determined based upon 

the electricity supply demand. This electricity supply demand 

is decided on the highest of either (C1) or (C2) according to 

the electric utility contract: 

C1: The highest average kilowatt measured in any 30-minute 

interval of the current billing month during the on-peak hours 

of either: 

(1) Between 10 a.m. and 10 p.m. from Monday to Friday 

for the billing months of June through September, or 

(2) Between 7 a.m. and 10 p.m. from Monday to Friday 

for all other billing months. 

C2: 90% of the highest kilowatt of demand at the same 

location as determined under (C1) above during the billing 

months of June through September of the preceding eleven 

billing months. 

Thus it is possible that a high peak demand usage just for one 

minute of electricity consumption over the past year would 

result in a very significant increase in the total charge of the 

electric bill of the next monthly pay period. Therefore, 

controlling the peak demand usage is crucial for decreasing 

the electricity cost. 

To address this peak demand problem, we propose the 

Decision-Guided Load-Shedding (DGLS) System, shown in 

Fig. 1. This system has four main components: Energy 

Management System (EMS), Load Shedding Priority 

Controller (LSPC), DGLS Optimizer, and Demand Prediction 

Learner (DPL). The EMS is a system of computer-aided tools 

to monitor, control, and optimize the performance of the 

microgrid. One operation of the EMS is to monitor and 

receive the meter/sensor data from the electric power 

microgrid and then sends those historical power-demand data 

to the DPL, which uses the received data and the Energy 

Manager’s Facility Expansion Plan, e.g., the planned size of 

the future area increased at the GMU Fairfax campus in the 

next academic year, to generate the predicted electric power 

demand over a time horizon, e.g., two years. Another 

operation of the EMS is to issue the control command to the 

microgrid to shut down some electric account units to prevent 

the electricity demand from exceeding the peak demand 

bound. That control command generated and initiated by the 

EMS to the microgrid is based on the load-shedding 

command inputted from the LSPC, which receives the input 

data and information, i.e., the load shedding prioritization 

scheme from the Energy Manager and the optimal peak 

demand bound from the DGLS optimizer, to generate the 

control command. The DGLS optimizer utilizes the input 

information, including the QoS requirements, e.g., the annual 
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maximal power interruption in kWh, and the electric utility 

contractual terms, e.g., the ES service charge deterination (C1 

and C2), from the Energy Manager, as well as the predicted 

electricity demand over a time horizon, e.g., two years from 

2012 to 2013, from the DPL, to generate a decision 

optimization model described in Section 3. This model is 

used to learn the optimal peak demand bound, which is 

described in Section 4, as an input to the LSPC. Note that the 

DGLS optimizer learns the peak demand bound monthly in 

advance for the next monthly pay period, and the EMS 

monitors the real-time demand on an hourly basis for 

preventing the demand from exceeding the learned, optimal 

peak demand bound. 

 

 
 

Fig 1. Decision-Guided Load-Shedding (DGLS) System. 

3 The Decision-Guided Load-Shedding 

(DGLS) Optimization Model 

To formulate a DGLS optimization model to learn an 

optimal peak demand bound for every monthly pay period 

requires three input data sets: the historical and predicted 

electricity demand over a time horizon, the electric utility 

contractual terms of each pay period payment, and the 

maximal power interruptions allowed per year. Using the 

GMU energy cost problem as an example, we explain the 

terminology and the optimization problem formulation used 

in this case study, which are shown in Table I, Table II, and 

Fig. 2 respectively. In addition to those, Table III includes the 

descriptions for all the constant values, from the electric 

utility contract, used in the model for the GMU energy cost 

problem. 

TABLE I.  INPUT DATA SET FROM THE DEMAND PREDICTION 

LEARNER 

Input Data Item Description 

Power Intervals  PowerIntervals is a set of powerIntervals, where 
powerInterval = {pInterval, payPeriod, year, 

month, day, hour, weekDay} is a tuple, for -
8759 ≤ pInterval ≤ 17520, -11 ≤ payPeriod ≤ 24, 

2011 ≤ year ≤ 2013, 1 ≤ month ≤ 12, 1 ≤ day ≤ 

31, 0 ≤ hour ≤ 23, and 0 ≤ weekDay ≤ 6.  
 

 pInterval is a hourly time interval denoted by an 
integer value, which indicates a historical data if 

pInterval is less than or equal to zero, e.g., -

8759 ≤ pInterval ≤ 0 for the year 2011, and a 
future forecasted data if pInterval is greater than 

zero, e.g., 1 ≤ pInterval ≤ 17520 for the year 

2012 and 2013. 
 

 payPeriod is a monthly pay period denoted by 

an integer value, which indicates a historical 
data if payPeriod is less than or equal to zero, 

e.g., -11 ≤ payPeriod ≤ 0 for the year 2011, and 

a future forecasted data if payPeriod is greater 
than zero, e.g., 1 ≤ payPeriod ≤ 24 for the year 

2012 and 2013. Each payPeriod corresponds to 

a range of pIntervals; for example, the 
payPeriod = 1 consists of the pIntervals from 1 

to 730. 
 

Power Demand 

Array 

demandKw[PowerIntervals] ≥ 0 is an array of 

electric power demand over the PowerIntervals. 

 

TABLE II.  INPUT DATA SET FROM THE ENERGY MANAGER 

Input Data Item Description 

Annual Maximal 
Power Demand 

Interruption 

 

annualBound ∈ Z* is the annual maximal power 
demand interruption. 

 

Actual Power 

Consumption Per 

Power Interval 

kW[i] is the actual power consumption for each 

power interval that satisfies the below constraints: 

 

if (i.pInterval ≤ 0 ∨ demandKw[i] ≤ 

peakDemandBound[i.payPeriod])  
kW[i] = demandKw[i] 

 

else if (demandKw[i] > 
peakDemandBound[i.payPeriod])  

kW[i] = peakDemandBound[i.payPeriod];,  

 

where i ∈ PowerIntervals, -8759 ≤ i.pInterval ≤ 
17520, -11 ≤ i.payPeriod ≤ 24, and 

peakDemandBound[i.payPeriod] is the decision 

parameter for every pay period. 
 

It means that if the time interval is historical or the 

actual demand demandKw[i] is less than or equal 
to the peak demand bound, the actual power 

consumption kW[i] has to be bound by 

demandKw[i]. However, if the time interval is 
positive and the actual demand demandKw[i] is 

greater than the peak demand bound, kW[i] has to 

be bound by the peak demand bound instead. 

Peak Demand 

Usage Per Pay 

Period 

payPeriodSupplyDemand[p] is the peak demand 

usage per pay period, which is defined in the 

below constraints according to the electric utility 

Demand Prediction 

Learner

Energy Manager

Facility 

Expansion 

Plan

DGLS Optimizer

Load Shedding Priority 

Controller

Energy Management 

System

Predicted 

Demand over 

Time Horizon

Electric Utility 

Contractual 

Terms

QoS 

Requirements:  

Annual Maximal 

Power 

Interruptions

Load Shedding 

Priority Scheme

Optimal Peak 

Demand 

Bound

Load Shedding 

Command

Control 

Commands

Meter and 

Sensor Data

Historical 

Demand
Microgrid

Before Every Monthly Pay Period Every One Hour Time Interval
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Input Data Item Description 

contract, i.e., C1 and C2: 

 

if (i.payPeriod == p ∧ i.weekDay ≥ 1 ∧ i.weekDay 

≤ 5 ∧ ((i.month ≥ 6 ∧ i.month ≤ 9 ∧ i.hour ≥ 10 ∧ 

i.hour ≤ 22) ∨ (i.month ≤ 5 ∧ i.month ≥ 10 ∧ i.hour 

≥ 7 ∧ i.hour ≤ 22)))  
payPeriodSupplyDemand[p] ≥ kW[i] 

 

else if (i.month ≥ 6 ∧ i.month ≤ 9 ∧ i.payPeriod ≥ 

p – 11 ∧ i.weekPay ≥ 1 ∧ i.weekDay ≤ 5 ∧ i.hour ≥ 

10 ∧ i.hour ≤ 22)  
payPeriodSupplyDemand[p] ≥ 0.9 * kW[i];, 

 

where i ∈ PowerIntervals, p ∈ PayPeriods, and 1 ≤ 
p ≤ 24. 
 

Generation 

Demand Charge 

generationDemandCharge[p] = 8.124 * 

payPeriodSupplyDemand[p] is the ES service 

charge, i.e., the peak demand charge, where p ∈ 

PayPeriods, and 1 ≤ p ≤ 24. 
 

Aggregated 

Annual Maximal 
Power 

Interruption over 

the future time 
intervals from 

2012 to 2013 

 

∑(demandKw[i] – kW[i]) ≤ 2 * annualBound is 

the aggregated annual maximal power 

interruptions for two years, where i ∈ 
PowerIntervals and 1 ≤ i.pInterval ≤ 17520. 

 

Peak Demand 

Bound 

peakDemandBound[p] cannot exceed 

payPeriodSupplyDemand[p], i.e., 

peakDemandBound[p] ≤ 

payPeriodSupplyDemand[p], where p ∈ 

PayPeriods, and 1   p   24. 
 

Total Power 

Consumption Per 

Pay Period 

payPeriodKwh[p] is the total power consumption 

in each pay period, i.e., payPeriodKwh[p] = 

∑kW[i] * timeIntervalSize, where i ∈ 

PowerIntervals, p ∈ PayPeriods, 1   p   24, 
i.payPeriod = p,  and timeIntervalSize = 1. 

 

Total kWh 

Charge Per Pay 

Period 

payPeriodKwhCharge[p] is total kWh charge per 

pay period, i.e., payPeriodKwhCharge[p] ≥ 0, 

which satisfies the below constraints according to 
the electric utility contract: 

 

if (payPeriodKwh[p] ≤ 24000)  
payPeriodKwhCharge[p] = 0.01174 * 

payPeriodKwh[p] 

 
else if (payPeriodKwh[p] ≤ 210000 + 

extraKwhBound[p])  

payPeriodKwhCharge[p] = 0.01174 * 24000 + 
0.00606 * (payPeriodKwh[p] – 24000) 

 

else  
payPeriodKwhCharge[p] = 0.01174 * 24000 + 

0.00606 * (186000 + extraKwhBound[p]) + 

0.00244 * (payPeriodKwh[p] – (210000 + 
extraKwhBound[p])), 

 

where extraKwhBound[p] = 210 * 

(payPeriodSupplyDemand[p] – 1000), p ∈ 
PayPeriods, and 1 ≤ p ≤ 24. 

Total Cost Per 

Pay Period 

The total cost per pay period is the sum of 

payPeriodKwhCharge[p] and 

generationDemandCharge[p], i.e., 
(payPeriodKwhCharge[p] + 

generationDemandCharge[p]), where p ∈ 
PayPeriods, and 1 ≤ p ≤ 24. 

 

Input Data Item Description 

Total Cost of all 

the PayPeriods 

The total cost of all the PayPeriods is the 

aggregations of all the total costs in each pay 

period, i.e., totalCost = 
∑(payPeriodKwhCharge[p] + 

generationDemandCharge[p]), where p ∈ 
PayPeriods, and 1 ≤ p ≤ 24. 

 

TABLE III.  INPUT DATA SET FROM THE ENERGY MANAGER 

Constant Description 

0.9 

 

Percentage of the highest kW of demand during the 

billing months of June through September of the 
preceding 11 billing months. 

 

8.124 Amount ($) of Electricity Supply (ES) demand charged 
per kW. 

24000 First ES kWh 

0.01174 Amount ($) of the first 24000 ES kWh charged per kWh 

186000 Next ES kWh 

0.00606 Amount ($) of the next 186000 ES kWh charged per kWh 

210000 Sum of the first ES kWh and the next ES kWh 

0.00244 Amount ($) of the additional ES kWh charged per kWh 

1000 kW of ES demand 

210 kWh for each ES kW of demand over 1000 kW 
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Fig 2. The DGLS Optimization Model for the GMU Energy 

Cost Problem. 

 

From the MILP model shown in Fig. 2, we can see that 

demandKw[i] is assigned to kW[i] when the power interval is 
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in the past or demandKw[i] is less than or equal to 

peakDemandBound[p], where i.pInterval = p. However, when 

the power interval is in the future and demandKw[i] is greater 

than peakDemandBound[p], peakDemandBound[p] is 

assigned to kW[i]. peakDemandBound[p] is also bound by 

payPeriodSupplyDemand[p], which is restricted by the 

electric contractual constraints, i.e., C1 and C2. 

payPeriodKwhCharge[p] is determined based upon the 

electric utility contract of the electric bill, which is described 

in Table II. The total allowed power interruption over the 

future power intervals cannot be more than the twice of 

annualBound, where annualBound is the annual maximal 

power demand interruption over the future time intervals from 

2012 and 2013. Lastly, all the decision control variables, 

including peakDemandBound[p], 

payPeriodSupplyDemand[p], payPeriodKwh[p], 

extraKwhBound[p], payPeriodKwhCharge[p], and kW[i] 

must be restricted in sign, i.e., non-negative real values, where 

1 ≤ p ≤ 24 and i ∈ PowerIntervals. 

 

4 The OPL Implementation for the 

DGLS Optimization Model 

The DGLS optimization model has been implemented 

by using the IBM OPL language. Using the GMU historical 

data of power usage in the past years, e.g., 2011, and its 

predicted electricity demand over a future time horizon, e.g., 

2012 and 2013, we used the OPL language to implement and 

demonstrate the DGLS optimization model for the GMU 

energy cost problem, which is shown in Fig. 3, as an example. 

First, the value 24, i.e., the total 24 months from 2012 to 

2013, is assigned to the variable nbPayPeriods in the line 

number 7. The value starting from 0 to 1500000000 kWh is 

assigned to the variable annualBound, that is, the annual 

maximal power interruption allowed in the line number 8, one 

by one to demonstrate the tradeoff in Section V. From the line 

number 11 to 19, I declare a tuple of a power interval that has 

the attributes, including pInterval, payPeriod, year, month, 

day, hour, and weekDay. The line number 21 declares the 

PowerIntervals that include both the past and the future 

power intervals. The line number 22 declares the 

demandKw[PowerIntervals] array. The line number 24, 25, 

26, and 27 declare the decision parameter sets, including the 

peakDemandBound[p], kW[PowerIntervals], 

payPeriodSupplyDemand[p], and payPeriodKwhCharge[p]. 

The line number 31, 32, 33, and 34 declare decision 

parameter expressions, i.e., payPeriodKwh[p], 

generationDemandChange[p], and extraKwhBound[p]. The 

total cost, which is declared on the line number 34, is 

minimized on the line number 36. All the constraints are 

declared from the line number 39 to 65. 

The intuition of using the OPL language is that its 

optimization formulation looks like the formal mathematical 

model. When comparing the mathematical optimization 

model in Fig. 2 with the OPL formulation in Fig. 3, we realize 

that both models are very similar to each other. Only some 

notations and syntaxes are different that is shown in Table IV. 

For example, instead of using the summation sign (∑) in the 

MILP model, the OPL language uses the syntax, “sum”, to 

perform the aggregation. Rather than using the if-then 

statement in the mathematics, the OPL uses the construct with 

the implication operation (=>). 

 
 

Fig 3. The OPL Implementation for the GMU Energy Cost 

Problem. 

TABLE IV.  DIFFERENCES BETWEEN MATHEMATICAL 

OPTIMIZATION MODEL AND OPL FORMULATION MODEL. 

Mathematical Optimization Model OPL Formulation Model 

Notation: Summation Sign (∑) 

 
Example:  

∑(demandKw[i] – kW[i]) ≤ 2 * 

annualBound 
 

Syntax: sum 

 
Example:  

sum(i in PowerIntervals : 

i.pInterval >= 1) 
(demandKw[i] - kW[i]) <= 

annualBound * 2 

 

Notation: If-then Statement 

 

Example:  
if (payPeriodKwh[p] ≤ 24000)  

Syntax: => 

 

Example:  
(payPeriodKwh[p] <= 24000) 
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Mathematical Optimization Model OPL Formulation Model 

payPeriodKwhCharge[p] = 

0.01174 * payPeriodKwh[p] 

=> (payPeriodKwhCharge[p] 

== 0.01174 * 

payPeriodKwh[p]) 
 

Notation: Where clause 

 

Example:  
peakDemandBound[p] ≤ 

payPeriodSupplyDemand[p], where 

p ∈ PayPeriods 
 

Syntax: forall 

 

Example: forall (p in 
PayPeriods) 

peakDemandBound[p] <= 

payPeriodSupplyDemand[p]; 
 

 

5 Trade-Off Graph for the Annual 

Power Interruption (kWh) vs. the 

Projected Annual Saving (USD) for 

the GMU Energy Cost Problem 

Using the OPL language to formulate and solve the 

GMU energy cost problem as an example, we plotted the 

trade-off graph between the annual power interruption (kWh) 

and the projected annual saving (USD) that is shown in Fig. 

4. From the graph, we see that there are three clear regions. 

Between 0 and 10000 kWh, the curve of the graph is 

increasing very slowly. It means that an annual power 

interruption in this region does not bring a significant amount 

of annual saving to the university although the power supply 

service to the university is kind of minimal. When the power 

interruption starts after the 10000 kWh, the curve of the graph 

starts getting steep and keeps increasing that leads to a higher 

amount of annual saving for the university, but the power 

interruption begins bringing a significant impact on the GMU 

campus. In the last portion of the graph, we find that even 

though the power interruption reaches 95000000 kWh or 

more, the annual saving still remains the same, i.e., 

$1551246.81. It means that increasing the power interruption 

infinitely does not result in an increasing annual saving 

limitlessly. Such infinite power interruption only worsens the 

power supply service to the entire campuses at GMU. Using 

this given trade-off graph, the GMU Energy Manager can 

determine which level of desired quality of service (QoS) in 

terms of power interruption on the campus can be preserved 

while earning a desirable annual saving. 

6 Conclusions and Future Work 

 In this paper we propose and report on the development of 

DGLS, a Decision-Guidance System for Load Shedding of 

electric power in microgrids in order to minimize energy 

costs and maximize customers’ savings while preserving the 

desired quality of service (QoS) in terms of power 

interruption. The DGLS system is designed to support energy 

managers to forecast electric power demand over a time 

horizon, use the predicted peak demand usage to optimize the 

peak demand bound for every monthly pay period, 

continuously monitor the hourly electricity demand, and shed 

load when the demand exceeds the optimal peak demand 

bound using a service prioritization scheme. The core 

technical challenge is the development of the mixed integer 

linear programming model (MILP) for the peak demand 

optimization that is very accurate in terms of the electric 

contractual terms and engineering constraints, and yet 

efficient and scalable, which is done by the careful modeling 

of mainly continuous decision variables and using constructs 

that avoid introduction of combinatorics, e.g., explicit or 

implicit binary variables, into the model. The model has also 

been implemented and demonstrated by the IBM OPL 

language for the GMU energy cost problem. The future work 

includes the specific schemes for service prioritization, tighter 

integration with the energy management system, and 

introducing additional factors such as power curtailment 

contracts and local back-up generation of power. 

 

Fig 4. Trade-off Graph between the Annual Power 

Interruption and the Projected Annual Saving at George 

Mason University. 
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Abstract - This paper presents a maximum entropy models 

based approach to punctuation prediction and correction for 

Chinese opinionated texts. This study involves three parts. 

First, we conduct a survey of punctuation errors in Chinese 

opinionated texts based on a corpus of online product reviews. 

Then, we propose a maximum entropy sequence labeling 

approach to Chinese punctuation prediction. Finally, we 

perform punctuation error detection and correction by 

comparing automatically-predicted punctuations with the 

relevant original punctuations in opinionated texts. Our 

experimental results show our system is effective for most 

punctuation errors in Chinese opinionated texts. 

Keywords: Opinion mining, punctuation correction, 

punctuation prediction, maximum entropy models 

 

1 Introduction 

  With the explosive growth of various opinions posted on 

the web over the past years, opinion mining has been 

attracting an ever-increasing amount of attention from the 

natural language processing community. However, as one 

typical type of user-generated contents, opinionated texts are 

usually informal and ill-formed with a variety of noises. In 

general, opinionated text contains spelling errors, special 

characters, non-standard word forms, grammar mistakes, 

misplaced punctuations, usage of multilingual words and so 

on [1] [2] [3]. Such noise inevitably raises a new challenge for 

processing opinionated texts. This paper will focus on 

punctuation correction in Chinese opinionated text.  

 As important symbols in written language, punctuation 

marks indicate not only the structure and organization of 

written language but also the intonation and pauses for 

reading. Therefore, adding proper punctuation marks can not 

only enhance the readability and understanding of texts. For 

Chinese, punctuation marks can also provide additional 

information for further language analysis of texts, such as 

word segmentation, phrasing and syntactic analysis [5][6][7]. 

On the other hand, punctuation is casually placed in informal 

user-generated text, which inevitably introduces numerous 

mistaken punctuation marks in opinionated text and thus bring 

a new obstacle to opinionated text analysis. At this point, 

punctuation prediction and correction plays an important role 

in many natural language processing tasks such as opinion 

mining, micro-blog processing, automatic summarization, 

information extraction, automatic speech recognition (ASR), 

and machine translation (particularly spoken language 

translation) [8] [9]. 

 Punctuation prediction, also referred to as punctuation 

restoration, aims at inserting proper punctuation marks at the 

proper position of raw character or word streams without 

punctuation [5][10], while punctuation correction is to detect 

punctuation errors in written text and correct them. Over the 

past years, numerous studies have been performed on the 

insertion of punctuations in speech transcripts using 

supervised techniques. However, it is actually very difficult or 

even impossible to develop a large high-quality corpus to 

achieve reliable models for predicting punctuations in speech 

transcripts or ASR outputs [11].  

 However, it appears that no research is yet available 

concerning the problem of punctuation correction in Chinese 

opinionated text. Furthermore, most previous research on 

punctuation prediction focused on very shallow linguistic 

features such as lexical features or prosodic information (viz. 

pitch and pause duration [9], few studies have been done on 

the exploration of deeper linguistic features like syntactic 

structural information for punctuation prediction, particularly 

in Chinese [5]. 

 In this paper, we attempt to check and correct 

punctuation errors in Chinese opinionated text under the 

framework of maximum entropy models (MEMs). To this end, 

we first built a corpus of product reviews and conducted a 

survey of punctuation errors in Chinese opinionated text. 

Then, we formulate Chinese punctuation prediction and 

correction as a multiple labeling task on a raw sequence of 

words without punctuation marks. Finally, we employ MEMs 

to explore three levels of features, namely word-level, phrase-

level and functional chunk-level features for Chinese 

punctuation prediction and correction. Our experimental 

results show that the introduction of deeper linguistic features 

is benefits Chinese punctuation prediction and correction. 

 This paper is organized as follows: In Section 2 we will 

review in brief the related work on Chinese punctuation 

prediction and correction. In Section 3 will present a survey 

of punctuation errors in Chinese opinionated text. In Section 4 

we will describe in detail our labeling approach to Chinese 
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punctuation prediction and correction, followed by the 

experimental results in Section 5. The conclusions will be 

given in Section 6. 

2 Related work 

 Punctuation prediction has been well studied in the 

communities of ASR, and a variety of techniques have been 

attempted, including n-grams [10][11], maximum entropy 

models (MEMs) [5][12], and CRFs  [9][13].  

 Current research focuses on seeking informative features 

for punctuation prediction. Huang and Zweig (2002) 

attempted to explore POS features and prosodic features for 

inserting punctuations in automatically recognized speech 

texts using MEMs [12]. Gravano et al. (2009) examined the 

effect of different orders of n-grams on performance in 

punctuation prediction [10]. Takeuchi et al. (2007) exploited 

silence information from ASR systems and head or tail 

phrases within sentences [11]. They showed that using head 

and tail phrases could result in improvement of performance 

in sentence boundary detection.  More recently, Huang and 

Chen (2011) exploited different features, such as the 

beginning and end features of voice fragment, character 

features, word features, POS features, syntactic features and 

topic features, to label pause and stop in Chinese texts under 

the framework of CRFs [6]. 

 In addition to speech transcripts and ASR outputs, a 

number of researchers start to study punctuation prediction 

via written texts. Tomanek et al (2007) employed CRFs to 

phrase a biological article, and then inserted punctuation to 

sentences during sentence segmentation [13]. Xue and Yang 

(2011) used MEMs to explore contextual words, POS features 

and syntax trees for inserting commas in Chinese texts [7]. In 

[3], Laboreiro and Sarmento (2010) applied support vector 

machines (SVMs) to perform sentence segmentation and 

punctuation correction on micro-blog texts [3]. The features 

involved in their study include characters, character types, 

symbols and punctuations. 

 From these studies, it is clear that systems with more and 

deeper features outperform systems only using simple features. 

However, most previous studies only used lexical cues for 

punctuation prediction. This might be that a well-annotated 

corpus of speech texts is not available to date. 

 This paper is primarily concerned with punctuation 

correction in Chinese opinionated text. Due to the fact that 

opinionated texts on the internet are mostly generated by web 

users and thus ill-formed with punctuation errors, we take 

punctuation error correction as a process of punctuation 

prediction. In other words, when the automatically-restored 

punctuation marks are different from the original counterparts, 

we thin the former is correct. In addition, unlike previous 

research, in the present study we approach Chinese 

punctuation prediction from the perspective of written texts. 

As such, we attempt to exploit multiple levels of textual 

features under the framework of MEMs-based sequence 

labeling and thus examine their role in Chinese punctuation 

prediction and correction. 

3 Punctuation marks in Chinese  

 In this section we look into the types of punctuation 

errors in Chinese opinionated text and their distributions after 

a brief introduction to Chinese punctuation. 

3.1 Chinese punctuation 

 Chinese punctuation uses a different but relatively 

complicated set of punctuation marks in comparison with 

some European languages like English. In addition to other 

symbols such as slash (/) and arrow (→ ), Chinese text 

commonly contains sixteen normal punctuation marks that are 

different in shape and usage. According to their functions, 

Chinese punctuation marks can be classified into two main 

categories, namely delimiters and indicators [5]. A delimiter is 

used to indicate a pause or manner of speaking while an 

indicator is for marking the nature or role of a statement. 

Delimiters can be further divided into two sub-types in terms 

of their location in sentences: sentence-final delimiters at the 

end of a sentence, including period, question mark and 

exclamation mark, and sentence-internal delimiters within a 

sentence, including comma, semicolon, colon and 

enumeration comma. 

Table 1. Tagset for Chinese Punctuation Marks 

Tag Punctuation type Punctuation marks 

FUL period / full stop 。 

EXC exclamation mark ！ 

QUE question mark ？ 

COM Comma ， 

SEM Semicolon ； 

COL colon ： 

ENU enumeration comma 、 

ELL Ellipsis …… 

DAS em dash —— 

MID middle dot · 

CON connection mark —, ～,  --,  -, 

BRA Bracket （, ）, ［, ］, ｛, ｝【, 】  

QUO quotation mark 
“, ”, ‘, ’,  “,  ”, ‘, ’, 『, 』, 

「, 」 

TIT title mark 《, 》, 〈, 〉 

PRO proper name marks  __, ﹏﹏ 

EMP emphasis marks . 

  

 Table 1 defines a set of sixteen tags for Chinese 

punctuation marks. It should be noted that in the present study 

we focus on the first fourteen punctuation marks because 

proper name marks and emphasis marks are inconvenient to 

input, and are thus rare in real Chinese opinionated text. 
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3.2 Punctuation errors in opinion text 

 Three main types of punctuation mistakes commonly 

appear in Chinese opinionated text. They are misuse of 

punctuation, punctuation missing and punctuation redundancy. 

Table 2 illustrates  some typical punctuation errors from 

Chinese product reviews of mobile phones. 

 

Table 2. Typical punctuation errors in Chinese opinionated text 

Types of errors Mistaken punctuation  Standard punctuation Translation 

Punctuation misuse 
开机键不好按~~~听筒质

量严重不行。 

开机键不好按，听筒

质量严重不行。 

The power button is not good to press, and 

the quality of earphone is extremely poor. 

Punctuation missing 电池不够用，分辨率低 
电池不够用，分辨率

低。 

The battery is insufficient, and the 

resolution is low. 

Punctuation redundancy 
性价比还可以，电池也

木有，那么费电。 

性价比还可以，电池

也木有那么费电。 

The price-performance is ok, and it does 

not cost so much electricity. 

 

 In order to investigate the distribution of punctuation 

errors in Chinese opinionated text, we have also built a corpus 

of reviews on mobile phone products from Jindong online 

shopping mall (http://www.360buy.com). This corpus 

contains a total of 7500 opinionated product reviews, in which 

all mistaken punctuation marks are manually corrected. 

Table 3. Distribution of different punctuation errors in Chinese opinionated text 

Punctuation errors 
Type Frequency 

Misused punctuation Missing punctuation Redundant punctuation Total 

full stop 7649 323 2958 21 3302 

exclamation mark 428 43 201 12 256 

question mark 26 4 6 7 17 

comma 6193 913 309 90 1312 

semicolon 65 6 2 0 8 

colon 24 0 3 27 30 

enumeration comma 301 57 26 7 90 

bracket 76 1 13 7 21 

quotation mark 16 0 1 0 1 

symbols  0 0 307 307 

Total 14778 1347 3519 478 5344 

 

 Table 3 shows the distribution of different punctuation 

errors in the corpus. As can be seen from this table, the 

corpus contains a total of 14778 punctuation marks, among 

which 5344 punctuation marks are improperly placed in 

sentences. This shows in a sense that the problem of 

punctuation errors is very serious in Chinese online product 

reviews, which will inevitably bring additional obstacles to 

product review analysis. From Table 3, we can also observe 

that among the three main types of punctuation errors, 

missing punctuations are the most frequent punctuation 

errors in Chinese opinionated text, accounting for more than 

65% of all punctuation errors in the corpus. 

4 Chinese punctuation correction 

In this section, we first reformulate Chinese punctuation 

prediction and correction as a multiple pass labeling task on 

a raw sequence of words with no punctuation, and thus 

employ MEMs to carry out this task. 

4.1 Task formulation 

 Given an opinionated text, our system will take the 

following three main steps to perform punctuation correction: 

• First, a preprocessing module removes all 

punctuation marks within the input opinionated 
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text. Thus, the original text is reduced to an 

unpunctuated text. 

• Second, a linguistic analysis module is to perform 

word segmentation and part-of-speech tagging, 

base phrase chunking and functional chunking on 

the unpunctuated text. 

• Third, a multiple-pass punctuation labeling 

module is used to tag each word in the 

unpunctuated text with a proper tag indicating its 

position pattern and the types of punctuation 

marks if applicable. 

• Finally, a correction module is employed to 

perform punctuation correction by comparing the 

output of punctuation labeling with the original 

input. 

4.2 Labeling scheme 

 To achieve punctuation labeling, we employ five tags to 

represent the patterns of words in punctuation prediction. 

Table 4 presents the detailed definition of these tags. 

Table 4. Tagset for the patterns of words during punctuation 

labeling 

Tag Definition 

B The preceding word of the current punctuation mark 

A The following word of the current punctuation mark 

O Word that is not adjacent to the current punctuation 

mark  

BOT Head word of a text 

EOT Tail word of a text 

  

 To illustrate this problem, consider the following 

exemplar text “开机键不好按~~~听筒质量严重不行” (The 

power button is not easy to press, and the handset quality is 

extremely bad.), along with its word stream and the 

corresponding labeling representation. 

 

 

Fig.1 An example of word-based punctuation labeling for 

punctuation correction 

 Fig.1 illustrates the process of word-based labeling for 

correcting punctuation errors in the above examplar sentence. 

Obviously, each word within the raw sequence of 

unpunctuated text will receive a proper punctuation tag. Here, 

a punctuation tag has the form of t1-t2, where t1 denote the 

pattern of the current word in punctuation labeling, and t2 

stands for the type of the punctuation that precedes and 

follows the word if applicable. 

4.3 MEMs for punctuation labeling 

 Let W=w1w2…wn be an input sequence of words, and 

T=t1t2…tn be a potential sequence of punctuation tags 

corresponding to W. From a statistical point of view, the task 

of punctuation labeling is to find the most likely sequence of 

punctuation tags T̂  that maximizes the conditional 

probability P(T|W) of the punctuation tag sequence given the 

word sequence over all of its possible punctuation tag 

sequences {T}. Maximum entropy modeling decomposes the 

conditional probability P(T|W) of a sequence of punctuation 

tags given a sequence of words W into a product of 

conditional probabilities P(ti|hi) (1≤i≤n), namely 

∏
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Where Z(h) is a normalization term, and fi is the j
th
 binary 

feature function for the current word wi, associated with a 

weight λj. Its value is 1 if the feature condition is satisfied by 

the tag-history pair and 0 otherwise. 

4.4 Linguistic features 

  In the present study, we consider three levels of 

linguistics features for Chinese punctuation prediction and 

correction, namely words, phrases and functional chunks. It 

should be noted that the Tsinghua tagsets for POS, phrases 

and functional chunks are used in our current study, 

respectively. The detailed definitions for the three tagsets can 

be seen in (Zhou, 2004). 

 Word-level features. At word level, we exploit word 

forms and their part-of-speech (POS) tags in a window of 

three words, including the current word wi, the preceding 

word wi-1 and the following word wi+1, and their respective 

POS tags ti, ti-1, and ti+1. Table 5 details the word-level 

(a) Original text: 开机键不好按~~~听筒质量严重不行。 

(b) Unpunctuated text: 开机键不好按听筒质量严重不行 

(c) Word segmentation: 开机键/不/好/按/听筒/质量/严重/ 

     不行/ 

(d) Punctuation labeling: 开机键/BOT-O 不/O 好/O 按/B-COM 

      听筒/A-COM 质量/O 严重/O 不行/EOT-FUL 

(e) Punctuation correction: 开机键不好按，听筒质量严重 

     不行。 
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feature template for Chinese punctuation prediction and 

correction. 

Table 5. Word-level features for punctuation labeling 

No. Feature Definition 

L1 wi-1wi The preceding word and the current word 

L2 wi-1wi+1  The current word and the following word 

L3 wi-1ti  
The preceding word and the current 

word’s POS tag 

L4 tiwi+1 
The current word’s POS tag and the 

following word 

L5 ti-1wi 
The preceding word’s POS tag and the 

current word 

L6 witi+1 
The current word and the following 

word’s POS tag 

L7 wi  The current word 

 

Phrase-level features. At phrase level, we consider some 

possible combinations of the current word, the preceding 

word, the following word and their relevant phrase tags as 

features for punctuation prediction and correction. The 

template for phrase-level is given in detail in Table 6. Where, 

pi, pi-1 and pi+1 denote the category tags of the phrases 

containing words wi, wi-1 and wi+1, respectively. 

Table 6. Phrase-level features for punctuation labeling 

No. Feature Definition 

P1 
wi-1 pi-1wi 

pi 

The preceding word and its phrase tag, 

the current word and its phrase tag 

P2 
wipiwi+1 

pi+1 

The current word and its phrase tag, the 

following word and its phrase tag 

P3 
wi-1 pi-1ti 

pi 

The preceding word and its phrase tag, 

the current word’s POS and phrase tag 

P4 
tipiwi+1 

pi+1 

The current word’s POS and phrase tag, 

the following word and its phrase tag 

P5 
ti-1 pi-1wi 

pi 

The preceding word’s POS and phrase 

tag, the current word and its phrase tag 

P6 
wipiti+1 

pi+1 

The current word and its phrase tag, the 

following word’s POS and phrase tag 

P7 pi-1wipi  
The preceding word’s phrase tag, the 

current word and its phrase tag 

P8 wi pipi+1 
The current word and its phrase tag, the 

following word’s phrase tag 

P9 pi-1tipi 
The preceding word’s phrase tag, the 

current word’s POS and phrase tag 

P10 ti pipi+1 
The current word’s POS and phrase tag, 

the following word’s phrase tag 

 Functional chunk-level features. At functional chunk 

level, we consider some possible combinations of the current 

word, the preceding word, the following word and their 

relevant functional chunk tags as features for punctuation 

prediction and correction. The templates for functional 

chunk-level features is given in Table 7. Where, fi, fi-1 and fi+1 

stand for the category tags of the functional chunks 

containing words wi, wi-1 and wi+1, respectively. 

Table 7. Functional chunk-level features for punctuation 

labeling 

No. Feature Definition 

F1 
wi-1 fi-1wi 

fi 

The preceding word and its functional 

chunk tag, the current word and its 

functional chunk tag 

F2 wifiwi+1fi+1 

The current word and its functional 

chunk tag, the following word and its 

functional chunk tag 

F3 wi-1 fi-1ti fi 

The preceding word and its functional 

chunk tag, the current word’s POS and 

its functional chunk tag 

F4 tifiwi+1 fi+1 

The current word’s POS and its 

functional chunk tag, the following word 

and its functional chunk tag 

F5 ti-1 fi-1wi fi 

The preceding word’s POS and 

functional chunk tag, the current word 

and its functional chunk tag 

F6 wifiti+1 fi+1 

The current word and its functional 

chunk tag, the following word’s POS 

and functional chunk tag 

F7 fi-1wifi  

The preceding word’s functional chunk 

tag, the current word and its functional 

chunk tag 

F8 wi fifi+1 

The current word and its functional 

chunk tag, the following word’s 

functional chunk tag 

F9 fi-1tifi 

The preceding word’s functional chunk 

tag, the current word’s POS and its 

functional chunk tag 

F10 ti fifi+1 

The current word’s POS and its 

functional chunk tag, the following 

word’s functional chunk tag 

 

5 Experiments 

 To evaluate our approach, we have conducted several 

experiments on different corpora. This section will present 

the relevant results. 

5.1 Experimental setup 

 We use two datasets in our experiments: the Tsinghua 

University treebank (Zhou, 2004) is used to examine the role 

of different levels of features on Chinese punctuation 

prediction, and the above corpus of reviews on mobile phone 

products extracted from Jindong online shopping mall 

(http://www.360buy.com) is for evaluating punctuation 

correction performance in Chinese opinionated text. In 

particular, we divide these corpora into training datasets and 

test datasets, respectively. Table 8 shows the basic statistics 

of the experimental datasets.  
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Table 8. Basic statistics of the experimental datasets 

Training dataset Test dataset 

Corpus 
# sent. 

# punct. 

(Total /Average 

per sent.) 

# sent. 

# punct. 

(Total / Average 

per sent.) 

Tsinghua 

Treebank 
14248 57865 / 4.06 3751 13515/ 3.60 

The opinion corpus 5095 9832 / 1.93 2548 4946 / 1.94 

 

 As can be seen from Table 8, the Tsinghua Treebank 

has a larger average number of punctuation marks per 

sentence compared with the product review corpus. The 

reason may be because that the Tsinghua Treebank is 

actually a corpus of news text. As a formal language, 

sentences in news text are generally longer and have more 

complicated structures than opinionated sentences, and thus 

contain more punctuation marks on average. 

 In addition, we employ three measures to score the 

performance of our system in punctuation prediction and 

correction, namely the precision (denoted by P), the recall 

(denoted by R) and the F-score. 

5.2 Experimental results 

 We conducted two main experiments: The first 

experiment is designed to examine the effects of different 

levels of features on punctuation prediction over the 

Tsinghua Treebank while the second on is further to 

investigate the role of these features on punctuation 

correction using the opinion text corpus. Table 9 and Table 

10 present the respective experimental results. 

Table 9. Performance of Chinese punctuation prediction using different 

levels of features 

Features P R F 

Word-level 0.587 0.553 0.570 

Phrase-level 0.665 0.630 0.647 

Functional chunk-level 0.728 0.631 0.676 

 

Table 10. Performance of Chinese punctuation correction 

using different levels of features 

Features P R F 

Word-level 0.603 0.883 0.717 

Phrase-level 0.675 0.908 0.775 

Functional chunk-level 0.709 0.913 0.798 

 

 From Table 9 and Table 10 we can see that word-level 

features can yield F-scores of 0.57 and 0.717 for punctuation 

prediction and punctuation correction, respectively. The 

relevant figures can rise to 0.676 and 0.798 after using the 

functional chunk-level features. This proves in a sense that 

deeper linguistic features is of great value to Chinese 

punctuation prediction and correction. 

6 Conclusions 

 In this paper, we proposed a MEMs-based multiple-

pass labeling approach to punctuation prediction and 

correction in Chinese opinionated text. In particular, we have 

investigated the distribution of different types of punctuation 

errors in real Chinese opinionated text. Furthermore, we have 

also examined the effect of three levels of linguistic features, 

namely words, phrases and functional chunks on Chinese 

punctuation prediction and correction. We have also 

evaluated our approach on the Tsinghua Treebank and a 

corpus of product reviews from Jindong online shopping 

mall (http://www.360buy.com). The experimental results 

show that using multiple deeper features is of great value to 

Chinese punctuation prediction and correction. 

 Although the proposed method yields good results for 

periods and commas, the prediction of brackets, quotations 

and title identifier is still not satisfactory. This might be due 

to the data sparseness caused by the small number of these 

punctuations. Another possible reason is that the features in 

use are not effective or informative for these punctuation 

marks. Therefore, in the future research we plan to improve 

our current system by expanding the scale of the training 

corpus and seeking more informative features for Chinese 

punctuation prediction and correction. 
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Abstract— Forecasting meteorology models has become a
main tool, in order to obtain energy exploitation, in turn eco-
logically. Currently Artificial Intelligence (AI) has changed
the approach to solve the problems of prediction, among
others. The change in approach is due to the AI that
has modern learning techniques with mathematical models
closer to reality. Our approach is to implement feed-forward
neural networks architecture into wind forecasting models.
The objective of our work is to predict the mean monthly
wind speed behavior for year 2012 and beyond, as close to
reality in the city of San José de Cúcuta-Colombia.

Keywords: neural networks, feedback architecture, wind energy,
forecasting meteorology

1. Introduction
Currently the countries are researching how the renewable

energy sources enhance their contribution (clean, green en-
ergy), due to the high demand for energy worldwide. One
of the alternative energy sources more use, is wind energy,
which represents 10% of energy in Europe [6]. Wind energy
differs from conventional energy sources due its stochastic
nature, because the wind speed is considered one of the
most difficult meteorological parameters to modeling [5].
Forecasting meteorological play a key role in the challenge
of balancing supply and demand on electrical consumption
systems. Neural networks are a great tool in science to make
predictions, offering robust solutions and easy implementa-
tion [2].

In order to obtain a better prediction and less uncer-
tainty level, we implement a forecasting model using feed-
forward neural network architecture. The meteorological
data diversity is obtained using different neural network
configuration. For prediction, we have a set of twelve neural
network configurations (one by month) [6]. We propose
use two data types for feed of neural networks, provided
by Institute of Hydrology, Meteorology and Environmental
Studies (IDEAM - Colombia). In the medium term, our
forecasting meteorology models implemented by the feed-
forward architecture of neural networks, will be able to

predict the monthly average wind speed in the city of San
José de Cúcuta-Colombia, for 2012 and next years.

This work is organized as follows. Section 2 presents in
detail the characteristics of neural networks and state of
art, describing its main components. Section 3 describes
the process performed to input data of the neural net-
work to complete the information (incomplete data given
by IDEAM - Colombia). Section 4 presents methodology
used to design the neural network, and also presents the
experiments conducted to evaluate the performance of the
different approaches proposed. Section 5, show results of
prediction the monthly average wind speed in the city of
Cucuta-Colombia, for 2012. Section 6 closes the paper,
showing some conclusions and future work.

2. Artificial Neural Networks
The Artificial Neural Networks (ANNs) are known as

the "universal approximators" and "computational models"
with particular characteristics such as the ability to learn
or adapt, to organize or to generalize data. The basis of
neural networks is the neuron, this represents the smallest
unit implemented. The artificial neurons are interconnected
through a synaptic weight (which is a numeric value). The
synaptic weight is sent to the nucleus of the neural network
to perform calculations inside. The input value of neuron i
(net i) to the activation function is described in 1, as the sum
of the synaptic weights multiplied by the input neurons.

net=

NX

i=1

Wij ⇤ Yj (1)

There are a number of papers related to the weather
forecast using neural networks, then we describes the most
significant articles.

In Lei Ma et al [4], they study the different models that
are implemented for the prediction of wind speed, their
advantages and drawbacks. Through their observations, we
have observed advantages of using artificial intelligence in
this research.

In [6], the authors emphasize the importance of generat-
ing multiple neural network to achieving better prediction

336 Int'l Conf. Artificial Intelligence |  ICAI'13  |



results, and highlights the value of having a variety of data.
Similar our work in the creation of 12 neural networks to
improve the system accuracy.

In [4], the authors implemented neural networks to predict
the wind speed in a wind park, based on a regional mesoscale
model in order to increase accuracy in the short term and
thus reduce the problem of accuracy of the neural network,
as the time range to predict increases. With this article,
the training data has been organized such that the neural
network could have a great degree of precision, even though
the network have to predict the average speed on a wide
scale of time..

R.E Abdel et. al. [7] highlights the importance of optimal
treatment of input data in the neural network, in order to
achieve lower noise and error that the neural network could
generate. With this point of view, were designed different
neural networks using different types of input data to reduce
noise and the corresponding errors.

E. Rivera et al. [1] they implement data about a large
margin of time (data up to 7 years antique) and tested with
different neuron network settings, changing both the number
of layers as the number of neuron in the input layer. Through
this approach climate data, we obtained from the city of
Cucuta, with an antiquity of 17 years and prioritized change
the number of neurons in the input layer, to test different
versions of the neural network in order to obtain a better
prediction

G. Wang et al. [2], have implemented a modification
of neural networks for prediction, specifically the EMD-
FNN model (empirical mode decomposition based on neural
networks) also evaluated different configurations of data,
varying the delta delay on each. Based on the different
configurations tested, was taken into account varying the
time delta networks in order to obtain a variation in the
number of elements.

3. Pre-processing information.
We use in this paper four types of data: monthly average

wind speed, average monthly temperature, distance traveled
daily wind, mean daily temperature[2]. These data were
supplied by the IDEAM-Colombia, from 1995 until 2012,
but with the drawback of being incomplete. To complete
and optimize the data, we used two techniques, statistical
and artificial intelligence[1].

3.1 Statistical technique
A statistical technique was implemented in order to

complete daily data regarding the temperature and distance
traveled of winds. This technique consists of the average of
next day, previous day, same day from previous month and
the same day of next month the date desired to completing.
Figure 1 and equation 2 represents the statistical technique.

n =
18 + 21 + 13 + 18

4
(2)

Fig. 1: Statistical technique in order to complete daily data

Number Input Hidden
Layout Average Error

1 neural 28 1 0,277

2 neural 28 2 0,731

3 neural 28 3 0,550

4 neural 28 4 0,562

5 neural 28 5 0,258

10 neural 28 10 0,274

25 neural 28 25 0,404

50 neural 28 50 0,369

Table 1: Average errors obtained in data pre-processing.

3.2 Neural Networks
We implemented a neural network in order to obtain the

missing monthly average wind speed data. We performed
different versions of neural network, changed the neural
input numbers and the numbers of neural in hidden layer.
In Table 1 the input layer have been tested with 28 Neural
Networks and the average error obtained is show.

As discussed previously, we implemented a neural net-
work to complete the missing data from 1995 to 2005. In
order to complete the data, we have used data from 88
months distributed as follows: 64 for the training stage and
24 for validation stage.

In the training stage is made different versions of neural
networks by changing the number of neurons in the hidden
layer. Table 1 shows the average errors obtained. Average
errors are calculated with Equation 3, n number of data used
in the validation stage, expected output is the average wind
speed obtained by the neural network and real output is the
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average wind speed real.

Av.error =

nP
i=1

(expectedOutput� realOutput)

n
(3)

From the experience acquired in this research, neural net-
works with high degree of precision, containing 28 neurons
in the hidden layer. Because there are no standards for
neurons in the hidden layer, different amounts were tested up
to 50, a number that was considered sufficient to solve the
problem. Table 1 shows that there is not a direct relationship
between the number of neurons in the hidden layer and the
average error.

From Table 1 shows that 1 neural and 5 neural have
the lowest average error. We choose 1 neural because the
difference between the two neural average error is not very
high (1 neural and 5 neural networks). In addition, the
computational cost to process data with 1 neural network
is much lower.

In order to observe better the behavior about wind speed,
we organize the data in two groups. Figures 2 and 3, show
the two groups, X-axis represents the wind speed, Y-axis
represents the months of the year. Additionally Figures 2
and 3 show the average wind speed at 5mps lower and upper
respectively.

Fig. 2: Behavior annual wind speed with speeds above 5
mps, after being completed.

Fig. 3: Behavior annual wind speed with speeds below 5
mps, after being completed.

Type Input Output

Daytime temperature x

Wind distance x

Monthly average wind speed x

Table 2: Distribution of the input and output data.

4. Methodology
4.1 Process

In order to obtain the prediction, we proceed to design and
modeling the neural networks, with the previously processed
data. The process flow is shown in Fig. 4.

Fig. 4: Process flow: modeling neural networks.

4.2 Step 1
With the purpose of having a higher accuracy, we have

organized the data input and output of the neural network
[7]. Table 2 describes how data is organized.

In order to train the neural networks, data were used
corresponds for the months: January, February, March, April,
June and July from 1995 to 2012. In turn, we have taken
into account for the years 1995-2011 from May to December,
this because only data monthly average wind speed for such
dates were available.
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Month Days Inputs

January, March, May, July,
August, October, December

31 62

April, June, September, November 30 60

February 28 56

Table 3: Number of input, organized by month.

4.3 Step 2
To perform a prediction model by implementing neu-

ral networks, is chosen Feed-Forward architecture, model
widely used due to its excellent ability in learning from
experience [4].

4.4 Step 3
For this research we have chosen MATLAB simulation

software, specifically toolbox nntool.

4.5 Step 4
This step begins to the neural network model, which

defines three guidelines: number of inputs, number of layers
and neurons in each layer.

The following equation (4) describes the number of inputs
that neural network should have.

inputs = d ⇤ i (4)

In (4), d corresponds to the numbers of days of the
month, and i numbers of data type. With equation (4) we
have completed the missing data for the Table 4.

There is no rule that describes the number of layers to
be used in a neural network. However, it is acceptable to a
network with three layers, with a feed-forward architecture
[2].

After several cycles of training, the following Equation 5
was used to obtain the error rate of the neural network.

[h!]error = |Real � expected

expected
⇤ 100| (5)

The error rates are shown in Table 4, where each row
represents the month of the year, and each column the
number of neurons in the hidden layer.

5. Prediction
Figure 5 shows the prediction of 2012, X-axis represents

the wind speed, Y-axis represents the months of the year.
We can observed the behavior as binomial distribution very
similar to those above and below average 5mp (Figures 1
and 2 respectively).

Number of neural in hidden layer

1 2 3 4 5

Jan. 26.67 66.67 0.57 60.00 53.55

Feb. 16.40 14.95 1.05 27.78 30.88

Mar. 16.40 26.55 28.62 36.00 5.41
Apr. 6.12 98.98 8.37 52.73 42.61

May 26.40 7.25 19.83 20.09 5.31
Jun. 28.33 13.92 17.11 10.27 1.82
Jul. 15.65 10.80 4.13 26.06 16.19

Aug. 2.55 20.46 17.45 14.12 51.24

Sep. 16.13 41.59 32.14 48.04 3.99
Oct. 4,24 53.90 3,41 22,70 12,85

Nov. 21.72 0.01 31.88 98.86 31.06

Dec. 0.57 7.44 12.49 14.74 4.72

Table 4: Errors generated by the neural network in the
prediction stage.

Fig. 5: Behavior prediction wind speed for year 2012 in
Cucuta-Colombia

6. Conclusion
In the particular case of Cucuta-Colombia, we decided

to start the analysis with neural network with 31 inputs,
and only one type of data (wind distance). However, when
moving to neural network models with 62, 60 and 56 inputs
and 2 inputs data type (wind distance and temperature
daily) the performance and accuracy of the neural networks
increase.

We also noted that according to Table 1 is not necessary
to have large numbers of neurons in the hidden layer, in
order to increase performance and accuracy of the neural
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network. By increasing the number of neurons in the hidden
layer increases the computing needs without increasing the
accuracy of neural networks in prediction (Precision errors
are obtained below 6.2% in Table 1 of neural networks with
hidden layer composed of up to 5 neuron networks).

This research is a very useful contribution to business and
local government to make use of alternative energy sources.
The prediction of the behavior of the average wind speed
is very successful, and this tool can be used successfully to
predict the behavior of the wind for the next few years. With
precision stability of neural networks, the developed model
is an effective tool for the operation and planning of wind
parks [3].
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Abstract—One of the main problems of quantitative analytical
chemistry is to estimate the concentration of one or more
species from the values of certain physicochemical properties
of the system of interest. For this it is necessary to construct
a calibration model, ie, to determine the relationship between
measured properties and concentrations. The multivariate cali-
bration is one of the most successful combinations of statistical
methods to chemical data, both in analytical chemistry and in
theoretical chemistry. Among used methods can cite Artificial
Neural Networks(ANN), the Nonlinear Partial Least Squares(N-
PLS), Principal Components Regression(PCR), Multiple Linear
Regression(MLR) and Genetic Algorithm (GA). This paper in-
vestigates the effect of the genetic algorithm based on double
chromosome (GADC) to the samples and variables selection
applied to the multivariate calibration problems. The obtained
results were compared with the well-known algorithms for sam-
ples and variable selection Kennard-Stone, Partial Least Square
and Successive Projection Algorithm.

I. INTRODUCTION

The term multivariate calibration refers to the construction
of a mathematical model to estimate a quantity of interest on
the basis of measured values of a set of explanatory variables.
Among the traditional technics for construct this model, we can
cite the Multiple Linear Regression (MLR) where the data are
modelled using linear predictor functions, and unknown model
parameters are estimated from the data. Given a data set

Y =


y1
y2
...
yn

X =


x1,1 . . . x1,p
x2,1 . . . x2,p

...
. . .

...
xn,1 . . . xn,p

 , (1)

a linear regression model assumes that the relationship be-
tween the dependent variable yn and the p-vector of regressors
xn is linear. Thus the model takes the form

y = x0b0 + x1b1 + . . .+ xJ−1bJ−1 + ϵ (2)

or in vectorial notation,

Y = Xβ + ϵ (3)

with x = [x0 x1 . . . xJ−1] is the vector of measured values,
β = [b0 b1 . . . bJ−1]

T is the vector to be determined and ϵ is
a part of random error.

The MLR method is the simplest form to determine the
coefficients vector β. In this case the MLR is given by
Equation (4).

β = (XTX)−1XTY (4)

and new concentrations can be estimate from β like as

Ŷ = Xβ (5)

and the prediction ability can be measured by Root Mean
Square Error of Prediction (RMSEP) in Equation (6)

RMSEP =

∑N
i=0(ŷi − yi)2

N
(6)

where ŷ is the predicted value obtained by Equation (5), y is
the real value of the concentration and N the total number of
samples.

The simple question is, which samples should be use for
calibration in Equation (4) that minimizes the Equation (6).
Many algorithms were proposed for this task. Among several
we can to cite the Kennard-Stone (KS), proposed by Kennard
and Stone [2] and their variant, sample set partitioning based
on joint X-Y distances, SPXY developed by Kawakami et al
[3]. Additionally we also can to use a random division or used
the classical cross validation method. However the random
division have problems of replicability and the cross validation
has a high computational cost.

Still on the Equation (4), note that it have a portion (XTX)
that your result must have full column rank p, otherwise, we
have a condition known as multicollinearity in the predictor
variables caused by inversion instability. If the model has more
variables than equations, the equation system is ill-conditioned.
As a small example consider the Equation (7)

y = b1 ∗ x1 + b2 ∗ x2 (7)
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If x2 = 2 ∗ x1, the model can be rewritten like

y = b1 ∗ x1 + b2 ∗ (2 ∗ x1) = (b1 + 2 ∗ b2) ∗ x1 (8)

From Equation (8) we can to conclude that there isn’t a
unique value for b1 and b2, problem known as ill-conditioned.
In this sense, search algorithm like as genetic algorithm can
to be used to find a subset of variables that minimize the
multicollinearity among the variables and consequently the
prediction error of Equation (6).

The proposed genetic algorithm adopts a double chro-
mosome structure where the first chromosome contains the
variables selected and the second chromosome contains the
samples to be used in Equation 4. The basic idea is evolve the
chromosome double in parallel in order to select samples and
variables simultaneously. As a case study we used a real world
application problem involves the protein content prediction on
wheat samples with 775 variables and 683 samples.

II. SAMPLE SELECTION ALGORITHMS

The focus of the sample selection algorithm is to decide
which sample to store for generalization. Storing many samples
can result in storage requirement and slow running and this
leads to overfitting when predicting.

This section approaches the theoretical basis regarding the
classic algorithms used for selecting samples which also were
adopted for tests in this research. They are: Random selection,
Kennard-Stone (KS) and the partitioning sample set based on
the xy distance (SPXY) algorithm.

The random selection method uses pseudo-random number
generators to select samples for the calibration and validation
sets. It is the most simple method to perform samples selection.

Proposed by Kennard and Stone, KS algorithm is well
known between the analytical chemists to perform samples
selection [3], [4]. Typically, this algorithm is applied to per-
form the selection of samples to compose the calibration set,
since it carries the selection of samples greater variability. The
selection criterion is the distance between the samples.

The last algorithm for sample selection was proposed in
2005, the Sample Set Partitioning Based on Joint X-Y distance
(SPXY) is a variant of KS algorithm [5]. SPXY increases the
distance defined by Kennard-Stone calculating a distance to the
dependent variable y for the sample in question. The algorithm
SPXY is used to separate the set of samples in calibration set
and validation set [5].

III. VARIABLES SELECTION ALGORITHMS

One of the major difficulty of multivariate analysis consists
of selecting a combination of variables that lead to model
optimization. One of the practical problems is to identify how
many and what wavelengths should be chosen, especially when
high spectral overlap occurs. Several mathematical algorithms
have been developed in an attempt to avoid this problem [6].

The variable selection methods search to produce more
simple or parsimonious models. The search for the subset
of variables consists of a combinatorial optimization problem

driven by an objective function. Restrictions on combinations
and cost functions define the strategy of the selection algo-
rithm. Despite several proposals of variable selection algo-
rithms reported in literature [7]–[11], this is still a topic of
discussion in chemometrics and related fields.

The successive projections algorithm (SPA) was proposed
in 2001 by [12], with the aim of selecting variables to build
multivariate models using UV-VIS spectrometer measures.
However, over the past few years the SPA has been widely used
in multivariate calibration, classification, selection of sam-
ples, calibration transfer, involving modeling structure activity
(QSAR) and selection of wavelet coefficients in the field [12].

The essence of SPA consists in performing operations on
the projection Xcal calibration matrix (KcxJ) whose rows
and columns correspond to Kc calibration samples and J , the
spectral variables [12].

The partial least squares regression (PLS) [1] is a method
for regression on factors whose objective is the prediction of
a set of output variables Y based on the observation of a set
input variable X in the absence of a theoretical method. It is
intended for a large number of input variables compared to the
number of samples.

The construction of a PLS model requires a set of samples
along with the value of dependent variables. Thus, X is the
matrix containing the specimen into the rows and the Y
matrix containing the values for prediction in their rows, the
PLS regression takes as models simultaneously latent variables
inherent both X and Y . These factors are then used to define
a subspace X that best suits modeling of Y .

IV. GENETIC ALGORITHMS

Genetic algorithms (GA) are a global search heuristic
inspired on the natural evolution of species and in the natural
biological process [13].

Basically, a GA creates a population of possible solutions
to the problem being solved and then submit these solutions
to the evolution process. Genetic operators are applied to
transform the population in every generation, in order to
created better individuals. The main operators responsible for
the population diversification well known in the literature are
crossover (or recombination) and mutation [13].

The main advantages of GAs are their robustness and
applicability in a wide variety of problems. GAs requires no
knowledge or information of the surface gradients defined by
the objective function and the search performance undergoes
little or no effect on discontinuities or surface complexity.

However, GAs have some drawbacks such as the difficulty
to find the accurate global optimum, require a large number of
fitness ratings functions, and also a great possibility of settings
that can complicate the problem treated resolution.

V. GENETIC ALGORITHM BASED ON DOUBLE
CROMOSOME (GADC)

The genetic algorithm proposed on this paper (GADC)
adopts all main characteristics of a typical GA. Since this
genetic algorithm makes the selection of variables and samples,
a representation were adopted which helps in simplifying
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the process, it’s called double chromosome. Where the first
chromosome contains the selected variables and the second
chromosome contains the division of the samples in calibration
and validation sets.

Algorithm 1 GADC
t← 0
InitialPopulation(Pop(t)) {Creates a initial population with
random 0s and 1s for the two chromosomes}
Evaluates(POP (t)) {Evaluates the individuals using the
fitness function RMSEP}
while some stop criteria do
POP ′ ← ParentSelection(POP (t)) {Selects the best
individuals for reproduction}
Reproduction(POP ′) {Generates new individuals using
crossover and mutation operators in POP ′}
Evaluates(POP ′)
POP (t+ 1)← Selects(POP (t), POP ′)
t← t+ 1

end while

Algorithm 1 presents the basic structure of GADC. Fol-
lows we will describe the main functions used by GADC
to perform the evolutionary process. First of all, function
InitialPopulation creates the initial solutions by a random
process that fills the first chromosome with zeros and ones as
much as the number of variables and the second chromosome
in the same way, but considering the number of available
samples to separate between calibration and validation sets.

Function Evaluates evaluates each individual in this way:
the ones in the first chromosome indicates the variables se-
lected and the ones in the second chromosome indicates the
samples that will include in the calibration set. So, the the re-
gression model by multiple linear regression (MLR) is builded
using the variables and samples indicated by chromosome. The
zeros in second chromosome indicates the samples not will be
include in the calibration set, but will compose the validation
set in order to calculate the fitness by Equation 6.

The parents used in the reproduction process are selected
by function ParentSelection. This method selects the 20%
best solutions to participate of the reproduction as one of the
parents and the other parent is randomly choose from the
remain individuals.

The reproduction process is made using uniform crossover
and flip mutation. In the uniform crossover the double chro-
mosome are considered as a unique chromosome. The mask
vector of the uniform crossover is created with same size of
the individual and randomly populated with binary values.
This mask vector indicates that when its value is one, the
son receives the allele from parent 1, and if the value of
mask vector is 0, the new individual receives the allele from
parent 2. The mutation probability is adopted only to select
a individual for mutation. After the individual is choose a
randomly position is mutate using the flip mutation. Once
again, we considered the two chromosomes as a unique form.

In order to compose the next generation function Selects
uses the percent of best solutions from the actual population
and the other individuals come from the new population
obtained by the reproduction operators.

VI. MATERIALS AND METHODS

The data set for multivariate calibration study is the
same used by [14], that consists of 755 visible near infrared
spectra of whole-kernel wheat samples, which were initially
used as shoot-out data in the 2008 International Diffuse
Reflectance Conference (once http://www.idrc-chambersburg.-
org/shootout.html), and protein content is chosen as the prop-
erty of interest. The following tests were performed to evaluate
the proposed method GADC.

• The Pseudo-random selection algorithm was applied
using a function to randomly separate data into cali-
bration, validation and prediction sets with 300, 300
and 175 samples, respectively.

• The Kennard-Stone (KS) algorithm [3] was applied to
the derivative spectra to separate data into calibration,
validation and prediction sets with 301, 237 and
237 samples, respectively. The same parameters were
applied also to SPXY algorithm [5].

• The SPA and PLS variable selection algorithms were
applied in conjunction with pseudo-random number
generator (PNG), KS and SPXY algorithms.

• GADC uses a set of 500 samples to make an effec-
tively division between calibration and validation sets.
The prediction set number is equals 275. The GADC
function receives as parameters the X and Y matrices,
the number of generations and the population size.

All tests were carried out by using a desktop computer
with an Intel R⃝Core(TM) i3-2100 processor (3.1 GHz) and 4
GB of RAM memory and Matlab 7.13. The tests that involved
randomness were performed exhaustively in order to obtain a
standard deviation.

VII. RESULTS

Table I presents the results obtained using the algorithms
KS and SPXY to calibration sample selections only, without
variable selection. These values are the RMSEP in the pre-
diction set. The SPXY algorithm had a less RMSEP than KS
algorithm.

TABLE I. PREDICTION RESULTS FOR KS AND SPXY ALGORITHM FOR
SAMPLE SELECTION WITHOUT VARIABLE SELECTION.

KS SPXY
RMSEP 2.8270 1.4567

Table II presents the results obtained using algorithms for
sample and variable selection PNG-SPA and PNG-PLS. As
can be seem the use of variable selection reduce the prediction
error when compared with previous results. Despite the sample
selection have been taken at random method, the variable
selection algorithms reduced the prediction error.

Table III shows the results for KS-SPA, SPXY-SPA, KS-
PLS and SPXY-PLS algorithms. The minimum RMSEP was
obtained combining the SPXY sample selection and PLS
algorithms. However, remember that PLS uses all original
variables to build new transformed variables. Therefore, in
practice, it requires all variables.
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TABLE II. PREDICTION RESULTS FOR PNG-SPA AND PNG-PLS
ALGORITHM. IT WAS TESTED 50 TIMES AND CALCULATED ITS STANDARD

DEVIATION

PNG-SPA PNG-PLS
Average Number of Variables 24 22

Average RMSEP 0.2373 0.2070
Minimum RMSEP 0.2171 0.1777
Maximum RMSEP 0.2517 0.2245

Sdv RMSEP 0.0097 0.0356

TABLE III. PREDICTION RESULTS FOR KS-SPA, SPXY-SPA, KS-PLS
AND SPXY-PLS ALGORITHMS FOR PROTEIN CONTENT IN THE WHEAT

DATA SET

KS-SPA SPXY-SPA KS-PLS SPXY-PLS
Number of Variables 38 22 14 20

RMSEP 0.2491 0.2368 0.2071 0.1973

Table IV presents the GADC prediction results using
double chromosome for variables and sample selection. Table
shows parameters used by GADC like variables number, gen-
erations and population size and mutation rate. Each parameter
set was tested 50 times and calculated its standard deviation.

TABLE IV. PREDICTION RESULTS FOR GADC ALGORITHM FOR
PROTEIN CONTENT IN THE WHEAT DATA SET

GA (50x)
Conf. 1 Conf. 2 Conf. 3 Conf. 4

Average Number of variables 97 95 98 98
Average Number of samples 324 312 296 306
in calibration set
Mutation rate 0.1 0.1 0.2 0.2
Next parent rate 0.1 0.2 0.1 0.2
Population size 50 50 100 100
Number of generation 100 100 100 100
Maximum RMSEP 0.0981 0.0992 0.0880 0.0957
Minimum RMSEP 0.0587 0.0689 0.0619 0.0616
RMSEP Sdv 0.0075 0.0071 0.0055 0.0075

Table IV shows that for different configurations the results
are similar in RMSEP, number of variables and number of
samples in calibration set. In this sense we choice to use
the configuration 1 for comparison with classical algorithms.
Table V shows a comparative of minimum RMSEP obtained
by all algorithms. As can be seem, the prediction error using
the model obtained by GADC was 70% better than the best
classical algorithm (SPXY-PLS with 0.1973). Figure 1 shows
the real protein content versus the predicted protein content.
As can be seem, the predicted value is close to real values.

TABLE V. COMPARATIVE OF MINIMUM RMSEP OBTAINED BY THE
TESTED ALGORITHMS.

RMSEP (minimum)
KS 2.8270
SPXY 1.4567
PNG-SPA 0.2066
KS-SPA 0.2018
SPXY-SPA 0.1957
PNG-PLS 0.1711
KS-PLS 0.2071
SPXY-PLS 0.1973
GADC 0.0587

VIII. CONCLUSION

The aim of this paper was to establish an genetic algorithm
with double chromosome structure (GADC) to compare to
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Fig. 1. Comparation between the real value of protein content and predicted
value using the model obtained by AGDC.

the results of the most popular techniques for sample and
variable selection problem in multivariate calibration. The KS
and SPXY algorithms presented results close to one another,
although the SPXY have fared somewhat better. With variable
selection algorithms the results the prediction error decrease.
Our results show that the evolutionary algorithm with double
chromosome leads to significantly better results compared to
the others algorithms tested.
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Abstract - One of the core problems in cognitive systems is 

recognizing a situation and grounding that recognition to a 

sensed representation occurring in the world. This recognition 

also requires representations that can be analyzed and 

critiqued.  This critic function challenges symbolic 

approaches, which become limited by the fuzziness of 

underlying meanings as contrasted to the crispness of 

symbols. Symbolic representations also lack the ability to 

translate sensor data to more abstract concepts while still 

preserving the underlying relationships. The proposed 

microgenetic abductive system is inspired by humans’ 

adaptive solution to this representation problem through their 

cognitive evolutionary development. This paper describes a 

system and approach designed to advance abductive situation 

recognition by bridging form sub-symbolic input to concepts 

that allow critical analysis of surprising events. 

Keywords: abduction, cognitive system, sub-symbolic 

representation, world representation, situation recognition  

 

1 Introduction 

  This work comes from a project to apply research from 

cognitive science, logic and process philosophy to solve 

problems in software security. In particular, abduction and 

surprise have been a major focus of the study. [1]. The ability 

to recognize surprising situations and to abductively address 

problem solving in complex domains is an attribute found 

among human experts. These human abilities are both elegant 

and flawed in that they usually work yet sometimes fail as 

well. Abductive inference’s ability to find the best explanation 

of many possible explanations developed from a long 

evolutionary heritage that enabled the human species to 

survive.  Human’s ability to adapt appears to come from 

learning embedded in long and short term processes of 

growth: 1) Development of the human species (phylogenesis), 

2) development of individual humans (ontogenesis) and 3) 

development of the mind over the life of an individual 

(microgenesis). [2][3][4] 

 On a pragmatic bent, this framework attempts to 

engineer a working artificial intelligence system that straddles 

the divide between symbolic, linguistic and semantic models 

in Artificial Intelligence (AI) and bottom-up artificial neural 

network and automata systems. However the focus of the 

paper is on the component to recognize situations and also 

evaluate the situation in an effort to “detect when the situation 

is not what it seems;” that is, to encounter surprise and adapt 

in an efficacious manner that serves to benefit the agent’s 

purpose with respect to the novel states encountered from the 

surprising situation. 

2 Background 

 The proposed system is inspired by cognitive science but 

also results from an engineering approach.  Inspiration from 

cognitive science stems from an ongoing debate between 

symbolic and connectionist schools of thought on the most 

productive scientific path for building cognitive models.  

Gopnik [5] and Elman [6] call for a systematic understanding 

of development in cognitive science to help resolve the Nature 

versus Nurture argument found at the roots of the 

connectionist versus symbolic debate. Gopnik calls for a 

bridging of the symbolic systems with connectionist systems 

using evidence from her studies of ontogenetic development.  

Microgenetic theory offers a top-down coherent way that 

humans may learn during moment-by-moment human thinking 

[2][3].  Gardenfors’ theory of concept geometry offers a 

grounding for these desiderata [7]. 

3 Situation Recognition System 

The situation recognition system is composed of three 

components, as shown in Figure 1. 
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 The property and concept layer is constructed using 

conceptual spaces and is described first. The SDM (sparse 

distributed memory) is described next and is used to match 

and recognize. The critic, still in its infancy, is described last. 

3.1.1 Conceptual Spaces 

The model describes a process that takes sensory input to 

concepts, based on Gårdenfors’ conceptual spaces [7]. The 

terms defined in the model are summarized as follows. The 

sensory system has some simple properties. Input signals are 

treated as relative. The important feature required by 

Gårdenfors’ model is that similarity and betweeness are 

persevered.  That is classical geometry, not precise 

measurement, is the essence of the output of the sensory 

system. 

Sensors are grouped into related sets called domains. 

Gårdenfors’ example of a domain is color, which allows the 

component sensor to measure hue, chromaticity and brightness 

as defined by the NCS color system [8]. These three 

dimensions produce a space which represents the domain. 

Properties are partitions of a domain. For example, red is 

represented by a region of the color domain. A significant 

property of these regions is their convex shape. Convex shapes 

are easier to learn. Gårdenfors denotes these as natural 

properties. One possible method for the partitioning is 

Voronoi tessellation; there are other interesting possibilities as 

well such as Kohonen maps, and perhaps deep connectionist 

learning neural systems. 

Properties can be combined into concepts by the same 

mechanism as properties are formed from domains. Concepts, 

unlike properties, are built by combining sensors from 

multiple domains, properties and other concepts (see figure 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The model allows the construction of new domains. These 

are derived from the domains directly related to the senses. 

There are several methods used. Domains represent abstract 

constructs similar to symbolic representations in AI and 

cognitive modeling and thus serve as the top-down anchor in 

this framework. Higher order domains can be constructed 

from a set of domains. A simple example is the longerThan 

relation constructed as a partition of the space constructed by 

two length domains. Clearly following this can produce 

considerably higher dimension spaces. For example, a space 

for representing faces or persons will have a large number of 

dimensions. 

Another approach is to produce a new partition on an 

existing domain. That is, to take a subspace of the domain and 

to partition that domain into properties. The example used is 

skin color. White and red have different meanings when 

applied to skin color than when applied to some other context 

such as a ball. Here, similarity is used to construct a new 

subdomain.  

Gårdenfors uses the example of Newtonian mass as an 

abstract domain; while it is similar to weight, it is not 

something directly measured by the sensory system. This 

shows an approach to systems being grounded in the world by 

sensory systems, yet also being able to construct abstract 

models by analogy to physical sensory systems. There is no 

direct sensory input into Newtonian mass, yet it can still be 

represented as a domain. 

An interesting and useful aspect of this approach is the 

structured sub-conceptual level. This captures the fluidness of 

human concepts and presents an approach that can be used to 

support analogy and to guide induction [7]. The fluid aspects 

of concepts can be achieved in several ways. Sensitivity to 

context can be used to downgrade the importance of some of 

the sub-conceptual properties and sub-concepts that support a 

given concept. This can be used to select a new concept or to 

look at the comparison of two concepts in the current 

environment (defined by the sensory input and goals).  This is 

the key to binding symbolic concepts to the world by a 

connectionist sub-symbolic structure of meaning. 

The approach also enables a bi-directional processing 

technique – concept to properties and properties to concepts. 

This is largely the function of the critic. The processing arrows 

are omitted from the diagrams for simplicity. On initially 

encountering an input from the sensory system, the flow is 

from inputs to properties to concepts. However, analysis can 

also work back from concepts to properties and can do 

sensitivity analysis by looking at the strength of property and 

concept selectors. This provides a very meaningful fuzzy 

membership for properties and concepts. 

The input to the system will come through a collection of 

sensors. The sensors are specific to the problem domain. For 

example in the reverse engineering domain, the sensors will 

prehend the aspects of code that a human must build from 

lower level primitives. This will short cut the construction of 

concepts and properties that take place in a human perception 

and cognition during reverse engineering. Care must be taken 

in the construction of the sensor system. Raising the sensor 

level too high, on a scale of abstraction, will reduce the ability 

to make distinctions that will be needed to form a flexible 

system. Biological inspiration is taken from the evolution of 
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Figure 2 
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the human sensory and cognitive system as tuned to survival 

on the savannas, and later developed the ability to solve more 

conceptual problems. 

 

3.2 Sparse Distributed Memory 

The next layer is a memory built on the sparse distributed 

memory (SDM) design from Pentti Kanerva [9]. This is 

extended with the work found in [10]. The Learning Intelligent 

Distributed Agent (LIDA) system has made extensive use of 

SDM for a variety of memory types [11].  The memory in this 

model needs to fulfill three functions: situation recognition, 

sequence storage and action.  Only situation recognition is 

considered in this paper. Situation recognition follows 

Kanerva’s original scheme of applying a large address space 

so that the memory easily extracts similar situations. The 

memory stores the address in the word being stored and that 

provides the auto associative memory.  

The use of the SDM to detect similarity in situations 

depends on the relationship between the access radius and the 

locations that are similar to the input being considered. The 

details can be found in the reference [9]. If the concept is 

stored in the memory as a single bit, then the access radius 

will capture locations with enough common concepts. 

However, a more interesting approach is to store situations 

with a strength value for the concept. The issue is then to 

maximize the use of the access radius. The way to do this is to 

Huffman encode the strength so the distance in coding units 

and the strength indication is aligned. 

While the SDM is very good at, associatively, selecting the 

best match, in this application the additional step needed is to 

consider alternatives based on marginal, weakly selected 

concepts. 

 

3.3 The critic function – abduction’s entry 

The overarching project has been to look at abduction and 

sensemaking problem solving. This is discussed in [1]. The 

present level of development of the critic is still weak in 

abductive ability [12][13], but it is a step toward stronger 

abduction and also a step toward expert sense making. The 

sense making problem is often a straight forward recognition 

of a situation that has been encountered before. The challenge 

is recognizing when the situation is almost the one seen 

before, but misses some critical aspect.  

While the system is designed to recognize situations and 

direct actions by setting goals, the critic has an oversight 

function with the ability to interfere. It has a focus on surprise 

and abduction. This is implemented in two modes – by 

exploration of alternatives and by reflection during 

backtracking on failure. As a practical note, there are two 

caveats on the current state of the critic. The description 

provided here is our current view and is still under 

development to strengthen the critic.  Also, as we apply this 

system to different problems, the role of the critic can be 

restricted. Some domains demand a critic with restricted 

actions in order to assure the system behaves in a controlled 

fashion. In this case the critic can log its observations for latter 

study. This mode is useful in new domains. 

Surprise can occur is two ways. There is the obvious mode 

when a goal, selected by the system, fails to be obtained. Such 

a failure triggers backtracking. The other is the preemptive 

detection of “not quite right” situations, which is covered first.  

The SDM is used to find situations which match the current 

set of concepts and properties encountered in the environment. 

This is done by associative matching in the SDM. In order to 

consider detection of “not quite situations,” the agent must 

consider how these situations can arise. There appear to be 

two main cases that are tractable. The first examines the 

situational assessment for marginal values. The strength of 

Gårdenfors’ system is its geometrical formulation, using 

relative values, not absolute numerical values. Thus in 

classifying properties and concepts, we can use the 

geometrical notions to mark properties that are close to 

classifying as a different property. This marginal boundary 

analysis can be used to look at other possible goals in contrast 

to the initial situation. Since this can be a costly activity, it is 

triggered by an exanimation of the “strength of evidence.” 

This is done by considering first the marginal properties and 

concepts in the situation and the concepts or properties that 

are in the found situation, but not in the input (missing 

evidence). If nothing appears to be marginal, the analysis is 

not triggered. Secondly, during the actual situation, the critic 

analyzes the concepts and properties expressed by the input to 

the sensors. Here, the system looks at concepts and properties 

not included in the situation produced from the SDM. 

Alternatives are generated by suppressing some of the 

concepts in the found situation and probing the memory for 

other possible situations.  This mode of analysis is inspired by 

process philosophy’s explication of consciousness as 

amplified by inclusion of counterfactuals (D.R. Griffin, 2009). 

On failure of a goal, the system backtracks and performs the 

same kinds of analysis describe above. However, the failed 

goal provides additional information, that of falsifying that 

choice of the goal as a counterfactual representation. This 

forces reconsideration of that goal and to a lesser degree the 

prior goals that supported the choice. The “blame” for the bad 

choice is passed back and is applied with a reduced degree of 

weight as the backtracking proceeds backward. 

Now turning to abduction, Hoffmann uses two dimensions 

to construct a 3 by 5 matrix of abductive types. The simpler 

forms of abduction are implemented implicitly by the 

matching in the SDM. Since we are looking for the closest 

match to a situation, evidence for the situation that is missing 

will be assumed. The more interesting case is how to apply 

shifts in the structure of a representation. This is made 

possible by a meta-information level over Gårdenfors’ system. 

By producing a meta-level over the domains, one can rank 

similarity measures between domains inductively. This 

similarity can then be used to shift concepts. Analogical 

reasoning can be used to modify a situation by substituting 

concept A for a concept B, but only when their underlying 

domains have relative similarity. 
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4 Conclusions 

 Our work is an intriguing approach to situation 

recognition.  The current state of the system does not yet 

apply learning to the problem space. This is clearly the next 

step. Gårdenfors’ work does address learning and this is an 

additional function to add to the critic. In addition the 

application of abduction in this work falls in the lower reaches 

of Hoffmann’s taxonomy. Improvement will require extension 

into three reaches. First of all, the use of tool manipulation 

[Magani 2009 ] is heavily involved in the more advanced 

abductive processes. This allows us to bring in logic, 

mathematics and external tools like software systems. Second, 

the similarity and metaphor provided by conceptual geometry 

can be used for theoric shifts. Third, elicited expert intuition 

can bootstrap microgenetic development of the concept 

geometry. 
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Abstract - Memories involve the acquisition, 
categorization, classification, and storage of 
information.  The purpose of memory is to provide the 
ability to recall information and knowledge as well as 
events.  Through our conceptual recollection of the 
past we are able to communicate with other people 
and understand events based on past experiences. 
The purpose of this paper is to describe a new 
cognitive architecture for artificial intelligence 
controlled devices that incorporates artificial 
procedural memory creation and recall.  This 
cognitive architecture provides a scalable framework 
for episodic memory creation as an entity experiences 
events, and, over time, develops procedural memory 
“scripts” that allow repetition of tasks it has 
“learned” to accomplish, while effectively managing 
it’s internal knowledge economy.  The system will 
utilize a temporal-calculus driven spatial map to 
store spatio-temporal information, as well as the 
procedural memories.  This provides the system with 
the cognitive abilities to approach task selection and 
reason via both experiential and spatial learning.   
 
In order to test and evaluate the viability of artificial 
memory creation and retrieval, a series of artificially 
intelligent, cybernetic life forms (cyber insects) were 
created and tested utilizing a combination of analog 
and digital neural frameworks allowing procedural 
memory creation, storage, and retrieval as the 
methodology for autonomous control of the artificial 
life form.  Presented here are initial design and 
discussion of artificial analog and digital neural 
structures along with a discussion of the use of 
artificial procedural memories, used as autonomous 
cognitive control of the artificial life form. Lastly, 
future research needs are proposed for improving the 
continuous balance of knowledge storage and 
knowledge necessity relative to prime directives and 
learned objectives in Self Evolving Life Forms 
(SELF). 
 
Keywords: Artificial Life Form, Procedural Memory, 
Neural Networks. 
 

1. Introduction 
To examine plausibility and feasibility of self-

evolving life forms, we have undertaken a series 

of experiments over the past 10 years to develop 

and test small, artificially intelligent, cybernetic 

entities with varying abilities to think, learn, and 

self-evolve, at low-brain functional levels.  These 

artificial life forms were created to learn and act 

like insects, with rudimentary cognitive functions 

to establish whether artificial cognitive 

architectures are realizable at a most simplistic 

level.  The current 2
nd

 instantiation, of these 

cybernetic insects, which we have named ‘Zeus,’ 

after the Greek god, whose name means “living 

one,” utilizes a simplistic analog neural network 

for information transfer throughout his internal 

effector network,  and utilizes low-level digital 

cognitive framework that affects learning and 

self-evolving.  Controllers were utilized 

containing EEPROM, RAM, and Flash memory 

in order to facilitate learning and storage of 

learned behavior in as low a Size, Weight, and 

Power (SWaP) footprint as possible
1
.  Basic 

effector control commands are stored in 

EEPROM.  As Zeus learns, information is stored 

in RAM until determining that a behavior has 

been ‘adequately’ learned, and then stored as a 

series of commands (procedural memory) into 

flash memory.   

 

2. Analog Neural Structures 
For his analog neural network, we utilize an 

adaptation of the information continuum 

equation [Crowder 2010a], which is shown 

below: 

                                                 
1
 AVR ATTINY24 and ATTINY44 Microcontrollers are 

used, with the ATTINY 24 as the baseline. 
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where: 

 

u represents the unit node of the system,  

x represents the preprocessed input to node u,  

y represents the output from node u,  

w represents the relative contextual information 

threads and association weight of u with its 

surrounding nodes, including a decay factor for 

each relative information thread that describes 

the relative contextual decay over time, where: 

 
where: 

T represents the Contextual Information 

Thread j derived from Fuzzy, Self-

Organizing Contextual Topical Maps 

KD represents Knowledge Density j of 

Information Thread T 

W represents Weighting for Contextual 

Thread j, and 

  

I represents the processing activity for node 

u, 

z represents the learning functionality for 

node u,  

1/R represents the decay rate for node u
2
, 

and  

C represents the capacity of node u. 

 

The adaptation, shown below [Hopfield 1984], 

describes the dynamic equation for Zeus’ analog 

neurons [Hutchinson, et. al. 1988]. 

 

 

Where:  

C
i
 is the i

th
 neuron analog input capacitance 

R
i
 s the resistance to the rest of the analog 

neural network at the input to neuron i: 

                                                 
2
 In this case, the decay represents the information’s 

relative value over time. 

 

 

 ffff
i
 is the transfer function of the i

th
 neuron 

 

Within Zeus’ analog neural network, the digital 

cognitive system monitors the strength of the 

analog neurons to determine when the strength of 

learning has progressed to the point where the 

learning should be “committed to memory” 

within the digital cognitive system (RAM).  

Polyn and Kahana [Polyn and Kahana, 2008] 

suggest that recall of known item representations 

is driven by an internally maintained context 

representation. They described how neural 

investigations had shown that the recall of an 

item represented in the mind is driven by an 

internally maintained context representation that 

was previously integrated information with a 

time scale. Therefore, when a series of analog 

neurons is sufficiently strengthened over time, 

and have been committed to digital memory, 

such that they create a series of commands or 

learned behaviors that can be considered a 

“procedural memory,” these are stored in Flash 

Memory with a tag that corresponds to the 

learned activity or behavior (e.g., turn left). The 

next time Zeus’ sensors relate information such 

that he needs to move left, this procedure is 

recalled from memory and activated; meaning, 

he doesn’t have to think about how to turn left, 

he turns left automatically.  This is analagous to 

instinctive driving of a car after we have learned 

to drive, however, at a much lower cognitive 

level than a human but enough to allow Zeus to 

learn and evolve. 

 

3. Self-Evolution utilizing Procedural 

Memories 
With Zeus, the goal was to add cognitive skills 

one at a time, perform tests and determine 

whether he was able to integrate these together 

within his limited cognitive framework.  Once 

Zeus has reached a significant cognitive skill 

level, a new cybernetic “bug” artificial life form 

will be implanted with Zeus’ cognitive skills; 

∑
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present at the beginning of activation. We will 

determine whether the new artificial life form has 

an easier or more difficult time integrating the 

cognitive skills together, and whether the skill 

sets developed one at a time and at the same 

cognitive level as Zeus. We expect to also gain 

valuable insight into artificial life form 

initialization and sequencing.  

 

Zeus was first initialized into existence in early 

September, 2012.  He learned to walk, turn, 

integrate his sensors, plan his movements, and 

execute his plans, hence, demonstrating 

autonomous planning, sensory integration, and 

autonomous decision making, none of which is 

specifically part of his initial programming. He 

was only enabled with the skills to learn, think, 

store, and recall memories, provided to him 

initially.  He now carries 25 different procedural 

memories in the form of a series of commands 

learned for a particular action. 
 

3.1 Test Scenarios 

Zeus has objective functions he endeavors to 

drive to zero that are part of his basic “instincts.”  

He must learn to use his available sensors and 

effectors to reduce these objective functions.  

The set of learning tests that have been and will 

be performed on Zeus to test his analog and 

digital neural networks and cognitive algorithms 

are: 

 

1. Learning to walk: In his initial state, Zeus 

understands the concept of movement, but 

does not have the knowledge of how to walk.  

He must learn to move his effectors in order 

to move effectively. First, initially learning to 

walk using his six legs, and then to turn left 

and right.   

2. Learning to find darkness: One of Zeus’ 

objective functions is “fear of light.” He must 

learn to use his light sensors and compute the 

differential between the two sensors to 

establish the direction of movement required 

to lower the objective function. 

3. Power Regeneration: Another objective 

function to be added is the notion of a 

“hunger instinct,” which to Zeus means low 

power.  He carries solar cells to charge up, or 

feed.  He must learn to balance the objective 

functions for hunger (find light and charge) 

vs. the objective function for fear of light 

(find darkness).   

4. Proximity Sensing: Zeus carries infrared 

transmitter/receivers to sense when he is 

close to another object.  One of his objective 

functions is to avoid closeness to other 

objects (receiving reflected infrared raises the 

objective function).  He must balance 1) the 

need to find darkness, which may be found 

under other objects, 2) the need to not get too 

close to objects, and 3) the need to get close 

to a light source to “feed.”  

 

Understanding how Zeus manages and balances 

these objective functions and how procedural 

memories are created, stored, and recalled could 

provide valuable insight into cognitive control of 

autonomous life forms for use in autonomous 

deep sea, space, or land-based applications. 

 

4. Procedural Implicit Memory 
Procedural Implicit Memories allow previously 

learned tasks to be performed without specific 

“conscious” memory recall/reconstruction of 

how to perform the task [Crowder, Raskin, and 

Taylor 2012].  Procedural memories tend to be 

inflexible, in that they are tied to the task being 

performed.  For example, when we decide to ride 

a bike, we don’t unconsciously recall/reconstruct 

memories of how to drive a car, we 

recall/reconstruct unconscious Procedural 

Memories of how to ride a bike.  In Zeus, tasks 

that are learned and our deemed ‘important’ to 

capture for future use will have Procedural 

Memories stored as steps, or “procedures” that 

are required to perform the same task in the 

future.  In his work on Procedural Memory and 

contextual Representation, Kahana showed that 

retrieval of implicit procedural memories is a 

cue-dependent process that contains both 

semantic and temporal components [Kahana, 

Howard, and Polyn 2008].  Creation of 
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Procedural Memories is tied not only to task 

repetition but also to the richness of the semantic 

association structure [Landauer and Dumas 

1997].   

 

Earlier work by Crowder, built on Landauer’s 

Procedural Memory computational models and 

Griffith’s topical models [Griffiths and Steyvers 

2003], theorized about the creation of artificial 

cognitive procedural memory models based on 

Knowledge Relativity Threads [Carbone, 2010] 

to create the semantic associations [Crowder and 

Carbone 2011a] and work in Fuzzy, Self-

Organizing, Semantic Topical Maps [Crowder 

2010 & 2011] counted on the topical model 

needed to create long-term procedural memories.  

These Knowledge Relativity Thread based 

models were derived from combining cognitive 

psychological, space-time, strong, weak, and 

quantum mechanical, concepts, along with 

Topical Maps which are based on early work by 

Zadeh.  Zadeh [Zadeh 2004], which described 

tacit knowledge as worldly knowledge that 

humans retain from experiences and education, 

and concluded that current search engines, with 

their remarkable capabilities, did not have the 

capability of deduction, that is the capability to 

synthesize answers from bodies of information 

which reside in various parts of a knowledge 

base. More specifically, Zadeh describes fuzzy 

logic as a formalization of human capabilities: 

the capability to converse, reason and make 

rational decisions in an environment of 

imprecision, uncertainty, and incompleteness of 

information.  In their work in cognition 

frameworks, Crowder and Carbone [Crowder 

and Carbone 2011b & 2012a] also expand on the 

work of Tanik [Ertas and Tanik 2000] in 

describing artificial procedural memories as 

procedural knowledge gained through cognitive 

insights, based on fuzzy correlations. 

 

5. Creation and Retrieval of Artificial 

Procedural Memories 
Continued investigation, utilizing the work of 

Kahana [Kahana, Howard, and Polyn 2008] in 

associative episodic memories [Crowder 2001], 

led to the development of a cognitive perceptron 

framework for creating, storing, and retrieving 

artificial implicit memories [Crowder and Friess 

2010 & Crowder, Raskin, and Taylor 2012] (see 

Figure 5.7).  Based upon this work, a systems 

and software architecture specification was 

developed for an artificial cognitive framework 

utilizing the cognitive perceptrons [Crowder, 

Scally and Bonato 2012].   

 

The main hypothesis here is that the procedural 

memory scripts can be detected and acquired 

with the combination of rule-based 

computational semantic techniques enhancing 

the artificial life form’s understanding of 

repeatable and useful procedures.  The objectives 

of utilizing artificial procedural memories for 

cognitive control of artificial life forms is to, 1) 

identify potential procedural memories utilizing a 

combination of rule-based techniques, combined 

with machine learning techniques, and 2) to 

develop the principles of comparison and 

comprehension of commands required for 

creation of procedural memories (see Figure 1). 

 

Crowder, in conjunction with Carbone and 

Friess, in researching artificial neural memory 

frameworks that mimic human memories, are 

creating computer architectures that can take 

advantage of Raskin and Taylor’s Ontological 

Semantic Technology [Raskin, Taylor, and 

Hemplemann 2010 & Taylor and Raskin 2011] 

and create an artificial procedural memory 

system that has human reasoning capabilities and 

mimics the fuzzy and uncertain nature of human 

cognitive processes.  This new focus for Crowder 

[Crowder, Raskin, and Taylor 2012] is to create 

processes necessary for the creation, storage, 

retrieval, and modification of artificial 

procedural memories (see Figure 2). 
 

6. Conclusions 
Testing on Zeus has shown that self-evolution 

through creation, storage, and retrieval of 

artificial procedural memories can provide an 
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effective and efficient mechanism for 

autonomous control of artificial life forms.  

There is a significant amount of research, 

development and testing required in general, and 

specifically over the next year, including 

expansion of Zeus’ neural framework to include 

a more comprehensive Possiblistic, Abductive 

Neural Network to allow hypothesis generation 

enhancing the speed and the quality of his 

cognitive skillset; results will be published in the 

near future.  Our continuous research in this area 

in developing higher fidelity cognitive functions 

and exploring new types of cognitive testing are 

important to establish the breadth of self-

possibilities.  We will continue to explore not 

only these low level brain functions, but also 

much higher brain-functions as well.  

 

 
Figure 1 – Artificial Procedural Memory Creation 

 

 
 

Figure 2 - Artificial Procedural Memory Retrieval 

 

One question to be answered for comprehensive 

autonomous systems is, “How much initial 

information, or memories, should be provided?”  

Based upon our initial results, we speculate 

confidently that since learning is stochastic in 

nature and depends on current understandings, 

the more initial information or memories 

(Cognitive Ontology concepts) an entity begins 

with, the more it will influence the artificial life 

form’s learning direction and its ability to 

“intuit” about its environment.  Consequently, it 

becomes imperative to manage content quantity 

and quality efficiently within systems of widely 

varying resource constraints. Therefore, future 

efforts will include some research into 

synergistic algorithms within the Activity Based 

Intelligence (ABI) domain. ABI employs 

normalization methods of activity patterns (AP), 

which show possibilities for improving balance 

between knowledge storage, necessity, prime 

directives, and learned objectives. Additionally, 

research in improving condensation of decision 

quality content via anomaly detection in Big 

Data environments shows applicability to smart 

aggregation of knowledge in constrained 

environments. 

 

Lastly, we have been exploring the question of 

how to test cognitive systems. Given that these 

systems will learn, think, reason, and self-evolve, 

we believe that standard system testing is 

inadequate to understand whether a system is 

“working properly.” Hence, we believe it is 

imperative to understand self-evolving learning 

processes by testing them in a context of 

“cognitive” and “psychological” paradigms. 

Therefore, to obtain a comprehensive 

understanding of proper system functionality we 

believe it is necessary to test analogously to 

determining whether a human is “functioning 

normally.”  Finally, we believe this leads us to a 

field of study envisioned long ago, “Artificial 

Psychology [Crowder and Friess 2012].” 
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Abstract - Dropping out of school is one of the most 
complex and crucial problems in education, causing 
social, economic, political, academic and financial 
losses. In order to contribute to solve the situation, this 
paper presents the potentials of an intelligent, robust and 
innovative system, developed for the prediction of risk 
groups of student dropout, using a Fuzzy-ARTMAP 
Neural Network, one of the techniques of artificial 
intelligence, with possibility of continued learning. This 
study was conducted under the Federal Institute of 
Education, Science and Technology of Mato Grosso, with 
students of the Colleges of Technology in Automation and 
Industrial Control, Control Works, Internet Systems, 
Computer Networks and Executive Secretary. The results 
showed that the proposed system is satisfactory, with 
global accuracy superior to 76% and significant degree 
of reliability, making possible the early identification, 
even in the first term of the course, the group of students 
likely to drop out. 

Keywords: higher education, school dropout, prediction 
dropout, artificial neural networks (ANN), Fuzzy 
ARTMAP neural network. 
 

1 Introduction 
Historically, school dropout is one of the most 

complex and crucial problems in education, causing 
social, economic, political, academic and financial 
damage to all the people involved in the educational 
process, from the students to the governmental and 
promotional agences that long for efficient strategies to 
reduce the indexes of school dropout, since the measures 
adopted up to now did not have the desired effect. 

In relation to higher education, school dropout is an 
international problem. Although its indexes show 
considerable variations among different nations, they 
show that in fact school dropout is present and strikes 
more and more a higher number of higher educational 
institutes (HEI) worldwide. 

It is worth mentioning the United States - USA, 
with a dropout rate in colleges and universities of around 
40%, representing a decline in the index of students 
graduated in higher education [1]. Conversely, China and 

India empower higher education, increasing the 
conclusion index [2]. Between these extremes lies Brazil, 
presenting a mean dropout index of about 20% [3]. 

Even taking into account all the differences and 
specificities of the (HEI) of different nations, the difficult 
task of solving the evasion problem is still common 
ground between them [4]. 

From this perspective, prevention and intervention 
programs are developed and structured taking into 
account the results of researches that identify the possible 
causes that generate the phenomenon of evasion. 
However, such measures could be more fruitful if there 
was prior knowledge of the students prone to evasion. 
And, for this, the development of methods, instruments 
or systems capable of previously making this 
identification is necessary. 

To meet this need an intelligent, ambitious and 
innovative system was developed, for the prediction of 
risk groups of student dropout in presential higher 
education courses [5], using artificial intelligence 
techniques, the Fuzzy ARTMAP Neural Network [6-8]. 
This network has a structure in which the training is 
carried out in a supervised and self-organized way, with 
the possibility of continued learning [6]. 

This paper aims at presenting and making the 
developed intelligent system available as a possibility of 
identifying, in a proactive, continued and accurately the 
students of the traditional presential education, prone to 
evasion in higher education. And also to disseminate 
their fruitful results that contributed to the development 
of prevention and intervention programs, in order to 
improve retention of those students identified in the 
institution [5]. 

Further, this paper is structured as follows: Section 
2 – the publications considered more relevant to this 
proposal. Section 3 - the ART and Fuzzy ARTMAP 
networks and their training algorithms. Section 4 - the 
study area, the construction of database and the 
development of the intelligent system in question. 
Section 5 - the implementation of the system. Section 6 - 
the results and analyses of the tests performed. Section 7 - 
the most relevant conclusions of the experiment. 
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2 Brief review  
Most of the works analyzed, considering the causes 

of evasion in higher education, are critical and theoretical 
productions and present as results the factors that most 
influenced school evasion in the Brazilian higher 
education, its consequences and possible ways to 
overcome them [9]. The educational situation in Brazil is 
perceived through statistical data of private and 
governmental schools and research by governmental 
organs [10].  In a more global view, besides theoretical 
models with explanatory schemes about the causes of 
evasion [11], there is a comparative study among 
countries with poor education and with an insignificant 
evasion index [12] as well as a study with students that 
constantly shift from one school to another, showing 
similar causes for the evasion to occur [13]. 

In relation to the analysis and prediction of school 
evasion using intelligent system, productions where Data 
Mining techniques were used [14-16]  and Artificial 
Neural Networks [17-20], e.g., Multi-layers Perceptron 
Network (MLP). In all of them, the results obtained were: 
the identification of causal descriptive patterns that lead 
the students to leave school and the verification of the 
efficiency and performance of the techniques used. The 
variables that can influence the students’ evasion were 
also investigated in distance-learning courses. 

This study [21] investigates group risk of students 
prone to evasion in e-learning courses, uses the 
combination of three machine learning techniques, 
including, Fuzzy ARTMAP neural network. This one is 
the most significant for the elaboration and development 
presented here.   

3 ART and Fuzzy ARTMAP neural 
networks 
The Artificial Neural Networks (ANN) [19] are 

computational tools that emulate the human brain and 
learn with the experience, trying to model and simulate its 
learning process, organizing its neurons in such a way 
that they will be capable of processing the information.  

A typical neural network consists of several 
neurons, arranged in adjoining layers, connected by 
synapses (communication channels) associated to certain 
weights attributed to connections among the neurons, 
where all the knowledge of a ANN is stored. They always 
have an input and an output layer, with the possibility of 
having between them a varied number of layers, called 
hidden or intermediate layers. 

The use of neural networks offers some benefits and 
capabilities that in synthesis are: non-linearity, input-
output mapping, adaptability (“stability-plasticity” 
dilemma) [6],  response to evidence, contextual 
information, fault tolerance, uniformity of analysis, 
neurobiological analogy. 

The ART network systems are able to solve the 
“stability-plasticity” dilemma. They are plastic because 
they are able to learn to adapt to a changing environment 

and, at the same time, preserve their previously learned 
knowledge while maintaining their ability to learn new 
patterns, therefore they are stable. 

In the Fuzzy ARTMAP model, two ART modules 
are interlinked through an inter-ART module, called Field 
Map. This module has a self-regulatory mechanism called 
match tracking that seeks for “marriages” or combinations 
among the categories of ARTa and ARTb modules, aiming 
to increase the generalization level and reduce the 
network error [6]. 

The Fuzzy ART neural network uses the theory of 
the fuzzy sets [22], employing the minimum operator  (˄) 
AND Fuzzy, enabling the treatment of patterns of binary 
and analogical input, in an interval [0, 1], and increasing 
the generalization ability of the network.  

3.1 Algorithm of an Fuzzy ART neural 
network 

The algorithm of an Fuzzy ART neural network 
consists, essentially in the sequence described below [22]: 

3.1.1 Normalizing of input data  
The input data are represented by the vector a = [a1   

a2   a3  . . .  aM]. Normalizing of this vector should be 
according to the  (1) [22]:  

 
M
i iaa

a
aa :where,  

where:  
a  : normalized input vector; 
a  : norm of the input vector a;  

 ai : element of he input vector a with index i. 

 3.1.2 Coding of the input vector 
The complement coding is performed according to 

(2), to preserve the scope of information [22]: 

 ii aa  1c  

where:  
c
ia : complementary element of the element of the 

normalized input vector; 
ca  : complementary vector of the normalized input.  

Thus, the network input vector will be vector I, 
presented in  (3) [22] . 

  caaI   

  cc
2

c
121 ... MM aaaaaaI 

3.1.3 Activity vector 
The activity vector of the recognition layer F2 is 

indicated by y = [ y1   y2   y3  . . .  yN ], being N  the 
number of categories created in F2. Thus, one has [22]:  
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3.1.4  Parameters of the Fuzzy ART neural network 
Three parameters are essential in the processing of 

the Fuzzy ART network, they are [22]: 

 Choice parameters ( α )      :  α > 0; 

 Training parameters ( β ) :  β  [ 0, 1 ]; 

 Vigilance parameters ( ρ ) :  ρ  [ 0, 1 ]. 

3.1.5 Initialization of the weights 
Initially, all the weights have values equal to 1, as in 

(4) [22]: 

 1(0)) 0 () 0 ( 21  NMjj www ...  

3.1.6 Choice of a category 
Considering an input vector I in F1, the choice of the 

category j in F2 attends to the choice function Tj defined 
in (5) [22]: 


j

j
jT

w

wI
I




)(  

where: 

˄ : operator AND-Fuzzy, defined by (6): 

   ),(min iii wI wI  

The system chooses the category that corresponds to 
the active J neuron, according to (7) [22]: 

 jNj
TJ

.,..,1
maxarg


  

If more than one neuron with maximum activation 
exists, the chosen category will be the one which has the 
smallest index j. 

3.1.7 Resonance or Reset  
The resonance occurs if the vigilance criterion, (8), 

is met. 

 


I

wI j  

If the vigilance criterion, (8), is not met, the reset 
occurs. In the reset, the J neuron of the F2 is excluded of 
the searching process. So, a new category is chosen 
through the application of the (7) so that the resonance 
process will be performed. This procedure is performed 
until the network finds a category that fulfills (8). 

 

3.1.8 Learning (Updating  the weights)  
After the input vector I has completed the resonance 

state, the training and learning process occurs and, 
consequently modifying the weight vector, given by (9) 
[22]. 

 oldoldnew )β1()(β JJJ wwIw   

where: 
J      : active category; 

new
Jw : updated weight vector; 
old
Jw  : weight vector regarding the previous updating. 

If the training parameter β = 1, there is the fast 
training. 
3.2 Algorithm of an  Fuzzy ARTMAP 

neural network 
The algorithm for the processing of the Fuzzy 

ARTMAP Neural Network [7], occurs in the following 
way:  

3.2.1 Input data  
The input vectors of the Fuzzy ARTMAP network 

are represented by: 

  Paaaa  ... 21 : ARTa input, data sampling; 

  Pbbbb  ... 21  : ARTb input, desired output; 

where: 
P : the number of subvectors of the a and b vectors. 

 3.2.2 Weight matrices 
The weight matrices associated to the ARTa (matrix 

wa) and ARTb (matrix wb) modules,  as well as to the 
Inter-ART (matrix wab) module, are initiated with values 
equal to 1, since all the activities are inactive.  

3.2.3 Parameters of the Network 
The parameters used in the processing of the Fuzzy 

ARTMAP network are the same used in the Fuzzy ART 
network. However, each module ARTa and ARTb 
receives a specific pattern. Besides these, there is the 
vigilance parameter of the Inter-ART module, being:  ρab 
 [0 , 1]. 

3.2.4 Match Tracking  
In the Fuzzy ARTMAP neural network the modules 

ARTa and ARTb, are processed and, after resonance is 
confirmed in each one of them, one has: 

 active category for the module ARTa  :   J  

 active category for the module ARTb  :  K 

After the confirmation of the resonance in each 
module, the test match tracking is performed, given by 
(10) [7]: 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 361




i

i

i

J

y

wy
x

ab
ab


  

By the vigilance criterion, we have that [7]: 

 If, ab
ab 

i
x - the training pair should be 

confirmed; 

 If, ab
ab 

i
x - another index J, that satisfies 

the vigilance parameter should be found.  

Otherwise, small increases are successively made to 
the vigilance parameter of the module ARTa, until the 
vigilance criterion is satisfied. 

3.2.5 Learning (Updating Weights) 
Only after the state of resonance occurs, the process 

of training and learning is performed, modifying the 
weight vector given by (11) and (12), respectively, 
modules ARTa and ARTb and, (13) and (14) module Inter-
ART [7]. 

 oldaoldanewa )1()(β JJJ wwIw   

 oldboldbnewb )1()(β KKK wwIw  

 KkNkJKw  ,,...2,1,  para  0,newab  

 1newab JKw   

4  Methodology 
This study was conducted under the Federal Institute 

of Education, Science and Technology of Mato Grosso - 
IFMT. The universe of interest are the students enrolled 
in the Colleges of Technology (CT) in Automation and 
Industrial Control, Control Works, Internet Systems, 
Computer Networks and Executive Secretary at IFMT, 
attending presential courses in the morning, afternoon and 
evening.  The choice is justified in view of the high 
dropout rates, verified by previous statistical studies, 
noting that CT Automation and Industrial Control, 
reached a dropout rate of 62.46% from 2004 to 2010 [5].  

In the implementation and pilot test of the intelligent 
system proposed, the neural network was fed with data 
belonging to all the students enrolled in the CT, from 
2004 to 2009, making a total of 1650 samples for the 
training phase, constituting the basis historical data. For 
diagnosis 499 samples, of data from the students enrolled 
in 2010 and 2011 were used [5].  

The database for prediction of the risk group prone 
to evasion consists of the students’ characteristics such as 
demographic factors, and factors internal and external to 
the school. These characteristics were lifted from data 
from the selection processes at IFMT, the Q-Selection, 
which stores the answers of the socioeconomic 
questionnaire filled by the students on the day they enroll 
for the selection examination and the Q-Academic, 
system of integrated academic management, where all the 

academic history of the IFMT students is concentrated 
[5]. It is that the database does not contain the names of 
the students, which are identified, only by numbers. 

The input vector of the Fuzzy ARTMAP neural 
network is composed by 16 parameters considered as 
significant for the school dropout prediction and the 
output of the network constituted by two classes, evasion 
and non-evasion. The input-output vector pairs are 
represented in the binary coding, being the input vector 
composed by 41bits and, the expected response 
represented by 1 bit. A summary of the input and output 
variables of the neural network can be visualized in Table 
I. 

TABLE I.  Composition of input and output vectors. 

 Characteristics of the Subvectors of a and y 
 Position Name Abbreviation Size     

V
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a1 Gender Gen 1 bit  
a2 Age Group Ag 3 bits 
a3 Ethnicity Etn 3 bits 
a4 Marital Status MSt 3 bits 
a5 People/House P/H 3 bits 
a6 Family Income FI 3 bits 
a7 Has a Computer Comp 1 bit 
a8 Parents’ Education PE 3 bits 
a9 School of Origin SO 3 bits 
a10 Self-Evaluation SEv 3 bits 
a11 Where From WF 1 bit 
a12 Distance School-Residence DistSR 3 bits 
a13 Means of Transport MT 3 bits 
a14 Work Wk 3 bits 
a15 Study Shift SS 2 bits 
a16 Students/Classroom S/C 3 bits 

O
ut

pu
t 

V
ec

to
r 

(y
) 

y 
Non-Evasion NEv 

1 bit  
Evasion Ev 

 

5  Fuzzy ARTMAP neural system 
proposed for the evasion prediction 

The data that involve the study about evasion, are 
sometimes, complex, subjective, non-linear, inter-related 
and keep in themselves the specificities inherent to the 
different levels of teaching, courses and institutions that 
one can analyze, thus choosing ANN, as among its 
potentialities there is the possibility of processing 
problems where complex and unknown relations are 
involved among different sets of data  

and, also adjust the relations of non-linearity 
between the input and outup variables [5]. More 
specifically, the Fuzzy ARTMAP network, where the 
training is carried out in a supervised and self-organized 
way, with possibility of continued learning,  as 
implemented in [23]. Its application potential aims at 
solving several problems of classification and of approach 
of non-linear functions and showing prompt reply. 

The input of the Fuzzy ARTMAP network proposed 
is represented by vector a (input of the module ARTa) and 
its desired output, in the training phase, represented by 
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vector b (input of the module ARTb), being these ones 
described in the following way:   

   a =    [a1  a2  a3  . . .   a16]  
 b =    [ b ]      ,     where: b = “0” ou “1” 

The subvectors a1, a2, a3,  . . .   a16  of the vector a  
(Table I) are row vectors which contain the binary 
representation of the students’ characteristics. Each bit 
corresponds to one component of the corresponding 
vector. 

The network output is represented by the activity 
layer vector F2 (y) and provides answers in the binary 
coding with  1 bit, being that  code “1” corresponds to 
students’ evasion and code “0” to non-evasion, defined as 
follows: 

y  =  [ y ]  (Fuzzy ARTMAP network output) 

The model proposed in this study consists of an 
intelligent system (flowchart shown in Fig. 1) for the 
study of students’ evasion in the IFMT, using an Fuzzy 
ARTMAP Neural network [6-8], Logic Fuzzy [24] and/or 
Dempster-Shafer’s Theory of Evidence - TDS [25]. 

Fig. 1. Flowchart of the neural system proposed to perform 
the prediction of the evasion group risk. 

The information of the database is pre-processed 
and converted into a binary database. The essentially 
binary conception is considerably worthwhile, because 
the neural network presents a more efficient behavior 
(prompt and better quality of answers) and allows the 
extraction of knowledge in a continuous way (continued 
training), seeking for a better adaptation to the conditions 
of the institution and improvement with time. 

In the phase of the neural analysis, if the answer is 
negative in relation to evasion, no action is adopted; just 
the register of the mentioned information is performed. If 

the answer of evasion is positive, the following step 
corresponds to a better discrimination about the quality of 
information (fine analysis) based on the use of Fuzzy 
module [24] and/or of the Dempster-Shafer’s Theory of 
Evidence [25]. Later, solutions that aim to revert students’ 
evasion will be proposed (proactive action).  

6 Application and analysis of the 
results  
The intelligent system, using a Fuzzy ARTMAP, 

Neural Network proposed to make the prediction of the 
risk group of students prone to evasion, was 
simplemented and tested with a database composed by 
1.650 rows e 42 columns in the training phsase of the 
network. A sample with 499 lines and 41 columns in the 
phase of validation and diagnosis, about 30%  of the 
training samples. Each line represents the inputs standard 
vector and  its corresponding desired output, in the 
training. The data  of the columns from 1 to 41 represent 
the attributes correspondent to vector a, input of the 
module ARTa. In column 42 are represent the desired 
outputs, vetcor b (input of the module ARTb) of the Fuzzy 
ARTMAP neural network. 

The parameters used in the database processing are 
specified in Table II. 

TABLE II.  Specification of the parameters: Fuzzy ARTMAP neural 
network. 

Parameters and References Values 
Parameters Values 

Choice parameter (α > 0) 0.001 
Training rate (β ϵ [0,1]) 1.0 
Vigilance parameter module ARTa  (a ϵ [0,1])  0.2 
Increasing in the vigilance parameter a () 0.05 
Vigilance prameter module ARTb  (b ϵ [0,1]) 0.999 
Vigilance parameter module inter-ARTab (ab ϵ [0,1]) 0.7 
Vigilance parameter in the match tracking (amat ϵ [0,1]) 0.75 

 

After the network training five simulations were 
performed, based on data for the diagnosis, for the 
validation of the model proposed, being that, in one of 
them the samples were processed in a naturally random 
way and the others in a randomized way. 

The results of the processing were compared and 
analyzed, using a criterion, called “voting criterion” [7], 
“0” or “1” of higher incidence for each of the inputs. The 
result of higher incidence constitutes the output of the 
neural network. 

Later, comparing the output from the network with 
the real situation of each sample of the group of students 
analyzed, it was possible to investigate the coincidence of 
the evasion (“1”) and non-evasion (“0”) among the 
samples processed and the reality. 

After concluding the phases of the processing of 
database through an Fuzzy ARTMAPNeural Network and 
respective analyses necessary to the understanding of the 
behavior in relation to students’ evasion and non-evasion, 
the results were compiled and, briefly, shown in Table III.  
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TABLE III.  Quantitative and perceptual results of the diagnosis of 
school evasion prediction . 

Diagnosis of 
School 

Evasion 

Quantitative and Percentages Values: Output of Network 

Evasion Non-Evasion Total of Samples 

Number % Number % Number % 
Samples 90 100 409 100 499 100 
Corrects 88 97.8 295 72.1 383 76.7 
Errs 2 2.2 114 27.9 116 23.3 

 

The reading, interpretation and data analysis in 
Table III show that: 

  of 499 samples, 90 of them corresponded to the 
evaded students and, 409 students who had 
concluded or attending a course, that is, not-
evading. 

 of 90 samples of evasion, the proposed system 
identified 88 evasion possibilities and ignored  2, 
with a margin of success of 97.8%. 

 among the 409 samples of non-evasion, the 
Fuzzy ARTMAP network proposed recognized 
295 samples in this situation and did not hit the 
target in 114, getting it right in 72.1% of the 
cases. 

 it reached the global accuracy of 76.7%, finding 
correctly 383 samples of a total of 499. 

The quantitative and percentage results of the 
previous diagnosis of the students with possibility of 
evasion can be perceived, more clearly in the graphs of 
Fig. 2 and Fig. 3, respectively. 

Fig. 2. Qualitative result of prediction of school evasion. 

Fig. 3. Percentage result of school evasion.   

Considering the experiment done and consistency of 
the results obtained, it can be inferred that the intelligent 
system, using Fuzzy ARTMAP, neural network proposed 
to identify the students prone to evasion, is a model with a 
significant degree of reliability and expresses accurately 
the situation in which the students analyzed are. 

Conclusion 
This study presented an innovative method to 

identify, in a proactive, continued and accurate way, the 
students considered to belong to the risk group of school 
dropout, using Fuzzy ARTMAP neural network. 

The analysis of the results showed that the proposed 
system is satisfactory, with global accuracy superior to 
76%, and with a significant degree of reliability, making 
possible the early identification, even in the first term of 
the course, the group of students likely to drop out. The 
anticipated identification of this group of students enables 
the institutional education, alongside the multidisciplinary 
team to adopt strategic, proactive and individualized 
measures with the aim of reducing or even mitigating the 
students’ evasion.  

It has been noted the consistency of the results, the 
accuracy and the efficiency of the system. However, one 
is dealing with the prediction of actions that come from 
the deliberations and decisions of human beings. 
Therefore, one recognizes the limitations of the 
methodology and its possible flaws, since the predictions 
fall beyond the complete determinism being evasion the 
result of a stochastic process.  

After the conclusion of this draft experiment, it has 
been verified that the method can be extended and 
recommended for implementation to other groups where 
considerable levels of evasion were observed, adjusting it 
to the specificities of each group  to be investigated. 

The system proposed, using the Fuzzy ARTMAP 
Neural Network has the advantage of the possibility of 
working with a set of complex data, as well as the 
insertion of new training patterns without the necessity of 
restarting the process, in view of its plasticity, therefore 
allowing for continuous learning.  

Hence, based on the results of the experiment, it is 
evident that the method proposed is a powerful, robust 
and innovative tool for the prediction of risk groups of 
student dropout, in higher education presential courses. It 
fills the gap existent in the worldwide scientific 
community productions, regarding the issue in question, 
and contributes with something that it is useful to society. 
Thus, with proactive action, to get a student with the 
potential to become a dropout to be successful is a noble 
mission, because they are dreams that become reality.  
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Abstract— Artificial Neural Networks are one of the 

Best tools for classification of complex sets of patterns. 

It’s a crucial issue which could assist physicians to make 

correct decisions. In this article, a specific application of 

AI is applied for a biomedical engineering purpose. The 

aim is to find the best classifier for discriminating Lasik 

eyes from non- Lasik ones, using neural networks. 

Previously Porkar and Sedigh Fazli [8] have been 

showed that how HMM can optimize the traditional 

statics method and now for obtaining more optimized 

systems, we continued our researches on using 

Intelligent neural networks supported by fuzzy logic 

.Two models are applied: One is MLP which is a base 

model on neural network and the other classifier is a 

hybrid neuro-fuzzy model called LoLiMoT. This 

process seems to be more accurate compared to 

statistical ones. 

 

Keywords: Neural networks, hybrid neuro-fuzzy model, 

MLP, Locally linear model tree, classification, corneal 

topography, Cornea transplant 

 

1. INTRODUCTION: 

Some 46,000 people have cornea transplants each 

year. This is a sight-saving surgery [5].Corneal 

surgery includes a complicated process; including 

two major steps: the first step consists of another 

process called donation process. It means that, in this 

process the donor will dedicate his cornea to the eye 

bank for transplanting the cornea to candidates. In the 

2
nd

 phase, the eye surgery specialist will do the 

cornea transplant.  Nowadays, one of the most 

important issues that are useful in many applications 

is to find the best fitting line and curve among the 

data. In fact, the aim of this work is to find limits for 

every category of data, helping us to find the order of 

data and to do a highly-accurate classification. Using 

the fitting line and curve has a vast usage, for 

instance one of the new applications of this method is 

in quantitative analysis of data. For example, it has 

already applied to determine the stickiness of proteins 
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of DNA [1]. In another article, there's a hint for the 

role of artificial neural system for dispersal data, this 

method is useful in data fitting [2] also previously 

some other intelligent systems has been used of 

image data classification [3]. 

2. LITERATURE REVIEW 

2.1 Cornea:  

The schema of an eye and its parts are illustrated in 

figure 2-1, the cornea can be seen in that figure. 

 
                       Fig. 1.1 schema of an eye 

 

The cornea is the clear, dome-shaped tissue covering 

the front of the eye. It is about the size of a dime and 

the thickness of a credit card. The cornea is kept 

moist and nourished by a thin layer of tears. It is kept 

smooth by the blinking of the eyelids. If the cornea 

becomes distorted in shape, scarred, or hazy (opaque) 

from disease or injury, the light rays passing through 

it are distorted and the vision is reduced. In some 

cases, a corneal transplant may be necessary to 

replace the diseased or injured cornea with a healthy, 

clear cornea to restore good vision [5]. 

2.2 Corneal surgery challenge: 

There is a big challenge in cornea surgery which is 

called the appropriation of donated cornea. Generally, 

there are some conditions which should be avoided in 

donor cornea which are listed as follows [6]: 

 
1) Viral transmission of disease 

2) Transmission of bacterial or fungal infections 

3) Transmission of malignant disease 

4) Transplantation of corneal disorders or those 

corneas which pose a risk to the success of the 

surgery. 
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In the 4
th

 category, the main sub-set includes Lasik 

eyes [7]. It means that the eyes which already had a 

Lasik operation are not appropriate for the cornea 

transplantation and in this case, the achievement 

would be only a big pain and some other side-effects 

for cornea transplant candidate. Also, it’s not so easy 

for transplant experts to find out if the donor cornea 

is a Lasik one or not? [7] 

 

To successfully implement these standards, Eye 

Banks must have consistent policies for the 

examination and the documentation of a prospective 

donor's available medical records, medical history or 

investigation of cause of death. One of the basic 

problems in graft surgery is to examine the quality of 

the dedicated corneal, since if the quality is low, 

corneal graft won't have a significant effect on the 

sight of the person. For instance, a factor which is 

very important here is to have no previous surgery on 

eyes and specially Lasik surgery; besides that not 

having illnesses like corneal hump are the parameters 

which are important for corneal gets grafted. One of 

the challenging problems in this project is to lose eye 

pressure after death which has a great effect on 

topography. Usually after death all parts of the body 

including eye get swelled which has an effect on the 

thickness of corneal and the topography. Thus, when 

the system gives us the results, they would have some 

problems [6]. 

 
2.3 Line fitting and classification [11]: 

In a 2 dimensional space, It assumes that, there is a 

line like ―m‖ and it’s defined as (xi, yi), I =1… m. For 

finding the best line we need to find the best a,b in 

the function as follows: 

 

F(x) = ax + b      (1) 

 

A sample for the best fitting for some specific points 

is illustrated in figure 2-2. In order to find the best 

line it needs to calculate the y distance of each point 

from the curve and the curve which has the minimum 

sum of the distance will be selected as the best fitting 

one, these distances are shown in figure 2-2 part B. 

 

 
Figure 2-2:  A. Sample of line fitting. B. distance of points to best 

line 

2.4 Curve Fitting Using HMM [8]: 

Previously, it has been shown that, in designing a 

classifier using Markov models for each stage it uses 

the line gained in the previous stage by Markov 

(Which is the major feature of Markov chain). And it 

could strongly fit some complex categories by 

Porkar, Sedigh Fazli and colleagues [8]. There is a 

sample of results for four points in the figure 2-3. 

 
 

Figure 2-3. Curve fitting with HMM (A. stage 3 B. stage 4) 

 

2.5 MLP model  

MLP model is the general and the most famous 

model of neural networks. The architecture is 

illustrated as follows:  

 

Figure 2 -4: MLP network Architecture 

2.5.1 Training Process:  

Training algorithm which is used here is supervised 

learning model. Here, the input layer units distribute 

input signals to the network. Connection weights 

modify the signals that pass through it. Hidden layers 

and output layer include a vector of processing 

elements with an activation function which is usually 

the sigmoid function. So that, the output of each 

processing unit for the forward pass will be defined 

as follows [12]: 

Si = ∑       
 
    (2) 

ui= f(Si)  (3)where   f(x) = 
 

           
 (4) 
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In the backward phase, algorithm makes use of the 

error back-propagation algorithm for weights 

adjustment through Gradient Descent approach. 

2.6 LoLiMoT neuro-fuzzy model 

2.6.1 Neuro-fuzzy modeling [12, 13, 14] 

Here the major idea is to divide the input space into 

smaller linear subspaces with fuzzy validity functions 

  (u) used to apply the hybrid locally linear neuro 

fuzzy model for function estimation. These functions 

describe the validity of each linear model in its region 

[13]. The validity function applied here is the 

normalized Gaussian function, which is defined as: 

(5) 

Where c is the center and s is the standard deviation 

of the Gaussian. The whole model is a neuro-fuzzy 

network with one hidden layer and a linear neuron in 

the output layer which simply calculates the weighted 

sum of the outputs of locally linear models (LLMs) 

as: 

(6), (7) 

Where u = [u1 u2  . . .  up]
T
 is the model input, M is 

the number of LLM neurons, and Wij denotes the 

LLM parameters of the i
th

 neuron[13]. The validity 

functions are chosen as normalized Gaussians; 

normalization is necessary for a proper interpretation 

of validity functions: 

                          (8) 

 

                                              (9) 

Each Gaussian validity function has two sets of 

parameters, centers (Cij) and standard deviations (δij) 

which are the 2M. Optimization or learning methods 

are used to adjust two sets of parameters: the rule-

consequent parameters of the locally linear models 

(Wij) and the rule premise parameters of validity 

functions (Cij and δij). A least squares optimization 

method is used to adjust the parameters of local linear 

models (Wij), and a learning algorithm (described 

below) is used to adjust the parameters of validity 

functions (Cij and δij)[14]. Global optimization of 

linear parameters is simply obtained by the least 

squares technique. The complete parameter vector 

contains M(p + 1) elements: 

 

         (10) 

And the associated regression matrix X for N 

measured data samples, is: 

    (11) 

 

        (12) 

Thus:  

 

         (13) 

Where α is the regularization parameter for avoiding 

any near singularity of matrix X
T
X. The structure of 

LLNF is shown in Figure 2-5. The remarkable 

properties of locally linear neuro-fuzzy model, its 

transparency and intuitive construction, lead to the 

use of least squares technique for rule antecedent 

parameters and incremental learning procedures for 

rule consequent parameters. All the possible divisions 

in the p dimensional input space are checked and the 

best is performed. For more detail refer to [12, 13, 

14]. 

 

Figure 2-5: Structure of locally linear neuro-fuzzy model 
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2.6.2. Learning Algorithm 

Locally Linear Model Tree (LOLIMOT) is a 

progressive tree construction algorithm that partitions 

the input space by axis bisection in all directions of 

input space. The LOLIMOT algorithm is described in 

five steps according to [14]: 

1. Start with an initial model: Start with a single 

LLM, which is a global linear model over the whole 

input space with   (u) = 1, and set M = 1. If there is 

a priori input space partitioning, it can be used as the 

initial structure. 

2. Find the worst LLM: Calculate a local loss 

function, for example, mean square error (MSE), for 

each of the i = 1,..., M, LLMs and find the worst 

performing LLM. 

3. Check all divisions: The worst LLM is considered 

for further refinement. The hyper rectangle (more 

than a three-dimensional rectangle or cube) of this 

LLM is split into two halves with an axis orthogonal 

split. Divisions in all dimensions are tried, and for 

each of the p divisions, the following steps are carried 

out. First, construct the multidimensional 

membership functions for both generated hyper 

rectangles and construct all validity functions: In part 

a, only the membership function of LLM that is split 

would change and the membership function of other 

neurons do not change, but all of the validity 

functions change that must be updated for all LLMs. 

Second, estimate the rule-consequent parameters for 

newly generated LLMs and third, calculate the loss 

function for the current overall model. 

4. Find the best division: The best of the p 

alternatives checked in step 3 is selected, and the 

related validity functions and LLMs are constructed. 

The number of LLM neurons is incremented M = M 

+ 1. 

5. Test the termination condition: If the termination 

condition is met, then stop; otherwise, go to step 2. 

The termination condition reaches to a predefined 

error between output (y) and LLNF output with M 

neuron ( ̂), that is, when the condition || y -  ̂|| << Ɛ is 

satisfied. In practice, we used a predefined number of 

neurons to LOLIMOT, plotted the error as a function 

of this number, and kept increasing the number of 

neurons until satisfactory performance was obtained. 

Details can be found in a work by Nelles [14]. 

  

Figure 2-6 illustrates the operation of the LOLIMOT 

algorithm in the first four iterations for a two-

dimensional input space. In iteration 1, a global linear 

model is fit to data. Then for refinement, input space 

is split into halves, and a local linear model is fit in 

each hyper rectangle. In iteration 2, first, the best 

possible splitting method is selected (e.g., in Fig.2-5, 

iteration 2 splitting along the u2 axis is assumed to be 

better), then in the selected model, the worst LLM 

should be used for further refinement (shaded 

rectangle or 2-1, for instance), and the algorithm 

continues with a default number of LLMs.  

 
Figure 2-6: Operation of the LOLIMOT algorithm in the first five 

iterations for a two dimensional input space. 

2.7 Corneal Topography 

2.7.1 Medical analysis of the different pictures from 

the systems [9]: 

The most important image is the one used for 

analysis of the surface of the corneal, called axial 

map or pathfinder. This picture, in general, shows the 

thickness of different parts of the corneal and in this 

task there had been more work on these two pictures 

to result preferences [10]. Also Keratometery view 

image gives some information related to the thickness 

of different parts of the corneal, the important point 

here is that in this picture all three circles and their 

thickness are important for graft surgery but for Lasik 

surgery only two of them are considered [8]. Other 

types of the pictures are numerical views which show 

the density of different parts thickness and we can 

realize how good the corneal is for the surgery 

through using this picture, to some extent [10].Photo 

Keratoscope cannot be sued for diagnosing Lasik. 

However, severe astigmatism and any surgery on 

corneal would be obvious and the effect is shown 

through some circles gathered in the direction of one 

axis. The final type of picture discussed here is 

profile view which can be useful for diagnosing as it 

shows cornea's curve beside the thickness [10] in 

figure 2-7  some types of the pictures are shown. 

 
 
Figure 2-7-A.  Numerical View            2-7-B. Keratometery View 
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2.8 Lasik 

Nowadays, it’s very popular to do the Lasik or laser 

surgery on eyes to improve some eye disabilities such 

as astigmatism and boosting patients’ eyesight and 

vision, but as it was discussed before, the Lasik 

surgery will cause some abnormalities on corneal 

graft which will make the graft unsuitable for corneal 

transplant. 

3. METHODOLOGY AND MODEL 

3.1 Data 

All the data are original data gathered from Iran Eye 

Bank which is the most reputed source in Iran. They 

generously gave us 254 samples of data including 

197 non-Lasik eyes and 54 Lasik eyes. All of them 

were collected from Humphrey device. The 

simulations in each stage have been conducted 

through Matlab software R2010b edition. 

3.2 Objectives and materials: 

Here the main objective is to find out whether a 

donor cornea is a Lasik one or not? Here we focused 

on only Lasik and non-Lasik eyes due to the fact that 

we had data from these two categories .it was 

necessary to use some corneas topographical images 

which all were provided by Orbscan and Humphrey 

topography machines.  Orbscan provides 2 major 

images from each eye: one is related to the front layer 

of cornea’s graft and the 2
nd

 one belongs to the back 

layer of cornea’s graft. So, totally there are 4 images 

from everyone’s eyes in Orbscan topography. It will 

help the experts to identify the keratoconus, it is of 

primary importance because the eyes with 

keratoconus abnormality are not suitable for corneal 

transplantation. Also its application is on diagnosis of 

hyperopia, Myopia and some other abnormalities on 

eyes. Humphrey is also presents some useful images. 

In this research the priority is to use the Pathfinder, 

axial and photokeratoscope images. 

3.3 Process (Model):  

For solving this problem, as it was mentioned in our 

previous work [8], we have 2 different Phases: 

1. Preprocessing ( image processing )  

2. Data application in hybrid model  

It could be urged that our solution to overcome this 

problem is illustrated in the following chart:  

 

Figure 3-3: Process steps chart Including 2 Major parts (Image 
processing and the classification phase)   

 

3.3.1 Preprocessing phase: 

Preprocessing phase consists of an image processing 

phase. First, we have to select an image for 

classification. Humphrey’s device images have been 

selected for image processing phase. The image 

which has been used for current research is named 

Pathfinder. As figure 2-7 shows, the image of corneal 

topography has redundant details. So, firstly it needs 

to eliminate some redundant parts of images. To 

standardize our work and to gain this objective, 

firstly some preprocesses has been conducted on the 

main image to extract a standard 159*159 image of 

corneal topography. The result is illustrated in Figure 

3-2. 

 

 
Figure 3-2 Result of first step image processing on topography 

image 159*159 pixels dimensions. 

 

As it is obvious in figure 3-2, there are still some 

redundant lines and curves which can cause some 

predicaments in classification, thus there is a need to 

do more image processing to eliminate redundant 

information. In order to achieve this purpose, an 

image processing method with the help of average 

neighbor color is used to find the filled black point. 

For obtaining the best possible result median filter 
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has been used too, however, to obtain better results, a 

little change in popular median filter, which has an 

ordering color capability, has been done. Darker 

colors more than thresholds were eliminated from the 

list and median colors have been taken from primary 

color image. The outcome of this method is 

illustrated in Figure 3-3. 

 

 
 

Figure3-3: The image obtained from 2nd image processing phase 

by eliminated lines. 

 

Finally, for simplification the next step will be done 

on average image which is obtained from three major 

colors in RGB system, and a sample for that image is 

demonstrated in figure 3-4: 

 

 
 

Figure3-4: Final image is now ready to start the work 

3.4 Neural Network Models: 

Now, we entered a new phase, called classification 

phase. In this new phase, two neural networks have 

been tested: the first one is a feed forward MLP 

model including 3 layers; in the first layer it includes 

4 neurons and in the 2
nd

 layer in includes 6 neurons 

and finally in last layer there is only one neuron (the 

activation function which is used here is sigmoid 

function). In the 2
nd

 neural network, we tried to use a 

hybrid neuro-fuzzy model and we realized that the 

LoLiMoT is the best one. Thus, LoLiMoT with 

specifications, which were discussed before in 

literature review, has been used for pattern 

classification. 

3.5 Feature Extraction: 

In this research, to reach a better convergence to 

appropriate answer in classification, it was preferred 

to apply some individual features of each image 

instead of importing all image data. Since, applying 

all information in image data causes a divergence 

from the correct answer. After some continuous 

studies on all possible features, following ones have 

been selected [8, 6]: 

a) Fast Fourier Transform (FFT) 

b) Cross Correlation 

c) dmax 

d) dmin 

 

Since in verified sample space, patterns are 

distributed complicatedly, using the mentioned two 

features cannot lead to an appropriate classification. 

Here using 2 features: FFT and Correlation, led to 

discriminating the classes but still the classes are too 

close to each other, therefore it will make some 

difficulties on classification. Here the solution is to 

extract some special features which individually 

belong to this specific application. These features 

come from the data obtained from Orbscan device 

which dominate some thickness values in 5 points of 

cornea. These two features are defined as follows: 

 

dmax = Vm – Vfmax   (14) 

 

dmin = Vm – Vfmin   (15) 

 

Where Vm is the value in the middle of cornea and 

Vfmin is the minimum value of the four values besides 

cornea and Vfmax is the maximum value of the four 

values besides cornea. 

 

For implementation of classifier, the patterns which 

are abstracted from Lasik corneas are gathered in one 

matrix and the non-Lasik ones in another matrix, thus 

the non-Lasik patterns for training set could be shown 

as follows: 

XN = ( ̅N1 ̅N2 …  ̅NNn)   (16) 

XN=[

          

         

           

           

          

          

       

       

]  (17) 

Where XN is non-Lasik cornea’s patterns matrix and 

Xci, Xfi,XmaxI and XminI belong to the correlation 

value, FFT value, dmax value and dmin value for i
th

 

pattern, respectively. So each column of the above 

matrix (each  ̅Ni is a vector which indicates a training 

pattern; also Nn shows the number of non-Lasik 

patterns. Similarly, the Lasik training patterns is 

presented in XL matrix:  

XL = ( ̅L1  ̅L2 …  ̅LNL)   (18) 
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XL= [

          

         

           

         

          

          

       

         

]  (19) 

Where NL shows the number of Lasik patterns.  

For generalization and simplification, the classifying 

system is designed in a way that it receives a matrix 

as input patterns and will determine the class of each 

pattern, so the Pattern and the Pattern class matrices 

could be defined as follows: 

Pattern = (XN XL)    (20) 

Then:  

Pattern = ( ̅N1 ̅N2…  ̅NNn ̅L1 ̅L2… ̅LNL)(NN NL)(21) 

Pattern Class = (1   1 …. 1   2   2 ….  2) (NN NL)  (22) 

In pattern class array, Number ―1‖ shows the non-

Lasik cornea’s class and Number ―2‖ determines the 

Lasik cornea’s class. 

4. RESULTS: 

After doing all the process which was mentioned 

above, the data which include 4 selected features are 

applied on 2 different neural networks. 

In the following table, the values of each extracted 

feature for around 18 images are demonstrated. But 

due to the limitation in paper only extracted features 

for the first 18
th

 images are shown: 

 Correlation FFT dmax dmin 
1 0.1674 195 73 106 

2 0.0317 244 102 69 

3 0.0206 255 31 95 

4 0.0298 184 61 133 

5 0.0821 191 88 185 

6 0.0703 190 74 117 

7 0.0314 185 107 151 

8 0.0621 158 129 162 

9 0.2104 240 104 172 

10 0.0373 159 57 116 

11 0.0277 241 62 124 

12 0.259 234 66 128 

13 0.2814 145 64 106 

14 0.1172 252 28 114 

15 0.0455 169 90 140 

16 0.1783 160 51 95 

17 0.2582 124 53 78 

18 0.1187 147 81 126 

Table 4-1: values of extracted features for first 18th patterns 

Both simulations are conducted with 254available 

patterns including 221 training samples which are 

separated into 2 parts: one includes 185 non-Lasik 

patterns while the second one contains 47 Lasik 

cornea’s patterns. The remaining 33 samples are 

considered for the test set which includes 7 Lasik 

patterns and 24 non-Lasik patterns. The first one is 

done through MLP and the 2
nd

 one is classified 

through LoLiMoT. The results are illustrated in the 

following figure      :  

 

Figure 4-1: Results for MLP and LoLiMoT for 33 test patterns 

As it illustrated in figure 4-1, the MLP performance 

is around 76.76% and 7 samples are recognized 

wrongly, LoLiMoT performance is around 94% and 

31 out of 33 test patterns have been recognized 

correctly and only 2 of them were classified wrongly, 

but the good news is that all the Lasik samples are 

recognized correctly as Lasik patterns; while 2 non-

Lasik patterns recognized wrongly as Lasik one.    

In order to evaluation of gained results, these results 

are compared to our previous experience with our 

colleagues on HMM application on the same subject. 

So that all results are gathered and illustrated as 

follows:  

 

MODEL KNN HMM MLP LoLiMoT 

PERFORMANCE 75.00% 86.00% 76.76% 94.00% 

 

As it is illustrated, the best classifier for this specific 

purpose is a classifier including LoLiMoT which is a 

Neuro-Fuzzy Hybrid system. 

5. CONCLUSION:  

In This paper, we proposed a novel method for the 

classification of corneal topography applied in cornea 

transplantation by using a Hybrid neuro-fuzzy model. 

As we saw, the results were more accurate than other 

systems such as HMM or a pure neural network. 

From a theoretical point of view, it presents a strong 
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classifier for complex distributed patterns. LoLiMoT 

proves that how an intelligent technique could 

optimize the answers in complex problems.  

Our major limitation here was the number of 

samples, however this lack of data is already covered 

through nice cooperation of Iran Eye Bank, it seems 

that still by increasing the data size, we can achieve 

more promising results. Also, in the next step, it is 

proposed to work on other eye diseases through this 

expert system which can help the physicians to make 

accurate decision in their diagnosis. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Dishkant"  implication (one of the QL implication-connectives) ,  from OML 

theory. 

 

Keywords:  Dishkant implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Dishkant-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1.  
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Dishkant implication ([22]) 

     i2(x,y) = c(c(y)) v (c(y) ^ c(x)) 

                                   # label("Df: i2"). 

 

% Definition of Dishkant-implication-restricted join 

     u2(x,y) =  i2(c(x),y)         # label("Df: u2"). 

 

% Definition of Dishkant-implication-restricted meet 

     int2(x,y) = c(i2(x,c(y)))     # label("Df: int2"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Dishkant-implication-

restricted definitions of "meet" and "join".  x, y, and z denote lattice nodes.  c(x) denotes 

the orthocomplement of x.  v denotes lattice join; ^ denotes lattice meet. 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
  y v (c(y) ^ (x v y)) =  

       x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)     (x v (y ^ z) =  
        (x v y) ^ (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])): 
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 

 
To form an implication-relativized version 

of any of the Foulis-Holland theorems, I 

replace meet and join in the consequents of 

Figure 2 with the corresponding implication- 

restricted meet and join (e.g., int2 and u2, as 

defined in Figure 1, are respectively meet 

and join defined in terms of implication-

connective i2 in Figure 1). I denote the 

resulting Foulis-Holland variant by adding 

the suffix ".N" to the name of  original 

theorem, where N = 2 denotes Dishkant-

implication-restricted. 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH1.2, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH1.2 is a consequence of OML:  

 

 

 
============================== PROOF ================================= 

 

% Proof 1 at 2.39 (+ 0.08) seconds: "Foulis-Holland Theorem 1.2". 

% Length of proof is 82. 

% Level of proof is 15. 

 

3 C(x,y) <-> x = (x ^ y) v (x ^ c(y)) # label("Df: commutes") # label(non_clause).  

[assumption]. 

4 C(x,y) & C(x,z) -> int2(x,u2(y,z)) = u2(int1(x,y),int2(x,z)) # label("Foulis-Holland 

Theorem 1.2") # label(non_clause) # label(goal).  [goal]. 

10 -C(x,y) | (x ^ y) v (x ^ c(y)) = x # label("Df: commutes").  [clausify(3)]. 

12 C(c1,c3) # label("Foulis-Holland Theorem 1.2").  [deny(4)]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 

15 x v y = y v x # label("AxL2").  [assumption]. 

16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

376 Int'l Conf. Artificial Intelligence |  ICAI'13  |



18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 

21 c(x) v x = 1 # label("AxOL2").  [assumption]. 

22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

25 i1(x,y) = c(x) v (x ^ y) # label("Df: i1").  [assumption]. 

26 i1(x,y) = c(x) v c(c(x) v c(y)).  [copy(25),rewrite([23(3)])]. 

27 i2(x,y) = c(c(y)) v (c(y) ^ c(x)) # label("Df: i2").  [assumption]. 

28 i2(x,y) = y v c(y v x).  [copy(27),rewrite([14(3),23(4),14(3),14(3)])]. 

37 u2(x,y) = i2(c(x),y) # label("Df: u2").  [assumption]. 

38 u2(x,y) = y v c(y v c(x)).  [copy(37),rewrite([28(3)])]. 

45 int1(x,y) = c(i1(x,c(y))) # label("Df: int1").  [assumption]. 

46 int1(x,y) = c(c(x) v c(c(x) v y)).  [copy(45),rewrite([26(3),14(5)])]. 

47 int2(x,y) = c(i2(x,c(y))) # label("Df: int2").  [assumption]. 

48 int2(x,y) = c(c(y) v c(c(y) v x)).  [copy(47),rewrite([28(3)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int2(c1,u2(c2,c3)) != u2(int1(c1,c2),int2(c1,c3)) # label("Foulis-Holland Theorem 

1.2") # answer("Foulis-Holland Theorem 1.2").  [deny(4)]. 

78 c(c(c3 v c(c3 v c(c2))) v c(c1 v c(c3 v c(c3 v c(c2))))) != c(c(c3) v c(c1 v c(c3))) v 

c(c(c1) v (c(c2 v c(c1)) v c(c(c3) v c(c1 v c(c3))))) # answer("Foulis-Holland Theorem 

1.2").  

[copy(77),rewrite([38(4),48(9),15(18),46(24),15(27),48(33),15(36),38(40),14(49),15(48),16

(48)])]. 

81 (c1 ^ c3) v (c1 ^ c(c3)) = c1.  [resolve(12,a,10,a)]. 

82 c(c3 v c(c1)) v c(c(c1) v c(c3)) = c1.  

[copy(81),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

98 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

99 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

108 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

109 x v (c(x v c(y v x)) v z) = y v (x v z).  

[para(76(a,1),16(a,1,1)),rewrite([16(2)]),flip(a)]. 

113 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

124 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(99),rewrite([113(8)])]. 

133 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

137 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

138 c(x v y) v c(x v c(x v y)) = c(x).  

[para(84(a,1),76(a,1,2,1,2)),rewrite([15(5),133(11)])]. 

141 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([137(6)])]. 

150 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

151 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

163 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

165 x v (y v c(x v c(z v x))) = y v (z v x).  [para(76(a,1),89(a,1,2)),flip(a)]. 

193 x v 1 = 1.  [para(141(a,1),15(a,1)),flip(a)]. 

195 x v (y v c(x)) = 1.  [back_rewrite(163),rewrite([193(5)])]. 

196 0 v x = x.  [para(150(a,1),15(a,1)),flip(a)]. 

210 x v (y v (z v c(x v y))) = 1.  [para(195(a,1),16(a,1)),flip(a)]. 

220 c(x) v c(y v x) = c(x).  [para(14(a,1),151(a,1,2,1,2))]. 

223 x v c(y v (z v c(x))) = x.  [para(16(a,1),151(a,1,2,1))]. 

225 x v (y v c(z v c(x))) = y v x.  [para(151(a,1),89(a,1,2)),flip(a)]. 

236 c(x) v (y v c(x v z)) = y v c(x).  [para(133(a,1),89(a,1,2)),flip(a)]. 

257 c(x) v (c(y v x) v z) = c(x) v z.  [para(220(a,1),16(a,1,1)),flip(a)]. 

260 c(x) v (y v c(z v x)) = y v c(x).  [para(220(a,1),89(a,1,2)),flip(a)]. 

305 x v (y v c(z v (u v c(x)))) = y v x.  [para(223(a,1),89(a,1,2)),flip(a)]. 

708 c3 v c(c3 v c(c1)) = c1 v c3.  

[para(82(a,1),225(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

741 x v c(x v c(y v c(x v y))) = 1.  

[para(98(a,1),124(a,1,2,1,1)),rewrite([83(2),15(6),196(8)])]. 

771 c3 v c(c1 v c3) = c3 v c(c1).  [para(708(a,1),108(a,1,2,1)),rewrite([15(10)])]. 

988 c(c1 v c3) v c(c3 v c(c1)) = c(c3).  

[para(708(a,1),138(a,1,1,1)),rewrite([708(12),771(10)])]. 

1025 c1 v c(c1 v c3) = c1 v c(c3).  

[para(988(a,1),225(a,1,2)),rewrite([15(10)]),flip(a)]. 
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1087 c1 v c(c1 v c(c3)) = c1 v c3.  [para(1025(a,1),108(a,1,2,1)),rewrite([15(10)])]. 

1096 c(c1 v c3) v c(c1 v c(c3)) = c(c1).  

[para(1025(a,1),138(a,1,1,1)),rewrite([1025(12),1087(12),15(10)])]. 

1166 c(x) v (y v (z v c(x v u))) = y v (z v c(x)).  

[para(16(a,1),236(a,1,2)),rewrite([16(9)])]. 

1399 c(c3) v c(c1 v c(c3)) = c(c1) v c(c3).  

[para(1096(a,1),257(a,1,2)),rewrite([15(5)]),flip(a)]. 

1409 c(c(c3 v c(c3 v c(c2))) v c(c1 v c(c3 v c(c3 v c(c2))))) != c(c(c1) v c(c3)) v 

c(c(c1) v (c(c2 v c(c1)) v c(c(c1) v c(c3)))) # answer("Foulis-Holland Theorem 1.2").  

[back_rewrite(78),rewrite([1399(29),1399(42)])]. 

3701 x v c(y v c(x v y)) = x.  

[para(741(a,1),108(a,1,2,1)),rewrite([83(2),150(2),15(5)]),flip(a)]. 

3711 x v c(y v c(y v x)) = x.  [para(15(a,1),3701(a,1,2,1,2,1))]. 

3720 x v c(y v x) = x v c(y).  

[para(3701(a,1),151(a,1,2,1)),rewrite([15(5),236(5)]),flip(a)]. 

3723 x v c(x v c(y)) = x v y.  

[para(3701(a,1),109(a,1,2)),rewrite([3720(3),3720(7),3720(10),14(8),305(10)])]. 

3932 c(c(c1) v c(c3)) v c(c(c1) v (c(c2 v c(c1)) v c(c(c1) v c(c3)))) != c(c(c1) v c(c2 v 

c3)) # answer("Foulis-Holland Theorem 1.2").  

[back_rewrite(1409),rewrite([3723(7),15(3),3723(12),15(8),3720(12),15(7)]),flip(a)]. 

3995 x v (y v c(x v c(z))) = y v (z v x).  [back_rewrite(165),rewrite([3720(3)])]. 

4051 c(c(c1) v c(c2 v c3)) != c(c3 v (c(c1) v c(c2))) v c(c(c1) v c(c3)) # 

answer("Foulis-Holland Theorem 1.2").  

[back_rewrite(3932),rewrite([3995(21),15(16),16(16),3720(15),15(15)]),flip(a)]. 

4097 x v (y v c(z v x)) = x v (y v c(z)).  

[para(210(a,1),3711(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1166(6)]),flip(a)]. 

4105 c(x v y) v c(c(y) v x) = c(x).  

[para(124(a,1),3711(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),260(8),15(4),133(4)]),flip(

a)]. 

4568 c(x v c(y v z)) = c(z v (x v c(y))) v c(x v c(z)).  

[para(225(a,1),4105(a,1,2,1)),rewrite([14(2),15(4),4097(4),14(10)]),flip(a)]. 

4569 $F # answer("Foulis-Holland Theorem 1.2").  [resolve(4568,a,4051,a)]. 

 

============================== end of proof ========================== 

 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH1.2 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  Note that some of “logical” proof lines in the above have been 

transformed to two text lines, with the derivation appearing on a text line following a text 

line containing the first part of that logical line. The detailed syntax and semantics of these 

notations can be found in [2].  All prover9 proofs are by default proofs by contradiction.   
 

 

The total time to produce the proofs in 

Figure 3 on the platform described in 

Section 2.0 was approximately 2.5 

seconds. 

 

 

4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH1.2  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Dishkant-implication restricted FH 

theorems are also derivable from OML.  

 

   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Dishkant-implication-restricted 

variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Dishkant-implication-restricted FH 

theorems is the subject of future work. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Dishkant"  implication (one of the QL implication-connectives) ,  from OML 

theory. 

 

Keywords:  Dishkant implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Dishkant-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1. 
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Dishkant implication ([22]) 

     i2(x,y) = c(c(y)) v (c(y) ^ c(x)) 

                                   # label("Df: i2"). 

 

% Definition of Dishkant-implication-restricted join 

     u2(x,y) =  i2(c(x),y)         # label("Df: u2"). 

 

% Definition of Dishkant-implication-restricted meet 

     int2(x,y) = c(i2(x,c(y)))     # label("Df: int2"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Dishkant-implication-

restricted definitions of "meet" and "join".  x, y, and z denote lattice nodes.  c(x) denotes 

the orthocomplement of x.  v denotes lattice join; ^ denotes lattice meet. 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
  y v (c(y) ^ (x v y)) =  

       x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)     (x v (y ^ z) =  
        (x v y) ^ (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])): 
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 

 
To form an implication-relativized version 

of any of the Foulis-Holland theorems, I 

replace meet and join in the consequents of 

Figure 2 with the corresponding implication- 

restricted meet and join (e.g., int2 and u2, as 

defined in Figure 1, are respectively meet 

and join defined in terms of implication-

connective i2 in Figure 1). I denote the 

resulting Foulis-Holland variant by adding 

the suffix ".N" to the name of  original 

theorem, where N = 2 denotes Dishkant-

implication-restricted. 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH2.2, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH2.2 is a consequence of OML:  

 

 
============================== PROOF ================================= 

 

% Proof 1 at 3.63 (+ 0.11) seconds: "Foulis-Holland Theorem 2.2". 

% Length of proof is 84. 

% Level of proof is 14. 

% Maximum clause weight is 51. 

% Given clauses 295. 

 

3 C(x,y) <-> x = (x ^ y) v (x ^ c(y)) # label("Df: commutes") # label(non_clause).  

[assumption]. 

4 C(x,y) & C(x,z) -> int2(y,u2(x,z)) = u2(int2(y,x),int2(y,z)) # label("Foulis-Holland 

Theorem 2.2") # label(non_clause) # label(goal).  [goal]. 

10 -C(x,y) | (x ^ y) v (x ^ c(y)) = x # label("Df: commutes").  [clausify(3)]. 

12 C(c1,c3) # label("Foulis-Holland Theorem 2.2").  [deny(4)]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 

15 x v y = y v x # label("AxL2").  [assumption]. 
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16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 

21 c(x) v x = 1 # label("AxOL2").  [assumption]. 

22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

27 i2(x,y) = c(c(y)) v (c(y) ^ c(x)) # label("Df: i2").  [assumption]. 

28 i2(x,y) = y v c(y v x).  [copy(27),rewrite([14(3),23(4),14(3),14(3)])]. 

37 u2(x,y) = i2(c(x),y) # label("Df: u2").  [assumption]. 

38 u2(x,y) = y v c(y v c(x)).  [copy(37),rewrite([28(3)])]. 

47 int2(x,y) = c(i2(x,c(y))) # label("Df: int2").  [assumption]. 

48 int2(x,y) = c(c(y) v c(c(y) v x)).  [copy(47),rewrite([28(3)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int2(c2,u2(c1,c3)) != u2(int2(c2,c1),int2(c2,c3)) # label("Foulis-Holland Theorem 

2.2") # answer("Foulis-Holland Theorem 2.2").  [deny(4)]. 

78 c(c(c3 v c(c3 v c(c1))) v c(c2 v c(c3 v c(c3 v c(c1))))) != c(c(c3) v c(c2 v c(c3))) v 

c(c(c1) v (c(c2 v c(c1)) v c(c(c3) v c(c2 v c(c3))))) # answer("Foulis-Holland Theorem 

2.2").  

[copy(77),rewrite([38(4),48(9),15(18),48(24),15(27),48(33),15(36),38(40),14(49),15(48),16

(48)])]. 

81 (c1 ^ c3) v (c1 ^ c(c3)) = c1.  [resolve(12,a,10,a)]. 

82 c(c3 v c(c1)) v c(c(c1) v c(c3)) = c1.  

[copy(81),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

97 x v (c(x) v y) = 1 v y.  [para(22(a,1),16(a,1,1)),flip(a)]. 

98 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

99 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

108 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

113 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

124 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(99),rewrite([113(8)])]. 

133 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

137 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

141 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([137(6)])]. 

144 x v (c(x) v y) = 1.  [back_rewrite(97),rewrite([141(5)])]. 

150 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

151 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

163 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

193 x v 1 = 1.  [para(141(a,1),15(a,1)),flip(a)]. 

195 x v (y v c(x)) = 1.  [back_rewrite(163),rewrite([193(5)])]. 

196 0 v x = x.  [para(150(a,1),15(a,1)),flip(a)]. 

207 x v (y v (c(x v y) v z)) = 1.  [para(144(a,1),16(a,1)),flip(a)]. 

210 x v (y v (z v c(x v y))) = 1.  [para(195(a,1),16(a,1)),flip(a)]. 

220 c(x) v c(y v x) = c(x).  [para(14(a,1),151(a,1,2,1,2))]. 

221 x v (c(y v c(x)) v z) = x v z.  [para(151(a,1),16(a,1,1)),flip(a)]. 

225 x v (y v c(z v c(x))) = y v x.  [para(151(a,1),89(a,1,2)),flip(a)]. 

234 c(x) v (c(x v y) v z) = c(x) v z.  [para(133(a,1),16(a,1,1)),flip(a)]. 

236 c(x) v (y v c(x v z)) = y v c(x).  [para(133(a,1),89(a,1,2)),flip(a)]. 

257 c(x) v (c(y v x) v z) = c(x) v z.  [para(220(a,1),16(a,1,1)),flip(a)]. 

260 c(x) v (y v c(z v x)) = y v c(x).  [para(220(a,1),89(a,1,2)),flip(a)]. 

313 x v (y v (z v c(y v x))) = 1.  [para(15(a,1),210(a,1,2,2,2,1))]. 

665 x v (y v (c(z v c(x)) v u)) = y v (x v u).  [para(221(a,1),89(a,1,2)),flip(a)]. 

708 c3 v c(c3 v c(c1)) = c1 v c3.  

[para(82(a,1),225(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

727 c(c(c3) v c(c2 v c(c3))) v c(c(c1) v (c(c2 v c(c1)) v c(c(c3) v c(c2 v c(c3))))) != 

c(c(c1 v c3) v c(c2 v c(c1 v c3))) # answer("Foulis-Holland Theorem 2.2").  

[back_rewrite(78),rewrite([708(7),708(12)]),flip(a)]. 

742 x v c(x v c(y v c(x v y))) = 1.  

[para(98(a,1),124(a,1,2,1,1)),rewrite([83(2),15(6),196(8)])]. 

936 c(x) v (y v (c(x v z) v u)) = y v (c(x) v u).  [para(234(a,1),89(a,1,2)),flip(a)]. 

1410 c(x) v (y v (z v c(u v x))) = y v (z v c(x)).  

[para(16(a,1),260(a,1,2)),rewrite([16(9)])]. 

3701 x v c(y v c(x v y)) = x.  

[para(742(a,1),108(a,1,2,1)),rewrite([83(2),150(2),15(5)]),flip(a)]. 
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3711 x v c(y v c(y v x)) = x.  [para(15(a,1),3701(a,1,2,1,2,1))]. 

3720 x v c(y v x) = x v c(y).  

[para(3701(a,1),151(a,1,2,1)),rewrite([15(5),236(5)]),flip(a)]. 

3961 c(c(c2) v c(c3)) v c(c(c1) v (c(c2 v c(c1)) v c(c(c2) v c(c3)))) != c(c(c2) v c(c1 v 

c3)) # answer("Foulis-Holland Theorem 2.2").  

[back_rewrite(727),rewrite([3720(8),15(5),3720(21),15(18),3720(35),15(30)])]. 

4094 x v c(x v y) = x v c(y).  

[para(3711(a,1),151(a,1,2,1)),rewrite([15(5),260(5)]),flip(a)]. 

4095 x v (c(y v x) v z) = x v (c(y) v z).  

[para(207(a,1),3711(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),936(6)]),flip(a)]. 

4101 x v (y v c(x v z)) = x v (y v c(z)).  

[para(313(a,1),3711(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1410(6)]),flip(a)]. 

4104 c(x v y) v c(c(y) v x) = c(x).  

[para(124(a,1),3711(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),260(8),15(4),133(4)]),flip(

a)]. 

4151 c(c(c2) v c(c1 v c3)) != c(c3 v (c(c1) v c(c2))) v c(c(c2) v c(c3)) # 

answer("Foulis-Holland Theorem 2.2").  

[back_rewrite(3961),rewrite([4095(21),4094(17),14(13),15(12),89(13),15(15)]),flip(a)]. 

4341 x v c(y v (z v x)) = x v c(y v z).  [para(16(a,1),3720(a,1,2,1))]. 

4345 c(x) v c(y v c(z v x)) = c(x) v c(y).  

[para(3720(a,1),257(a,1,2)),rewrite([257(6)]),flip(a)]. 

4871 x v (y v (c(z v x) v u)) = y v (x v (c(z) v u)).  

[para(4095(a,1),89(a,1,2)),flip(a)]. 

5754 c(x v y) v c(y v c(z v x)) = c(y).  

[para(4341(a,1),4345(a,1,2,1)),rewrite([15(11),220(11)])]. 

5779 c(x v c(y v z)) v c(z v x) = c(x).  [para(5754(a,1),15(a,1)),flip(a)]. 

5899 c(x v c(y v z)) v c(y v x) = c(x).  [para(15(a,1),5779(a,1,1,1,2,1))]. 

6092 c(x v (y v c(z v u))) v c(z v (x v y)) = c(x v y).  [para(16(a,1),5899(a,1,1,1))]. 

6102 c(x v (c(y v z) v c(y v u))) v c(y v (x v c(z))) = c(x v c(y v z)).  

[para(4101(a,1),5899(a,1,2,1)),rewrite([16(6)])]. 

6196 c(x v (c(y v z) v u)) = c(x v (z v (c(y) v u))) v c(x v (c(z) v u)).  

[para(665(a,1),4104(a,1,2,1)),rewrite([14(2),15(5),4871(5),14(12)]),flip(a)]. 

6230 c(x v c(y v z)) = c(x v (z v c(y))) v c(x v c(z)).  

[back_rewrite(6102),rewrite([6196(7),133(4),16(16),6092(15)]),flip(a)]. 

6565 $F # answer("Foulis-Holland Theorem 2.2").  

[back_rewrite(4151),rewrite([6230(8),15(7),16(7)]),xx(a)]. 

 

============================== end of proof ========================== 

 

 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH2.2 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  Note that some of “logical” proof lines in the above have been 

transformed to two text lines, with the derivation appearing on a text line following a text 

line containing the first part of that logical line. The detailed syntax and semantics of these 

notations can be found in [2].  All prover9 proofs are by default proofs by contradiction.   
 

 

The total time to produce the proofs in 

Figure 3 on the platform described in 

Section 2.0 was approximately 2.5 

seconds. 

 

4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH2.2  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Dishkant-implication restricted FH 

theorems are also derivable from OML.  
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   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Dishkant-implication-restricted 

variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Dishkant-implication-restricted FH 

theorems is the subject of future work. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Dishkant"  implication (one of the QL implication-connectives) ,  from OML 

theory. 

 

Keywords:  Dishkant implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Dishkant-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1.  
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Dishkant implication ([22]) 

     i2(x,y) = c(c(y)) v (c(y) ^ c(x)) 

                                   # label("Df: i2"). 

 

% Definition of Dishkant-implication-restricted join 

     u2(x,y) =  i2(c(x),y)         # label("Df: u2"). 

 

% Definition of Dishkant-implication-restricted meet 

     int2(x,y) = c(i2(x,c(y)))     # label("Df: int2"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Dishkant-implication-

restricted definitions of "meet" and "join".  x, y, and z denote lattice nodes.  c(x) denotes 

the orthocomplement of x.  v denotes lattice join; ^ denotes lattice meet. 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
   y v (c(y) ^ (x v y)) =  

     x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)     (x v (y ^ z) =  
      (x v y) ^ (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])): 
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 

 
To form an implication-relativized version 

of any of the Foulis-Holland theorems, I 

replace meet and join in the consequents of 

Figure 2 with the corresponding implication- 

restricted meet and join (e.g., int2 and u2, as 

defined in Figure 1, are respectively meet 

and join defined in terms of implication-

connective i2 in Figure 1). I denote the 

resulting Foulis-Holland variant by adding 

the suffix ".N" to the name of  original 

theorem, where N = 2 denotes Dishkant-

implication-restricted. 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH3.2, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH3.2 is a consequence of OML:  

 

 
 

 

============================== PROOF ================================= 

 

% Proof 1 at 3.62 (+ 0.09) seconds: "Foulis-Holland Theorem 3.2". 

% Length of proof is 95. 

% Level of proof is 14. 

 

4 C(Cx,y) & C(X,z) -> u2(x,int2(y,z)) = int2(u2(x,y),u2(x,z)) # label("Foulis-Holland 

Theorem 3.2") # label(non_clause) # label(goal).  [goal]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 

15 x v y = y v x # label("AxL2").  [assumption]. 

16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 
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21 c(x) v x = 1 # label("AxOL2").  [assumption]. 

22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

27 i2(x,y) = c(c(y)) v (c(y) ^ c(x)) # label("Df: i2").  [assumption]. 

28 i2(x,y) = y v c(y v x).  [copy(27),rewrite([14(3),23(4),14(3),14(3)])]. 

37 u2(x,y) = i2(c(x),y) # label("Df: u2").  [assumption]. 

38 u2(x,y) = y v c(y v c(x)).  [copy(37),rewrite([28(3)])]. 

47 int2(x,y) = c(i2(x,c(y))) # label("Df: int2").  [assumption]. 

48 int2(x,y) = c(c(y) v c(c(y) v x)).  [copy(47),rewrite([28(3)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int2(u2(c3,c1),u2(c3,c2)) != u2(c3,int2(c1,c2)) # label("Foulis-Holland Theorem 3.2") 

# answer("Foulis-Holland Theorem 3.2").  [deny(4)]. 

78 c(c(c2 v c(c2 v c(c3))) v c(c1 v (c(c1 v c(c3)) v c(c2 v c(c2 v c(c3)))))) != c(c(c2) 

v c(c1 v c(c2))) v c(c(c3) v c(c(c2) v c(c1 v c(c2)))) # answer("Foulis-Holland Theorem 

3.2").  

[copy(77),rewrite([38(3),38(10),48(15),15(24),16(24),48(31),15(34),38(38),15(48)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

97 x v (c(x) v y) = 1 v y.  [para(22(a,1),16(a,1,1)),flip(a)]. 

98 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

99 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

108 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

109 x v (c(x v c(y v x)) v z) = y v (x v z).  

[para(76(a,1),16(a,1,1)),rewrite([16(2)]),flip(a)]. 

110 x v (y v c(x v (y v c(z v (x v y))))) = z v (x v y).  

[para(76(a,1),16(a,1)),rewrite([16(7)]),flip(a)]. 

113 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

124 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(99),rewrite([113(8)])]. 

126 x v (c(y v x) v c(c(y) v x)) = 1.  [back_rewrite(68),rewrite([113(8)])]. 

133 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

137 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

141 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([137(6)])]. 

144 x v (c(x) v y) = 1.  [back_rewrite(97),rewrite([141(5)])]. 

146 x v c(c(x) v y) = x.  [para(14(a,1),85(a,1,2,1,2))]. 

150 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

151 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

163 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

165 x v (y v c(x v c(z v x))) = y v (z v x).  [para(76(a,1),89(a,1,2)),flip(a)]. 

193 x v 1 = 1.  [para(141(a,1),15(a,1)),flip(a)]. 

195 x v (y v c(x)) = 1.  [back_rewrite(163),rewrite([193(5)])]. 

196 0 v x = x.  [para(150(a,1),15(a,1)),flip(a)]. 

207 x v (y v (c(x v y) v z)) = 1.  [para(144(a,1),16(a,1)),flip(a)]. 

210 x v (y v (z v c(x v y))) = 1.  [para(195(a,1),16(a,1)),flip(a)]. 

215 x v (c(c(x) v y) v z) = x v z.  [para(146(a,1),16(a,1,1)),flip(a)]. 

220 c(x) v c(y v x) = c(x).  [para(14(a,1),151(a,1,2,1,2))]. 

221 x v (c(y v c(x)) v z) = x v z.  [para(151(a,1),16(a,1,1)),flip(a)]. 

223 x v c(y v (z v c(x))) = x.  [para(16(a,1),151(a,1,2,1))]. 

230 x v (y v c(y v x)) = 1.  [para(15(a,1),98(a,1,2,2,1))]. 

234 c(x) v (c(x v y) v z) = c(x) v z.  [para(133(a,1),16(a,1,1)),flip(a)]. 

236 c(x) v (y v c(x v z)) = y v c(x).  [para(133(a,1),89(a,1,2)),flip(a)]. 

257 c(x) v (c(y v x) v z) = c(x) v z.  [para(220(a,1),16(a,1,1)),flip(a)]. 

259 c(x v y) v c(y v c(x v y)) = c(y).  

[para(220(a,1),76(a,1,2,1,2,1)),rewrite([14(6),15(5),220(11)])]. 

260 c(x) v (y v c(z v x)) = y v c(x).  [para(220(a,1),89(a,1,2)),flip(a)]. 

262 x v (y v (c(y v x) v z)) = 1.  

[para(230(a,1),16(a,1,1)),rewrite([141(2),16(5)]),flip(a)]. 

305 x v (y v c(z v (u v c(x)))) = y v x.  [para(223(a,1),89(a,1,2)),flip(a)]. 

313 x v (y v (z v c(y v x))) = 1.  [para(15(a,1),210(a,1,2,2,2,1))]. 

326 c(c(x) v y) v (z v x) = z v x.  

[para(146(a,1),110(a,1,2,2,1,2,2,1,2)),rewrite([215(10),165(9),146(9)])]. 

665 x v (y v (c(z v c(x)) v u)) = y v (x v u).  [para(221(a,1),89(a,1,2)),flip(a)]. 

741 x v c(x v c(y v c(x v y))) = 1.  

[para(98(a,1),124(a,1,2,1,1)),rewrite([83(2),15(6),196(8)])]. 

855 c(x) v (y v (c(z v x) v u)) = c(x) v (y v u).  

[para(326(a,1),215(a,1,2,1,1)),rewrite([16(6),16(9)])]. 
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935 c(x) v (y v (c(x v z) v u)) = y v (c(x) v u).  [para(234(a,1),89(a,1,2)),flip(a)]. 

1409 c(x) v (y v (z v c(u v x))) = y v (z v c(x)).  

[para(16(a,1),260(a,1,2)),rewrite([16(9)])]. 

3701 x v c(y v c(x v y)) = x.  

[para(741(a,1),108(a,1,2,1)),rewrite([83(2),150(2),15(5)]),flip(a)]. 

3711 x v c(y v c(y v x)) = x.  [para(15(a,1),3701(a,1,2,1,2,1))]. 

3720 x v c(y v x) = x v c(y).  

[para(3701(a,1),151(a,1,2,1)),rewrite([15(5),236(5)]),flip(a)]. 

3723 x v c(x v c(y)) = x v y.  

[para(3701(a,1),109(a,1,2)),rewrite([3720(3),3720(7),3720(10),14(8),305(10)])]. 

3993 c(x v y) v c(y v c(x)) = c(y).  [back_rewrite(259),rewrite([3720(5)])]. 

3994 x v (y v c(x v c(z))) = y v (z v x).  [back_rewrite(165),rewrite([3720(3)])]. 

3996 c(c(c2 v c3) v c(c1 v (c3 v c(c2)))) != c3 v c(c(c1) v c(c2)) # answer("Foulis-

Holland Theorem 3.2").  

[back_rewrite(78),rewrite([3723(7),3723(17),15(15),3994(16),15(11),15(12),16(12),3720(11)

,3720(21),15(18),3720(29),15(26),3720(30),14(22),15(21)])]. 

4094 x v c(x v y) = x v c(y).  

[para(3711(a,1),151(a,1,2,1)),rewrite([15(5),260(5)]),flip(a)]. 

4095 x v (c(y v x) v z) = x v (c(y) v z).  

[para(207(a,1),3711(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),935(6)]),flip(a)]. 

4100 x v (c(x v y) v z) = c(y) v (x v z).  

[para(262(a,1),3711(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),855(6)]),flip(a)]. 

4101 x v (y v c(x v z)) = x v (y v c(z)).  

[para(313(a,1),3711(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1409(6)]),flip(a)]. 

4104 c(x v y) v c(c(y) v x) = c(x).  

[para(124(a,1),3711(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),260(8),15(4),133(4)]),flip(

a)]. 

4105 c(x v y) v c(c(x) v y) = c(y).  

[para(126(a,1),3711(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),260(8),15(4),220(4)]),flip(

a)]. 

4340 x v c(y v (z v x)) = x v c(y v z).  [para(16(a,1),3720(a,1,2,1))]. 

4344 c(x) v c(y v c(z v x)) = c(x) v c(y).  

[para(3720(a,1),257(a,1,2)),rewrite([257(6)]),flip(a)]. 

4424 c(c(x v y) v z) = c(c(x) v z) v c(c(y) v (x v z)).  

[para(234(a,1),3993(a,1,1,1)),rewrite([14(8),15(7),4100(7)]),flip(a)]. 

4512 c(c2 v c(c3)) v c(c(c2) v c(c1 v c3)) != c3 v c(c(c1) v c(c2)) # answer("Foulis-

Holland Theorem 3.2").  

[back_rewrite(3996),rewrite([4424(13),4340(10),223(19),15(12),15(14)])]. 

4871 x v (y v (c(z v x) v u)) = y v (x v (c(z) v u)).  

[para(4095(a,1),89(a,1,2)),flip(a)]. 

5754 c(x v y) v c(y v c(z v x)) = c(y).  

[para(4340(a,1),4344(a,1,2,1)),rewrite([15(11),220(11)])]. 

5779 c(x v c(y v z)) v c(z v x) = c(x).  [para(5754(a,1),15(a,1)),flip(a)]. 

5899 c(x v c(y v z)) v c(y v x) = c(x).  [para(15(a,1),5779(a,1,1,1,2,1))]. 

6092 c(x v (y v c(z v u))) v c(z v (x v y)) = c(x v y).  [para(16(a,1),5899(a,1,1,1))]. 

6102 c(x v (c(y v z) v c(y v u))) v c(y v (x v c(z))) = c(x v c(y v z)).  

[para(4101(a,1),5899(a,1,2,1)),rewrite([16(6)])]. 

6196 c(x v (c(y v z) v u)) = c(x v (z v (c(y) v u))) v c(x v (c(z) v u)).  

[para(665(a,1),4104(a,1,2,1)),rewrite([14(2),15(5),4871(5),14(12)]),flip(a)]. 

6230 c(x v c(y v z)) = c(x v (z v c(y))) v c(x v c(z)).  

[back_rewrite(6102),rewrite([6196(7),133(4),16(16),6092(15)]),flip(a)]. 

6561 $F # answer("Foulis-Holland Theorem 3.2").  

[back_rewrite(4512),rewrite([6230(13),15(12),16(12),89(21),4105(20),14(11),15(10),4094(10

)]),xx(a)]. 

 

============================== end of proof ========================== 

 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH3.2 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  Note that some of “logical” proof lines in the above have been 

transformed to two text lines, with the derivation appearing on a text line following a text 

line containing the first part of that logical line. The detailed syntax and semantics of these 

notations can be found in [2].  All prover9 proofs are by default proofs by contradiction.   
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The total time to produce the proofs in 

Figure 3 on the platform described in 

Section 2.0 was approximately 4.5 

seconds. 

 

 

4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH3.2  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Dishkant-implication restricted FH 

theorems are also derivable from OML.  

 

   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Dishkant-implication-restricted 

variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Dishkant-implication-restricted FH 

theorems is the subject of future work. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Dishkant"  implication (one of the QL implication-connectives) ,  from OML 

theory. 

 

Keywords:  Dishkant implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Dishkant-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1.  
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Dishkant implication ([22]) 

     i2(x,y) = c(c(y)) v (c(y) ^ c(x)) 

                                   # label("Df: i2"). 

 

% Definition of Dishkant-implication-restricted join 

     u2(x,y) =  i2(c(x),y)         # label("Df: u2"). 

 

% Definition of Dishkant-implication-restricted meet 

     int2(x,y) = c(i2(x,c(y)))     # label("Df: int2"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Dishkant-implication-

restricted definitions of "meet" and "join".  x, y, and z denote lattice nodes.  c(x) denotes 

the orthocomplement of x.  v denotes lattice join; ^ denotes lattice meet. 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
   y v (c(y) ^ (x v y)) =  

      x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)     (x v (y ^ z) =  

        (x v y) ^ (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])):
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 

 
To form an implication-relativized version 

of any of the Foulis-Holland theorems, I 

replace meet and join in the consequents of 

Figure 2 with the corresponding implication- 

restricted meet and join (e.g., int2 and u2, as 

defined in Figure 1, are respectively meet 

and join defined in terms of implication-

connective i2 in Figure 1). I denote the 

resulting Foulis-Holland variant by adding 

the suffix ".N" to the name of  original 

theorem, where N = 2 denotes Dishkant-

implication-restricted. 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH4.2, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH4.2 is a consequence of OML:  

 
 

 

 

============================== PROOF ================================= 

 

% Proof 1 at 3.60 (+ 0.11) seconds: "Foulis-Holland Theorem 4.1". 

% Length of proof is 123. 

% Level of proof is 16. 

 

3 C(x,y) <-> x = (x ^ y) v (x ^ c(y)) # label("Df: commutes") # label(non_clause).  

[assumption]. 

4 C(x,y) & C(x,z) -> u1(y,int1(x,z)) = int1(u1(y,x),u1(y,z)) # label("Foulis-Holland 

Theorem 4.1") # label(non_clause) # label(goal).  [goal]. 

10 -C(x,y) | (x ^ y) v (x ^ c(y)) = x # label("Df: commutes").  [clausify(3)]. 

11 C(c1,c2) # label("Foulis-Holland Theorem 4.1").  [deny(4)]. 

12 C(c1,c3) # label("Foulis-Holland Theorem 4.1").  [deny(4)]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 

15 x v y = y v x # label("AxL2").  [assumption]. 
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16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 

21 c(x) v x = 1 # label("AxOL2").  [assumption]. 

22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

25 i1(x,y) = c(x) v (x ^ y) # label("Df: i1").  [assumption]. 

26 i1(x,y) = c(x) v c(c(x) v c(y)).  [copy(25),rewrite([23(3)])]. 

35 u1(x,y) = i1(c(x),y) # label("Df: u1").  [assumption]. 

36 u1(x,y) = x v c(x v c(y)).  [copy(35),rewrite([26(3),14(3),14(3)])]. 

45 int1(x,y) = c(i1(x,c(y))) # label("Df: int1").  [assumption]. 

46 int1(x,y) = c(c(x) v c(c(x) v y)).  [copy(45),rewrite([26(3),14(5)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int1(u1(c2,c1),u1(c2,c3)) != u1(c2,int1(c1,c3)) # label("Foulis-Holland Theorem 4.1") 

# answer("Foulis-Holland Theorem 4.1").  [deny(4)]. 

78 c(c(c2 v c(c2 v c(c1))) v c(c2 v (c(c2 v c(c3)) v c(c2 v c(c2 v c(c1)))))) != c2 v 

c(c2 v (c(c1) v c(c3 v c(c1)))) # answer("Foulis-Holland Theorem 4.1").  

[copy(77),rewrite([36(3),36(10),46(15),15(24),16(24),46(31),15(34),36(38),14(39)])]. 

79 (c1 ^ c2) v (c1 ^ c(c2)) = c1.  [resolve(11,a,10,a)]. 

80 c(c2 v c(c1)) v c(c(c1) v c(c2)) = c1.  

[copy(79),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

81 (c1 ^ c3) v (c1 ^ c(c3)) = c1.  [resolve(12,a,10,a)]. 

82 c(c3 v c(c1)) v c(c(c1) v c(c3)) = c1.  

[copy(81),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

97 x v (c(x) v y) = 1 v y.  [para(22(a,1),16(a,1,1)),flip(a)]. 

98 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

99 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

101 x v (c(y v x) v (c(c(y) v x) v z)) = 1_2 v z.  

[para(68(a,1),16(a,1,1)),rewrite([16(9)]),flip(a)]. 

108 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

110 x v (y v c(x v (y v c(z v (x v y))))) = z v (x v y).  

[para(76(a,1),16(a,1)),rewrite([16(7)]),flip(a)]. 

113 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

122 x v (c(y v x) v (c(c(y) v x) v z)) = 1 v z.  [back_rewrite(101),rewrite([113(9)])]. 

124 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(99),rewrite([113(8)])]. 

133 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

137 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

138 c(x v y) v c(x v c(x v y)) = c(x).  

[para(84(a,1),76(a,1,2,1,2)),rewrite([15(5),133(11)])]. 

141 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([137(6)])]. 

143 x v (c(y v x) v (c(c(y) v x) v z)) = 1.  [back_rewrite(122),rewrite([141(10)])]. 

144 x v (c(x) v y) = 1.  [back_rewrite(97),rewrite([141(5)])]. 

146 x v c(c(x) v y) = x.  [para(14(a,1),85(a,1,2,1,2))]. 

150 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

151 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

163 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

165 x v (y v c(x v c(z v x))) = y v (z v x).  [para(76(a,1),89(a,1,2)),flip(a)]. 

166 c(c(c2 v c(c2 v c(c1))) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c2 v c(c2 v (c(c1) v 

c(c3 v c(c1)))) # answer("Foulis-Holland Theorem 4.1").  

[para(89(a,1),78(a,1,1,2,1)),rewrite([108(23),15(17),15(18),16(18)])]. 

194 x v 1 = 1.  [para(141(a,1),15(a,1)),flip(a)]. 

196 x v (y v c(x)) = 1.  [back_rewrite(163),rewrite([194(5)])]. 

197 0 v x = x.  [para(150(a,1),15(a,1)),flip(a)]. 

208 x v (y v (c(x v y) v z)) = 1.  [para(144(a,1),16(a,1)),flip(a)]. 

211 x v (y v (z v c(x v y))) = 1.  [para(196(a,1),16(a,1)),flip(a)]. 

216 x v (c(c(x) v y) v z) = x v z.  [para(146(a,1),16(a,1,1)),flip(a)]. 

218 x v (y v c(c(x) v z)) = y v x.  [para(146(a,1),89(a,1,2)),flip(a)]. 

221 c(x) v c(y v x) = c(x).  [para(14(a,1),151(a,1,2,1,2))]. 

222 x v (c(y v c(x)) v z) = x v z.  [para(151(a,1),16(a,1,1)),flip(a)]. 

224 x v c(y v (z v c(x))) = x.  [para(16(a,1),151(a,1,2,1))]. 

226 x v (y v c(z v c(x))) = y v x.  [para(151(a,1),89(a,1,2)),flip(a)]. 

231 x v (y v c(y v x)) = 1.  [para(15(a,1),98(a,1,2,2,1))]. 
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235 c(x) v (c(x v y) v z) = c(x) v z.  [para(133(a,1),16(a,1,1)),flip(a)]. 

237 c(x) v (y v c(x v z)) = y v c(x).  [para(133(a,1),89(a,1,2)),flip(a)]. 

258 c(x) v (c(y v x) v z) = c(x) v z.  [para(221(a,1),16(a,1,1)),flip(a)]. 

260 c(x v y) v c(y v c(x v y)) = c(y).  

[para(221(a,1),76(a,1,2,1,2,1)),rewrite([14(6),15(5),221(11)])]. 

261 c(x) v (y v c(z v x)) = y v c(x).  [para(221(a,1),89(a,1,2)),flip(a)]. 

263 x v (y v (c(y v x) v z)) = 1.  

[para(231(a,1),16(a,1,1)),rewrite([141(2),16(5)]),flip(a)]. 

314 x v (y v (z v c(y v x))) = 1.  [para(15(a,1),211(a,1,2,2,2,1))]. 

327 c(c(x) v y) v (z v x) = z v x.  

[para(146(a,1),110(a,1,2,2,1,2,2,1,2)),rewrite([216(10),165(9),146(9)])]. 

666 x v (y v (c(z v c(x)) v u)) = y v (x v u).  [para(222(a,1),89(a,1,2)),flip(a)]. 

708 c2 v c(c2 v c(c1)) = c1 v c2.  

[para(80(a,1),226(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

709 c3 v c(c3 v c(c1)) = c1 v c3.  

[para(82(a,1),226(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

728 c(c(c1 v c2) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c2 v c(c2 v (c(c1) v c(c3 v 

c(c1)))) # answer("Foulis-Holland Theorem 4.1").  [back_rewrite(166),rewrite([708(7)])]. 

743 x v c(x v c(y v c(x v y))) = 1.  

[para(98(a,1),124(a,1,2,1,1)),rewrite([83(2),15(6),197(8)])]. 

773 c3 v c(c1 v c3) = c3 v c(c1).  [para(709(a,1),108(a,1,2,1)),rewrite([15(10)])]. 

857 c(x) v (y v (c(z v x) v u)) = c(x) v (y v u).  

[para(327(a,1),216(a,1,2,1,1)),rewrite([16(6),16(9)])]. 

937 c(x) v (y v (c(x v z) v u)) = y v (c(x) v u).  [para(235(a,1),89(a,1,2)),flip(a)]. 

990 c(c1 v c3) v c(c3 v c(c1)) = c(c3).  

[para(709(a,1),138(a,1,1,1)),rewrite([709(12),773(10)])]. 

1029 c(c1) v c(c3 v c(c1)) = c(c1) v c(c3).  [para(990(a,1),235(a,1,2)),flip(a)]. 

1030 c(c(c1 v c2) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c2 v c(c2 v (c(c1) v c(c3))) # 

answer("Foulis-Holland Theorem 4.1").  [back_rewrite(728),rewrite([1029(27)])]. 

1169 c(x) v (y v (z v c(x v u))) = y v (z v c(x)).  

[para(16(a,1),237(a,1,2)),rewrite([16(9)])]. 

1412 c(x) v (y v (z v c(u v x))) = y v (z v c(x)).  

[para(16(a,1),261(a,1,2)),rewrite([16(9)])]. 

3703 x v c(y v c(x v y)) = x.  

[para(743(a,1),108(a,1,2,1)),rewrite([83(2),150(2),15(5)]),flip(a)]. 

3713 x v c(y v c(y v x)) = x.  [para(15(a,1),3703(a,1,2,1,2,1))]. 

3722 x v c(y v x) = x v c(y).  

[para(3703(a,1),151(a,1,2,1)),rewrite([15(5),237(5)]),flip(a)]. 

3995 c(x v y) v c(y v c(x)) = c(y).  [back_rewrite(260),rewrite([3722(5)])]. 

3996 x v (y v c(x v c(z))) = y v (z v x).  [back_rewrite(165),rewrite([3722(3)])]. 

4062 c(c(c1 v c2) v c(c2 v (c3 v c(c1)))) != c2 v c(c2 v (c(c1) v c(c3))) # 

answer("Foulis-Holland Theorem 4.1").  

[back_rewrite(1030),rewrite([3996(14),15(9),15(10),16(10)])]. 

4096 x v c(x v y) = x v c(y).  

[para(3713(a,1),151(a,1,2,1)),rewrite([15(5),261(5)]),flip(a)]. 

4097 x v (c(y v x) v z) = x v (c(y) v z).  

[para(208(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),937(6)]),flip(a)]. 

4098 x v (y v c(z v x)) = x v (y v c(z)).  

[para(211(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1169(6)]),flip(a)]. 

4102 x v (c(x v y) v z) = c(y) v (x v z).  

[para(263(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),857(6)]),flip(a)]. 

4103 x v (y v c(x v z)) = x v (y v c(z)).  

[para(314(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1412(6)]),flip(a)]. 

4106 c(x v y) v c(c(y) v x) = c(x).  

[para(124(a,1),3713(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),261(8),15(4),133(4)]),flip(

a)]. 

4109 c(x v y) v (c(c(x) v y) v z) = c(y) v z.  

[para(143(a,1),3713(a,1,2,1,2,1)),rewrite([83(9),150(9),15(9),857(9),258(5)]),flip(a)]. 

4128 c(c(c1 v c2) v c(c2 v (c3 v c(c1)))) != c2 v c(c(c1) v c(c3)) # answer("Foulis-

Holland Theorem 4.1").  [back_rewrite(4062),rewrite([4096(23)])]. 

4343 x v c(y v (z v x)) = x v c(y v z).  [para(16(a,1),3722(a,1,2,1))]. 

4347 c(x) v c(y v c(z v x)) = c(x) v c(y).  

[para(3722(a,1),258(a,1,2)),rewrite([258(6)]),flip(a)]. 

4379 x v c(y v (x v z)) = x v c(y v z).  [para(89(a,1),4096(a,1,2,1))]. 

4424 c(x v c(c(y) v z)) = c(x v y) v c(c(y) v (x v c(z))).  

[para(218(a,1),3995(a,1,1,1)),rewrite([15(8),4103(8)]),flip(a)]. 

4427 c(c(x v y) v z) = c(c(x) v z) v c(c(y) v (x v z)).  

[para(235(a,1),3995(a,1,1,1)),rewrite([14(8),15(7),4102(7)]),flip(a)]. 

4514 c(c1 v c(c2)) v c(c(c1) v c(c2 v c3)) != c2 v c(c(c1) v c(c3)) # answer("Foulis-

Holland Theorem 4.1").  

[back_rewrite(4128),rewrite([4427(13),4343(10),224(19),15(12),15(14)])]. 
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4571 c(x v c(y v z)) = c(z v (x v c(y))) v c(x v c(z)).  

[para(226(a,1),4106(a,1,2,1)),rewrite([14(2),15(4),4098(4),14(10)]),flip(a)]. 

4874 x v (y v (c(z v x) v u)) = y v (x v (c(z) v u)).  

[para(4097(a,1),89(a,1,2)),flip(a)]. 

5181 c(x v y) v c(c(y) v (x v z)) = c(x v y) v c(x v z).  

[para(4102(a,1),4379(a,1,2,1))]. 

5194 c(x v c(c(y) v z)) = c(x v y) v c(x v c(z)).  

[back_rewrite(4424),rewrite([5181(13)])]. 

5757 c(x v y) v c(y v c(z v x)) = c(y).  

[para(4343(a,1),4347(a,1,2,1)),rewrite([15(11),221(11)])]. 

5782 c(x v c(y v z)) v c(z v x) = c(x).  [para(5757(a,1),15(a,1)),flip(a)]. 

5902 c(x v c(y v z)) v c(y v x) = c(x).  [para(15(a,1),5782(a,1,1,1,2,1))]. 

6095 c(x v (y v c(z v u))) v c(z v (x v y)) = c(x v y).  [para(16(a,1),5902(a,1,1,1))]. 

6105 c(x v (c(y v z) v c(y v u))) v c(y v (x v c(z))) = c(x v c(y v z)).  

[para(4103(a,1),5902(a,1,2,1)),rewrite([16(6)])]. 

6199 c(x v (c(y v z) v u)) = c(x v (z v (c(y) v u))) v c(x v (c(z) v u)).  

[para(666(a,1),4106(a,1,2,1)),rewrite([14(2),15(5),4874(5),14(12)]),flip(a)]. 

6233 c(x v c(y v z)) = c(x v (z v c(y))) v c(x v c(z)).  

[back_rewrite(6105),rewrite([6199(7),133(4),16(16),6095(15)]),flip(a)]. 

6535 c(x v (y v z)) v c(x v c(y)) = c(x v z) v c(x v c(y)).  

[back_rewrite(5194),rewrite([6233(5),14(2)])]. 

6563 c(x v (y v c(z))) v c(y v c(x)) = c(y v c(z)) v c(y v c(x)).  

[back_rewrite(4571),rewrite([6233(4),6535(8)]),flip(a)]. 

6564 $F # answer("Foulis-Holland Theorem 4.1").  

[back_rewrite(4514),rewrite([6233(13),89(12),6563(20),4109(19),14(3)]),xx(a)]. 

 

============================== end of proof ========================== 

 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH4.2 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  Note that some of “logical” proof lines in the above have been 

transformed to two text lines, with the derivation appearing on a text line following a text 

line containing the first part of that logical line. The detailed syntax and semantics of these 

notations can be found in [2].  All prover9 proofs are by default proofs by contradiction.   
 

 

The total time to produce the proofs in 

Figure 3 on the platform described in 

Section 2.0 was approximately 3.7 

seconds. 

 

 

4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH4.2  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Dishkant-implication restricted FH 

theorems are also derivable from OML.  

 

   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Dishkant-implication-restricted 

variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Dishkant-implication-restricted FH 

theorems is the subject of future work. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Sasaki"  implication (one of the QL implication-connectives) ,  from OML theory. 

 

Keywords:  Sasaki implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Sasaki-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1.  
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Sasaki implication ([22]) 

      i1(x,y) = c(x) v (x ^ y)     # label("Df: i1"). 

 

% Definition of Sasaki-implication-restricted join 

     u1(x,y) =  i1(c(x),y)         # label("Df: u1"). 

 

% Definition of Sasaki-implication-restricted meet 

     int1(x,y) = c(i1(x,c(y)))     # label("Df: int1"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Sasaki-implication-restricted 

definitions of "meet" and "join".  x, y, and z denote lattice nodes.  c(x) denotes the 

orthocomplement of x.  v denotes lattice join; ^ denotes lattice meet. 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
  y v (c(y) ^ (x v y)) =  

     x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)     (x v (y ^ z) =  
     (x v y) ^ (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])): 
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 

 
To form an implication-relativized version 

of any of the Foulis-Holland theorems, I 

replace meet and join in the consequents of 

Figure 2 with the corresponding implication- 

restricted meet and join (e.g., int1 and u1, as 

defined in Figure 1, are respectively meet 

and join defined in terms of implication-

connective i1 in Figure 1). I denote the 

resulting Foulis-Holland variant by adding 

the suffix ".N" to the name of  original 

theorem, where N = 1 denotes Sasaki-

implication-restricted. 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH1.1, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH1.1 is a consequence of OML:  

 

 
============================== PROOF ================================= 

 

% Proof 1 at 2.37 (+ 0.06) seconds: "Foulis-Holland Theorem 1.1". 

% Length of proof is 84. 

% Level of proof is 13. 

 

3 C(x,y) <-> x = (x ^ y) v (x ^ c(y)) # label("Df: commutes") # label(non_clause).  

[assumption]. 

4 C(x,y) & C(x,z) -> int1(x,u1(y,z)) = u1(int1(x,y),int1(x,z)) # label("Foulis-Holland 

Theorem 1.1") # label(non_clause) # label(goal).  [goal]. 

10 -C(x,y) | (x ^ y) v (x ^ c(y)) = x # label("Df: commutes").  [clausify(3)]. 

11 C(c1,c2) # label("Foulis-Holland Theorem 1.1").  [deny(4)]. 

12 C(c1,c3) # label("Foulis-Holland Theorem 1.1").  [deny(4)]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 

15 x v y = y v x # label("AxL2").  [assumption]. 

16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

404 Int'l Conf. Artificial Intelligence |  ICAI'13  |



18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 

21 c(x) v x = 1 # label("AxOL2").  [assumption]. 

22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

25 i1(x,y) = c(x) v (x ^ y) # label("Df: i1").  [assumption]. 

26 i1(x,y) = c(x) v c(c(x) v c(y)).  [copy(25),rewrite([23(3)])]. 

35 u1(x,y) = i1(c(x),y) # label("Df: u1").  [assumption]. 

36 u1(x,y) = x v c(x v c(y)).  [copy(35),rewrite([26(3),14(3),14(3)])]. 

45 int1(x,y) = c(i1(x,c(y))) # label("Df: int1").  [assumption]. 

46 int1(x,y) = c(c(x) v c(c(x) v y)).  [copy(45),rewrite([26(3),14(5)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int1(c1,u1(c2,c3)) != u1(int1(c1,c2),int1(c1,c3)) # label("Foulis-Holland Theorem 

1.1") # answer("Foulis-Holland Theorem 1.1").  [deny(4)]. 

78 c(c(c1) v c(c(c1) v (c2 v c(c2 v c(c3))))) != c(c(c1) v c(c2 v c(c1))) v c(c(c1) v 

(c(c3 v c(c1)) v c(c(c1) v c(c2 v c(c1))))) # answer("Foulis-Holland Theorem 1.1").  

[copy(77),rewrite([36(4),46(9),46(18),15(21),46(27),15(30),36(34),14(43),15(42),16(42)])]

. 

79 (c1 ^ c2) v (c1 ^ c(c2)) = c1.  [resolve(11,a,10,a)]. 

80 c(c2 v c(c1)) v c(c(c1) v c(c2)) = c1.  

[copy(79),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

81 (c1 ^ c3) v (c1 ^ c(c3)) = c1.  [resolve(12,a,10,a)]. 

82 c(c3 v c(c1)) v c(c(c1) v c(c3)) = c1.  

[copy(81),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

90 c(c(c1) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c(c(c1) v c(c2 v c(c1))) v c(c(c1) v 

(c(c3 v c(c1)) v c(c(c1) v c(c2 v c(c1))))) # answer("Foulis-Holland Theorem 1.1").  

[back_rewrite(78),rewrite([89(12)])]. 

99 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

100 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

109 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

114 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

125 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(100),rewrite([114(8)])]. 

134 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

138 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

139 c(x v y) v c(x v c(x v y)) = c(x).  

[para(84(a,1),76(a,1,2,1,2)),rewrite([15(5),134(11)])]. 

142 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([138(6)])]. 

151 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

152 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

164 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

166 x v (y v c(x v c(z v x))) = y v (z v x).  [para(76(a,1),89(a,1,2)),flip(a)]. 

169 c(c(c1) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c(c(c1) v c(c2 v c(c1))) v c(c2 v 

(c(c1) v c(c3 v c(c1)))) # answer("Foulis-Holland Theorem 1.1").  

[back_rewrite(90),rewrite([166(42),15(34),16(34)])]. 

195 x v 1 = 1.  [para(142(a,1),15(a,1)),flip(a)]. 

197 x v (y v c(x)) = 1.  [back_rewrite(164),rewrite([195(5)])]. 

198 0 v x = x.  [para(151(a,1),15(a,1)),flip(a)]. 

212 x v (y v (z v c(x v y))) = 1.  [para(197(a,1),16(a,1)),flip(a)]. 

222 c(x) v c(y v x) = c(x).  [para(14(a,1),152(a,1,2,1,2))]. 

227 x v (y v c(z v c(x))) = y v x.  [para(152(a,1),89(a,1,2)),flip(a)]. 

236 c(x) v (c(x v y) v z) = c(x) v z.  [para(134(a,1),16(a,1,1)),flip(a)]. 

238 c(x) v (y v c(x v z)) = y v c(x).  [para(134(a,1),89(a,1,2)),flip(a)]. 

261 c(x v y) v c(y v c(x v y)) = c(y).  

[para(222(a,1),76(a,1,2,1,2,1)),rewrite([14(6),15(5),222(11)])]. 

262 c(x) v (y v c(z v x)) = y v c(x).  [para(222(a,1),89(a,1,2)),flip(a)]. 

315 x v (y v (z v c(y v x))) = 1.  [para(15(a,1),212(a,1,2,2,2,1))]. 

709 c2 v c(c2 v c(c1)) = c1 v c2.  

[para(80(a,1),227(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

710 c3 v c(c3 v c(c1)) = c1 v c3.  

[para(82(a,1),227(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

732 c2 v c(c1 v c2) = c2 v c(c1).  [para(709(a,1),109(a,1,2,1)),rewrite([15(10)])]. 
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743 x v c(x v c(y v c(x v y))) = 1.  

[para(99(a,1),125(a,1,2,1,1)),rewrite([83(2),15(6),198(8)])]. 

773 c3 v c(c1 v c3) = c3 v c(c1).  [para(710(a,1),109(a,1,2,1)),rewrite([15(10)])]. 

989 c(c1 v c2) v c(c2 v c(c1)) = c(c2).  

[para(709(a,1),139(a,1,1,1)),rewrite([709(12),732(10)])]. 

990 c(c1 v c3) v c(c3 v c(c1)) = c(c3).  

[para(710(a,1),139(a,1,1,1)),rewrite([710(12),773(10)])]. 

1002 c(c1) v c(c2 v c(c1)) = c(c1) v c(c2).  [para(989(a,1),236(a,1,2)),flip(a)]. 

1003 c(c(c1) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c(c(c1) v c(c2)) v c(c2 v (c(c1) v 

c(c3 v c(c1)))) # answer("Foulis-Holland Theorem 1.1").  

[back_rewrite(169),rewrite([1002(23)])]. 

1030 c(c1) v c(c3 v c(c1)) = c(c1) v c(c3).  [para(990(a,1),236(a,1,2)),flip(a)]. 

1031 c(c(c1) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c(c(c1) v c(c2)) v c(c2 v (c(c1) v 

c(c3))) # answer("Foulis-Holland Theorem 1.1").  

[back_rewrite(1003),rewrite([1030(30)])]. 

1413 c(x) v (y v (z v c(u v x))) = y v (z v c(x)).  

[para(16(a,1),262(a,1,2)),rewrite([16(9)])]. 

3704 x v c(y v c(x v y)) = x.  

[para(743(a,1),109(a,1,2,1)),rewrite([83(2),151(2),15(5)]),flip(a)]. 

3714 x v c(y v c(y v x)) = x.  [para(15(a,1),3704(a,1,2,1,2,1))]. 

3723 x v c(y v x) = x v c(y).  

[para(3704(a,1),152(a,1,2,1)),rewrite([15(5),238(5)]),flip(a)]. 

3996 c(x v y) v c(y v c(x)) = c(y).  [back_rewrite(261),rewrite([3723(5)])]. 

3997 x v (y v c(x v c(z))) = y v (z v x).  [back_rewrite(166),rewrite([3723(3)])]. 

4063 c(c(c1) v c(c2 v (c3 v c(c1)))) != c(c(c1) v c(c2)) v c(c2 v (c(c1) v c(c3))) # 

answer("Foulis-Holland Theorem 1.1").  

[back_rewrite(1031),rewrite([3997(12),15(7),15(8),16(8)])]. 

4104 x v (y v c(x v z)) = x v (y v c(z)).  

[para(315(a,1),3714(a,1,2,1,2,1)),rewrite([83(6),151(6),15(6),1413(6)]),flip(a)]. 

4343 x v c(y v (z v x)) = x v c(y v z).  [para(16(a,1),3723(a,1,2,1))]. 

4351 c(c(c1) v c(c2 v c3)) != c(c(c1) v c(c2)) v c(c2 v (c(c1) v c(c3))) # 

answer("Foulis-Holland Theorem 1.1").  [back_rewrite(4063),rewrite([4343(10)])]. 

4429 c(x v c(y v z)) = c(x v c(y)) v c(y v (x v c(z))).  

[para(238(a,1),3996(a,1,1,1)),rewrite([14(8),15(7),4104(7)]),flip(a)]. 

4430 $F # answer("Foulis-Holland Theorem 1.1").  [resolve(4429,a,4351,a)]. 

 

============================== end of proof ========================== 

 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH1.1 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  Note that some of “logical” proof lines in the above have been 

transformed to two text lines, with the derivation appearing on a text line following a text 

line containing the first part of that logical line. The detailed syntax and semantics of these 

notations can be found in [2].  All prover9 proofs are by default proofs by contradiction.   
 

 

The total time to produce the proofs in 

Figure 3 on the platform described in 

Section 2.0 was approximately 2.5 

seconds. 

 

 

4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH1.1  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Sasaki-implication restricted FH 

theorems are also derivable from OML.  

 

   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Sasaki-implication-restricted 
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variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Sasaki-implication-restricted FH 

theorems is the subject of future work. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Sasaki"  implication (one of the QL implication-connectives) ,  from OML theory. 

 

Keywords:  Sasaki implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Sasaki-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1.  
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Sasaki implication ([22]) 

      i1(x,y) = c(x) v (x ^ y)     # label("Df: i1"). 

 

% Definition of Sasaki-implication-restricted join 

     u1(x,y) =  i1(c(x),y)         # label("Df: u1"). 

 

% Definition of Sasaki-implication-restricted meet 

     int1(x,y) = c(i1(x,c(y)))     # label("Df: int1"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Sasaki-implication-restricted 

definitions of "meet" and "join".  x, y, and z denote lattice nodes.  "c(x)" denotes the 

orthocomplement of x.  "v" denotes lattice join; "^" denotes lattice meet.  "=" denotes 

identity; "<->" denotes "if and only if" 

 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
   y v (c(y) ^ (x v y)) =  

      x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)      (x v (y ^ z) = (x v y) ^  
           (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])): 
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 
To form an implication-relativized version of any of the Foulis-Holland theorems, I replace meet 

and join in the consequents of Figure 2 with the corresponding implication- restricted meet and 

join (e.g., int1 and u1, as defined in Figure 1, are respectively meet and join defined in terms of 

implication-connective i1 in Figure 1). I denote the resulting Foulis-Holland variant by adding the 

suffix ".N" to the name of  original theorem, where N = 1 denotes Sasaki-implication-restricted. 

 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH2.1, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH2.1 is a consequence of OML:  

 
 

 

 

============================== PROOF ================================= 

 

% Proof 1 at 17.32 (+ 0.27) seconds: "Foulis-Holland Theorem 2.1". 

% Length of proof is 134. 

% Level of proof is 17. 

 

3 C(x,y) <-> x = (x ^ y) v (x ^ c(y)) # label("Df: commutes") # label(non_clause).  

[assumption]. 

4 C(x,y) & C(x,z) -> int1(y,u1(x,z)) = u1(int1(y,x),int1(y,z)) # label("Foulis-Holland 

Theorem 2.1") # label(non_clause) # label(goal).  [goal]. 

10 -C(x,y) | (x ^ y) v (x ^ c(y)) = x # label("Df: commutes").  [clausify(3)]. 

11 C(c1,c2) # label("Foulis-Holland Theorem 2.1").  [deny(4)]. 

12 C(c1,c3) # label("Foulis-Holland Theorem 2.1").  [deny(4)]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 

15 x v y = y v x # label("AxL2").  [assumption]. 
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16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 

21 c(x) v x = 1 # label("AxOL2").  [assumption]. 

22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

25 i1(x,y) = c(x) v (x ^ y) # label("Df: i1").  [assumption]. 

26 i1(x,y) = c(x) v c(c(x) v c(y)).  [copy(25),rewrite([23(3)])]. 

35 u1(x,y) = i1(c(x),y) # label("Df: u1").  [assumption]. 

36 u1(x,y) = x v c(x v c(y)).  [copy(35),rewrite([26(3),14(3),14(3)])]. 

45 int1(x,y) = c(i1(x,c(y))) # label("Df: int1").  [assumption]. 

46 int1(x,y) = c(c(x) v c(c(x) v y)).  [copy(45),rewrite([26(3),14(5)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int1(c2,u1(c1,c3)) != u1(int1(c2,c1),int1(c2,c3)) # label("Foulis-Holland Theorem 

2.1") # answer("Foulis-Holland Theorem 2.1").  [deny(4)]. 

78 c(c(c2) v c(c(c2) v (c1 v c(c1 v c(c3))))) != c(c(c2) v c(c1 v c(c2))) v c(c(c2) v 

(c(c3 v c(c2)) v c(c(c2) v c(c1 v c(c2))))) # answer("Foulis-Holland Theorem 2.1").  

[copy(77),rewrite([36(4),46(9),46(18),15(21),46(27),15(30),36(34),14(43),15(42),16(42)])]

. 

79 (c1 ^ c2) v (c1 ^ c(c2)) = c1.  [resolve(11,a,10,a)]. 

80 c(c2 v c(c1)) v c(c(c1) v c(c2)) = c1.  

[copy(79),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

81 (c1 ^ c3) v (c1 ^ c(c3)) = c1.  [resolve(12,a,10,a)]. 

82 c(c3 v c(c1)) v c(c(c1) v c(c3)) = c1.  

[copy(81),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

90 c(c(c2) v c(c1 v (c(c2) v c(c1 v c(c3))))) != c(c(c2) v c(c1 v c(c2))) v c(c(c2) v 

(c(c3 v c(c2)) v c(c(c2) v c(c1 v c(c2))))) # answer("Foulis-Holland Theorem 2.1").  

[back_rewrite(78),rewrite([89(12)])]. 

98 x v (c(x) v y) = 1 v y.  [para(22(a,1),16(a,1,1)),flip(a)]. 

99 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

100 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

102 x v (c(y v x) v (c(c(y) v x) v z)) = 1_2 v z.  

[para(68(a,1),16(a,1,1)),rewrite([16(9)]),flip(a)]. 

109 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

111 x v (y v c(x v (y v c(z v (x v y))))) = z v (x v y).  

[para(76(a,1),16(a,1)),rewrite([16(7)]),flip(a)]. 

114 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

123 x v (c(y v x) v (c(c(y) v x) v z)) = 1 v z.  [back_rewrite(102),rewrite([114(9)])]. 

125 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(100),rewrite([114(8)])]. 

134 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

138 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

139 c(x v y) v c(x v c(x v y)) = c(x).  

[para(84(a,1),76(a,1,2,1,2)),rewrite([15(5),134(11)])]. 

142 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([138(6)])]. 

144 x v (c(y v x) v (c(c(y) v x) v z)) = 1.  [back_rewrite(123),rewrite([142(10)])]. 

145 x v (c(x) v y) = 1.  [back_rewrite(98),rewrite([142(5)])]. 

147 x v c(c(x) v y) = x.  [para(14(a,1),85(a,1,2,1,2))]. 

151 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

152 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

164 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

166 x v (y v c(x v c(z v x))) = y v (z v x).  [para(76(a,1),89(a,1,2)),flip(a)]. 

169 c(c(c2) v c(c1 v (c(c2) v c(c1 v c(c3))))) != c(c(c2) v c(c1 v c(c2))) v c(c1 v 

(c(c2) v c(c3 v c(c2)))) # answer("Foulis-Holland Theorem 2.1").  

[back_rewrite(90),rewrite([166(42),15(34),16(34)])]. 

195 x v 1 = 1.  [para(142(a,1),15(a,1)),flip(a)]. 

197 x v (y v c(x)) = 1.  [back_rewrite(164),rewrite([195(5)])]. 

198 0 v x = x.  [para(151(a,1),15(a,1)),flip(a)]. 

209 x v (y v (c(x v y) v z)) = 1.  [para(145(a,1),16(a,1)),flip(a)]. 

211 c(x) v (y v x) = 1.  [para(14(a,1),197(a,1,2,2))]. 

212 x v (y v (z v c(x v y))) = 1.  [para(197(a,1),16(a,1)),flip(a)]. 

216 x v (c(x v y) v (z v y)) = 1.  [para(89(a,1),211(a,1,2)),rewrite([89(5)])]. 

217 x v (c(c(x) v y) v z) = x v z.  [para(147(a,1),16(a,1,1)),flip(a)]. 
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222 c(x) v c(y v x) = c(x).  [para(14(a,1),152(a,1,2,1,2))]. 

223 x v (c(y v c(x)) v z) = x v z.  [para(152(a,1),16(a,1,1)),flip(a)]. 

227 x v (y v c(z v c(x))) = y v x.  [para(152(a,1),89(a,1,2)),flip(a)]. 

236 c(x) v (c(x v y) v z) = c(x) v z.  [para(134(a,1),16(a,1,1)),flip(a)]. 

237 c(x v y) v c(x v (y v z)) = c(x v y).  [para(16(a,1),134(a,1,2,1))]. 

238 c(x) v (y v c(x v z)) = y v c(x).  [para(134(a,1),89(a,1,2)),flip(a)]. 

259 c(x) v (c(y v x) v z) = c(x) v z.  [para(222(a,1),16(a,1,1)),flip(a)]. 

261 c(x v y) v c(y v c(x v y)) = c(y).  

[para(222(a,1),76(a,1,2,1,2,1)),rewrite([14(6),15(5),222(11)])]. 

262 c(x) v (y v c(z v x)) = y v c(x).  [para(222(a,1),89(a,1,2)),flip(a)]. 

315 x v (y v (z v c(y v x))) = 1.  [para(15(a,1),212(a,1,2,2,2,1))]. 

328 c(c(x) v y) v (z v x) = z v x.  

[para(147(a,1),111(a,1,2,2,1,2,2,1,2)),rewrite([217(10),166(9),147(9)])]. 

338 x v (c(y v x) v (z v y)) = 1.  [para(15(a,1),216(a,1,2,1,1))]. 

667 x v (y v (c(z v c(x)) v u)) = y v (x v u).  [para(223(a,1),89(a,1,2)),flip(a)]. 

709 c2 v c(c2 v c(c1)) = c1 v c2.  

[para(80(a,1),227(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

710 c3 v c(c3 v c(c1)) = c1 v c3.  

[para(82(a,1),227(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

732 c2 v c(c1 v c2) = c2 v c(c1).  [para(709(a,1),109(a,1,2,1)),rewrite([15(10)])]. 

743 x v c(x v c(y v c(x v y))) = 1.  

[para(99(a,1),125(a,1,2,1,1)),rewrite([83(2),15(6),198(8)])]. 

773 c3 v c(c1 v c3) = c3 v c(c1).  [para(710(a,1),109(a,1,2,1)),rewrite([15(10)])]. 

857 c(x) v (y v (c(z v x) v u)) = c(x) v (y v u).  

[para(328(a,1),217(a,1,2,1,1)),rewrite([16(6),16(9)])]. 

933 c(x v y) v (z v c(c(x v y) v (z v c(c(x) v z)))) = c(x) v z.  

[para(236(a,1),76(a,1,2,1,2,1)),rewrite([16(10),16(12),236(17)])]. 

937 c(x) v (y v (c(x v z) v u)) = y v (c(x) v u).  [para(236(a,1),89(a,1,2)),flip(a)]. 

989 c(c1 v c2) v c(c2 v c(c1)) = c(c2).  

[para(709(a,1),139(a,1,1,1)),rewrite([709(12),732(10)])]. 

990 c(c1 v c3) v c(c3 v c(c1)) = c(c3).  

[para(710(a,1),139(a,1,1,1)),rewrite([710(12),773(10)])]. 

1000 c1 v c(c1 v c2) = c1 v c(c2).  

[para(989(a,1),227(a,1,2)),rewrite([15(10)]),flip(a)]. 

1005 c1 v c(c1 v c(c2)) = c1 v c2.  [para(1000(a,1),109(a,1,2,1)),rewrite([15(10)])]. 

1014 c(c1 v c2) v c(c1 v c(c2)) = c(c1).  

[para(1000(a,1),139(a,1,1,1)),rewrite([1000(12),1005(12),15(10)])]. 

1027 c1 v c(c1 v c3) = c1 v c(c3).  

[para(990(a,1),227(a,1,2)),rewrite([15(10)]),flip(a)]. 

1089 c1 v c(c1 v c(c3)) = c1 v c3.  [para(1027(a,1),109(a,1,2,1)),rewrite([15(10)])]. 

1100 c1 v (x v c(c1 v c(c3))) = x v (c1 v c3).  [para(1089(a,1),89(a,1,2)),flip(a)]. 

1107 c(c(c2) v c(c1 v (c3 v c(c2)))) != c(c(c2) v c(c1 v c(c2))) v c(c1 v (c(c2) v c(c3 v 

c(c2)))) # answer("Foulis-Holland Theorem 2.1").  

[back_rewrite(169),rewrite([1100(12),15(8),16(8)])]. 

1401 c(c2) v c(c1 v c(c2)) = c(c1) v c(c2).  

[para(1014(a,1),259(a,1,2)),rewrite([15(5)]),flip(a)]. 

1412 c(c(c2) v c(c1 v (c3 v c(c2)))) != c(c(c1) v c(c2)) v c(c1 v (c(c2) v c(c3 v 

c(c2)))) # answer("Foulis-Holland Theorem 2.1").  

[back_rewrite(1107),rewrite([1401(19)])]. 

1413 c(x) v (y v (z v c(u v x))) = y v (z v c(x)).  

[para(16(a,1),262(a,1,2)),rewrite([16(9)])]. 

3704 x v c(y v c(x v y)) = x.  

[para(743(a,1),109(a,1,2,1)),rewrite([83(2),151(2),15(5)]),flip(a)]. 

3714 x v c(y v c(y v x)) = x.  [para(15(a,1),3704(a,1,2,1,2,1))]. 

3723 x v c(y v x) = x v c(y).  

[para(3704(a,1),152(a,1,2,1)),rewrite([15(5),238(5)]),flip(a)]. 

3935 c(c(c2) v c(c1 v (c3 v c(c2)))) != c(c(c1) v c(c2)) v c(c1 v (c(c2) v c(c3))) # 

answer("Foulis-Holland Theorem 2.1").  [back_rewrite(1412),rewrite([3723(26)])]. 

3956 c(x v y) v (z v c(c(x v y) v (z v x))) = c(x) v z.  

[back_rewrite(933),rewrite([3723(8),14(6)])]. 

3997 c(x v y) v c(y v c(x)) = c(y).  [back_rewrite(261),rewrite([3723(5)])]. 

4097 x v c(x v y) = x v c(y).  

[para(3714(a,1),152(a,1,2,1)),rewrite([15(5),262(5)]),flip(a)]. 

4098 x v (c(y v x) v z) = x v (c(y) v z).  

[para(209(a,1),3714(a,1,2,1,2,1)),rewrite([83(6),151(6),15(6),937(6)]),flip(a)]. 

4104 x v (y v c(x v z)) = x v (y v c(z)).  

[para(315(a,1),3714(a,1,2,1,2,1)),rewrite([83(6),151(6),15(6),1413(6)]),flip(a)]. 

4105 c(x v y) v (z v x) = c(y) v (z v x).  

[para(338(a,1),3714(a,1,2,1,2,1)),rewrite([83(6),151(6),15(6),259(6)]),flip(a)]. 
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4107 c(x v y) v c(c(y) v x) = c(x).  

[para(125(a,1),3714(a,1,2,1,2,1)),rewrite([83(8),151(8),15(8),262(8),15(4),134(4)]),flip(

a)]. 

4110 c(x v y) v (c(c(x) v y) v z) = c(y) v z.  

[para(144(a,1),3714(a,1,2,1,2,1)),rewrite([83(9),151(9),15(9),857(9),259(5)]),flip(a)]. 

4227 c(x v y) v (z v c(c(y) v (z v x))) = c(x) v z.  

[back_rewrite(3956),rewrite([4105(6)])]. 

4343 x v c(y v (z v x)) = x v c(y v z).  [para(16(a,1),3723(a,1,2,1))]. 

4347 c(x) v c(y v c(z v x)) = c(x) v c(y).  

[para(3723(a,1),259(a,1,2)),rewrite([259(6)]),flip(a)]. 

4351 c(c(c2) v c(c1 v c3)) != c(c(c1) v c(c2)) v c(c1 v (c(c2) v c(c3))) # 

answer("Foulis-Holland Theorem 2.1").  [back_rewrite(3935),rewrite([4343(10)])]. 

4366 c(x v y) v c(y v (z v x)) = c(x v y).  

[para(15(a,1),237(a,1,2,1)),rewrite([16(4)])]. 

4380 x v c(y v (x v z)) = x v c(y v z).  [para(89(a,1),4097(a,1,2,1))]. 

4388 c(x v y) v (z v c(c(y) v x)) = c(x) v z.  [back_rewrite(4227),rewrite([4380(7)])]. 

4422 c(x v (y v z)) v c(y v (z v c(x))) = c(y v z).  [para(16(a,1),3997(a,1,2,1))]. 

4874 x v (y v (c(z v x) v u)) = y v (x v (c(z) v u)).  

[para(4098(a,1),89(a,1,2)),flip(a)]. 

5757 c(x v y) v c(y v c(z v x)) = c(y).  

[para(4343(a,1),4347(a,1,2,1)),rewrite([15(11),222(11)])]. 

5782 c(x v c(y v z)) v c(z v x) = c(x).  [para(5757(a,1),15(a,1)),flip(a)]. 

5902 c(x v c(y v z)) v c(y v x) = c(x).  [para(15(a,1),5782(a,1,1,1,2,1))]. 

6095 c(x v (y v c(z v u))) v c(z v (x v y)) = c(x v y).  [para(16(a,1),5902(a,1,1,1))]. 

6105 c(x v (c(y v z) v c(y v u))) v c(y v (x v c(z))) = c(x v c(y v z)).  

[para(4104(a,1),5902(a,1,2,1)),rewrite([16(6)])]. 

6114 c(x v (y v z)) v c(z v x) = c(z v x).  [para(4366(a,1),15(a,1)),flip(a)]. 

6199 c(x v (c(y v z) v u)) = c(x v (z v (c(y) v u))) v c(x v (c(z) v u)).  

[para(667(a,1),4107(a,1,2,1)),rewrite([14(2),15(5),4874(5),14(12)]),flip(a)]. 

6233 c(x v c(y v z)) = c(x v (z v c(y))) v c(x v c(z)).  

[back_rewrite(6105),rewrite([6199(7),134(4),16(16),6095(15)]),flip(a)]. 

6568 c(c(c1) v c(c2)) v c(c1 v (c(c2) v c(c3))) != c(c3 v (c(c1) v c(c2))) v c(c(c2) v 

c(c3)) # answer("Foulis-Holland Theorem 2.1").  

[back_rewrite(4351),rewrite([6233(8),15(7),16(7)]),flip(a)]. 

7296 c(x v (y v z)) v c(z v c(x)) = c(y v z) v c(z v c(x)).  

[para(6114(a,1),4110(a,1,2))]. 

7310 c(c(c1) v c(c2)) v c(c1 v (c(c2) v c(c3))) != c(c(c1) v c(c2)) v c(c(c2) v c(c3)) # 

answer("Foulis-Holland Theorem 2.1").  [back_rewrite(6568),rewrite([7296(30)])]. 

7522 c(x v (y v z)) v c(y v c(z)) = c(x v y) v c(y v c(z)).  

[para(4366(a,1),4388(a,1,2)),rewrite([16(2)])]. 

10933 c(x v (y v z)) v c(z v (c(x) v y)) = c(y v z).  

[para(15(a,1),4422(a,1,2,1)),rewrite([16(6)])]. 

16826 c(c(x) v y) v c(x v (y v c(z))) = c(c(x) v y) v c(y v c(z)).  

[para(10933(a,1),4388(a,1,2)),rewrite([16(3),7522(8)]),flip(a)]. 

16827 $F # answer("Foulis-Holland Theorem 2.1").  [resolve(16826,a,7310,a)]. 

 

============================== end of proof ========================== 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH2.1 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  The detailed syntax and semantics of these notations can be found in [2].  

All prover9 proofs are by default proofs by contradiction.   
 

 

The total time to produce the proofs in Figure 3 on the platform described in Section 2.0 

was approximately 17.5 seconds. 
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4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH2.1  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Sasaki-implication restricted FH 

theorems are also derivable from OML.  

 

   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Sasaki-implication-restricted 

variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Sasaki-implication-restricted FH 

theorems, is the subject of future work. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Sasaki"  implication (one of the QL implication-connectives) ,  from OML theory. 

 

Keywords:  Sasaki implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Sasaki-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1.  
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Sasaki implication ([22]) 

      i1(x,y) = c(x) v (x ^ y)     # label("Df: i1"). 

 

% Definition of Sasaki-implication-restricted join 

     u1(x,y) =  i1(c(x),y)         # label("Df: u1"). 

 

% Definition of Sasaki-implication-restricted meet 

     int1(x,y) = c(i1(x,c(y)))     # label("Df: int1"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Sasaki-implication-restricted 

definitions of "meet" and "join".  x, y, and z denote lattice nodes.  "c(x)" denotes the 

orthocomplement of x.  "v" denotes lattice join; "^" denotes lattice meet.  "=" denotes 

identity; "<->" denotes "if and only if". 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
   y v (c(y) ^ (x v y)) =  

      x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)      (x v (y ^ z) = (x v y) ^  
          (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])): 
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 
 

To form an implication-relativized version 

of any of the Foulis-Holland theorems, I 

replace meet and join in the consequents of 

Figure 2 with the corresponding implication- 

restricted meet and join (e.g., int1 and u1, as 

defined in Figure 1, are respectively meet 

and join defined in terms of implication-

connective i1 in Figure 1). I denote the 

resulting Foulis-Holland variant by adding 

the suffix ".N" to the name of  original 

theorem, where N = 1 denotes Sasaki-

implication-restricted. 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH3.1, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH3.1 is a consequence of OML:  

 

 

 

 

============================== PROOF ================================= 

 

% Proof 1 at 3.81 (+ 0.05) seconds: "Foulis-Holland Theorem 3.1". 

% Length of proof is 109. 

% Level of proof is 16. 

 

4 C(Cx,y) & C(X,z) -> u1(x,int1(y,z)) = int1(u1(x,y),u1(x,z)) # label("Foulis-Holland 

Theorem 3.1") # label(non_clause) # label(goal).  [goal]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 

15 x v y = y v x # label("AxL2").  [assumption]. 

16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 

21 c(x) v x = 1 # label("AxOL2").  [assumption]. 
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22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

25 i1(x,y) = c(x) v (x ^ y) # label("Df: i1").  [assumption]. 

26 i1(x,y) = c(x) v c(c(x) v c(y)).  [copy(25),rewrite([23(3)])]. 

35 u1(x,y) = i1(c(x),y) # label("Df: u1").  [assumption]. 

36 u1(x,y) = x v c(x v c(y)).  [copy(35),rewrite([26(3),14(3),14(3)])]. 

45 int1(x,y) = c(i1(x,c(y))) # label("Df: int1").  [assumption]. 

46 int1(x,y) = c(c(x) v c(c(x) v y)).  [copy(45),rewrite([26(3),14(5)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int1(u1(c3,c1),u1(c3,c2)) != u1(c3,int1(c1,c2)) # label("Foulis-Holland Theorem 3.1") 

# answer("Foulis-Holland Theorem 3.1").  [deny(4)]. 

78 c(c(c3 v c(c3 v c(c1))) v c(c3 v (c(c3 v c(c2)) v c(c3 v c(c3 v c(c1)))))) != c3 v 

c(c3 v (c(c1) v c(c2 v c(c1)))) # answer("Foulis-Holland Theorem 3.1").  

[copy(77),rewrite([36(3),36(10),46(15),15(24),16(24),46(31),15(34),36(38),14(39)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

97 x v (c(x) v y) = 1 v y.  [para(22(a,1),16(a,1,1)),flip(a)]. 

98 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

99 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

108 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

109 x v (c(x v c(y v x)) v z) = y v (x v z).  

[para(76(a,1),16(a,1,1)),rewrite([16(2)]),flip(a)]. 

110 x v (y v c(x v (y v c(z v (x v y))))) = z v (x v y).  

[para(76(a,1),16(a,1)),rewrite([16(7)]),flip(a)]. 

113 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

124 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(99),rewrite([113(8)])]. 

126 x v (c(y v x) v c(c(y) v x)) = 1.  [back_rewrite(68),rewrite([113(8)])]. 

133 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

137 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

141 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([137(6)])]. 

144 x v (c(x) v y) = 1.  [back_rewrite(97),rewrite([141(5)])]. 

146 x v c(c(x) v y) = x.  [para(14(a,1),85(a,1,2,1,2))]. 

150 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

151 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

163 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

165 x v (y v c(x v c(z v x))) = y v (z v x).  [para(76(a,1),89(a,1,2)),flip(a)]. 

166 c(c(c3 v c(c3 v c(c1))) v c(c3 v (c(c1) v c(c3 v c(c2))))) != c3 v c(c3 v (c(c1) v 

c(c2 v c(c1)))) # answer("Foulis-Holland Theorem 3.1").  

[para(89(a,1),78(a,1,1,2,1)),rewrite([108(23),15(17),15(18),16(18)])]. 

194 x v 1 = 1.  [para(141(a,1),15(a,1)),flip(a)]. 

196 x v (y v c(x)) = 1.  [back_rewrite(163),rewrite([194(5)])]. 

197 0 v x = x.  [para(150(a,1),15(a,1)),flip(a)]. 

208 x v (y v (c(x v y) v z)) = 1.  [para(144(a,1),16(a,1)),flip(a)]. 

211 x v (y v (z v c(x v y))) = 1.  [para(196(a,1),16(a,1)),flip(a)]. 

216 x v (c(c(x) v y) v z) = x v z.  [para(146(a,1),16(a,1,1)),flip(a)]. 

218 x v (y v c(c(x) v z)) = y v x.  [para(146(a,1),89(a,1,2)),flip(a)]. 

221 c(x) v c(y v x) = c(x).  [para(14(a,1),151(a,1,2,1,2))]. 

222 x v (c(y v c(x)) v z) = x v z.  [para(151(a,1),16(a,1,1)),flip(a)]. 

224 x v c(y v (z v c(x))) = x.  [para(16(a,1),151(a,1,2,1))]. 

226 x v (y v c(z v c(x))) = y v x.  [para(151(a,1),89(a,1,2)),flip(a)]. 

231 x v (y v c(y v x)) = 1.  [para(15(a,1),98(a,1,2,2,1))]. 

235 c(x) v (c(x v y) v z) = c(x) v z.  [para(133(a,1),16(a,1,1)),flip(a)]. 

237 c(x) v (y v c(x v z)) = y v c(x).  [para(133(a,1),89(a,1,2)),flip(a)]. 

258 c(x) v (c(y v x) v z) = c(x) v z.  [para(221(a,1),16(a,1,1)),flip(a)]. 

260 c(x v y) v c(y v c(x v y)) = c(y).  

[para(221(a,1),76(a,1,2,1,2,1)),rewrite([14(6),15(5),221(11)])]. 

261 c(x) v (y v c(z v x)) = y v c(x).  [para(221(a,1),89(a,1,2)),flip(a)]. 

263 x v (y v (c(y v x) v z)) = 1.  

[para(231(a,1),16(a,1,1)),rewrite([141(2),16(5)]),flip(a)]. 

306 x v (y v c(z v (u v c(x)))) = y v x.  [para(224(a,1),89(a,1,2)),flip(a)]. 

314 x v (y v (z v c(y v x))) = 1.  [para(15(a,1),211(a,1,2,2,2,1))]. 

327 c(c(x) v y) v (z v x) = z v x.  

[para(146(a,1),110(a,1,2,2,1,2,2,1,2)),rewrite([216(10),165(9),146(9)])]. 

666 x v (y v (c(z v c(x)) v u)) = y v (x v u).  [para(222(a,1),89(a,1,2)),flip(a)]. 
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742 x v c(x v c(y v c(x v y))) = 1.  

[para(98(a,1),124(a,1,2,1,1)),rewrite([83(2),15(6),197(8)])]. 

856 c(x) v (y v (c(z v x) v u)) = c(x) v (y v u).  

[para(327(a,1),216(a,1,2,1,1)),rewrite([16(6),16(9)])]. 

936 c(x) v (y v (c(x v z) v u)) = y v (c(x) v u).  [para(235(a,1),89(a,1,2)),flip(a)]. 

1167 c(x) v (y v (z v c(x v u))) = y v (z v c(x)).  

[para(16(a,1),237(a,1,2)),rewrite([16(9)])]. 

1410 c(x) v (y v (z v c(u v x))) = y v (z v c(x)).  

[para(16(a,1),261(a,1,2)),rewrite([16(9)])]. 

3702 x v c(y v c(x v y)) = x.  

[para(742(a,1),108(a,1,2,1)),rewrite([83(2),150(2),15(5)]),flip(a)]. 

3712 x v c(y v c(y v x)) = x.  [para(15(a,1),3702(a,1,2,1,2,1))]. 

3721 x v c(y v x) = x v c(y).  

[para(3702(a,1),151(a,1,2,1)),rewrite([15(5),237(5)]),flip(a)]. 

3724 x v c(x v c(y)) = x v y.  

[para(3702(a,1),109(a,1,2)),rewrite([3721(3),3721(7),3721(10),14(8),306(10)])]. 

3994 c(x v y) v c(y v c(x)) = c(y).  [back_rewrite(260),rewrite([3721(5)])]. 

3995 c(c(c1 v c3) v c(c3 v (c(c1) v c(c3 v c(c2))))) != c3 v c(c3 v (c(c1) v c(c2))) # 

answer("Foulis-Holland Theorem 3.1").  

[back_rewrite(166),rewrite([3724(7),15(3),3721(27)])]. 

3996 x v (y v c(x v c(z))) = y v (z v x).  [back_rewrite(165),rewrite([3721(3)])]. 

4052 c(c(c1 v c3) v c(c2 v (c3 v c(c1)))) != c3 v c(c3 v (c(c1) v c(c2))) # 

answer("Foulis-Holland Theorem 3.1").  

[back_rewrite(3995),rewrite([3996(14),15(10),16(10)])]. 

4096 x v c(x v y) = x v c(y).  

[para(3712(a,1),151(a,1,2,1)),rewrite([15(5),261(5)]),flip(a)]. 

4097 x v (c(y v x) v z) = x v (c(y) v z).  

[para(208(a,1),3712(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),936(6)]),flip(a)]. 

4098 x v (y v c(z v x)) = x v (y v c(z)).  

[para(211(a,1),3712(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1167(6)]),flip(a)]. 

4102 x v (c(x v y) v z) = c(y) v (x v z).  

[para(263(a,1),3712(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),856(6)]),flip(a)]. 

4103 x v (y v c(x v z)) = x v (y v c(z)).  

[para(314(a,1),3712(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1410(6)]),flip(a)]. 

4106 c(x v y) v c(c(y) v x) = c(x).  

[para(124(a,1),3712(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),261(8),15(4),133(4)]),flip(

a)]. 

4107 c(x v y) v c(c(x) v y) = c(y).  

[para(126(a,1),3712(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),261(8),15(4),221(4)]),flip(

a)]. 

4128 c(c(c1 v c3) v c(c2 v (c3 v c(c1)))) != c3 v c(c(c1) v c(c2)) # answer("Foulis-

Holland Theorem 3.1").  [back_rewrite(4052),rewrite([4096(23)])]. 

4343 x v c(y v (z v x)) = x v c(y v z).  [para(16(a,1),3721(a,1,2,1))]. 

4347 c(x) v c(y v c(z v x)) = c(x) v c(y).  

[para(3721(a,1),258(a,1,2)),rewrite([258(6)]),flip(a)]. 

4379 x v c(y v (x v z)) = x v c(y v z).  [para(89(a,1),4096(a,1,2,1))]. 

4424 c(x v c(c(y) v z)) = c(x v y) v c(c(y) v (x v c(z))).  

[para(218(a,1),3994(a,1,1,1)),rewrite([15(8),4103(8)]),flip(a)]. 

4427 c(c(x v y) v z) = c(c(x) v z) v c(c(y) v (x v z)).  

[para(235(a,1),3994(a,1,1,1)),rewrite([14(8),15(7),4102(7)]),flip(a)]. 

4514 c(c1 v c(c3)) v c(c(c1) v c(c2 v c3)) != c3 v c(c(c1) v c(c2)) # answer("Foulis-

Holland Theorem 3.1").  

[back_rewrite(4128),rewrite([4427(13),4343(10),224(19),15(12),15(14)])]. 

4571 c(x v c(y v z)) = c(z v (x v c(y))) v c(x v c(z)).  

[para(226(a,1),4106(a,1,2,1)),rewrite([14(2),15(4),4098(4),14(10)]),flip(a)]. 

4874 x v (y v (c(z v x) v u)) = y v (x v (c(z) v u)).  

[para(4097(a,1),89(a,1,2)),flip(a)]. 

5181 c(x v y) v c(c(y) v (x v z)) = c(x v y) v c(x v z).  

[para(4102(a,1),4379(a,1,2,1))]. 

5194 c(x v c(c(y) v z)) = c(x v y) v c(x v c(z)).  

[back_rewrite(4424),rewrite([5181(13)])]. 

5757 c(x v y) v c(y v c(z v x)) = c(y).  

[para(4343(a,1),4347(a,1,2,1)),rewrite([15(11),221(11)])]. 

5782 c(x v c(y v z)) v c(z v x) = c(x).  [para(5757(a,1),15(a,1)),flip(a)]. 

5902 c(x v c(y v z)) v c(y v x) = c(x).  [para(15(a,1),5782(a,1,1,1,2,1))]. 

6095 c(x v (y v c(z v u))) v c(z v (x v y)) = c(x v y).  [para(16(a,1),5902(a,1,1,1))]. 

6105 c(x v (c(y v z) v c(y v u))) v c(y v (x v c(z))) = c(x v c(y v z)).  

[para(4103(a,1),5902(a,1,2,1)),rewrite([16(6)])]. 

6199 c(x v (c(y v z) v u)) = c(x v (z v (c(y) v u))) v c(x v (c(z) v u)).  

[para(666(a,1),4106(a,1,2,1)),rewrite([14(2),15(5),4874(5),14(12)]),flip(a)]. 
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6233 c(x v c(y v z)) = c(x v (z v c(y))) v c(x v c(z)).  

[back_rewrite(6105),rewrite([6199(7),133(4),16(16),6095(15)]),flip(a)]. 

6535 c(x v (y v z)) v c(x v c(y)) = c(x v z) v c(x v c(y)).  

[back_rewrite(5194),rewrite([6233(5),14(2)])]. 

6563 c(x v (y v c(z))) v c(y v c(x)) = c(y v c(z)) v c(y v c(x)).  

[back_rewrite(4571),rewrite([6233(4),6535(8)]),flip(a)]. 

6564 $F # answer("Foulis-Holland Theorem 3.1").  

[back_rewrite(4514),rewrite([6233(13),89(12),6563(20),89(19),4107(18),14(9),15(8)]),xx(a)

]. 

 

============================== end of proof ========================== 

 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH3.1 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  The detailed syntax and semantics of these notations can be found in [2].  

All prover9 proofs are by default proofs by contradiction.   
 

 

 

The total time to produce the proofs in 

Figure 3 on the platform described in 

Section 2.0 was approximately 3.9 

seconds. 

 

 

4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH3.1  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Sasaki-implication restricted FH 

theorems are also derivable from OML.  

 

   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Sasaki-implication-restricted 

variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Sasaki-implication-restricted FH 

theorems, is the subject of future work. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  The algebra, C(H), of closed linear subspaces of  

(equivalently, the system of linear operators on (observables in))  a Hilbert space is a logic of the system of 

"measurement-propositions" quantum mechanical systems and  is a model of an ortholattice (OL).  An OL 

can thus be thought of as a kind of “quantum logic” (QL). C(H) is also a model of an orthomodular lattice 

(OML), which is an ortholattice to which the orthomodular law has been conjoined. An OML can thus be 

regarded as an orthomodular (quantum) logic (OMLogic).  Now a QL can be thought of as a BL in which 

the distributive law does not hold.  Under certain commutativity conditions, a QL does satisfy the 

distributive law; among the most well known of these relationships are the Foulis-Holland theorems 

(FHTs).  Megill and Pavičić have defined variants of the QL "meet" and "join" connectives in terms of each 

of the five implication connnectives of QL; we can call these variant meet and join connectives 

"implication-restricted".   Here  I  provide an  automated deduction  of  one of the four Foulis-Holland 

theorems,  restricted to "Sasaki"  implication (one of the QL implication-connectives) ,  from OML theory. 

 

Keywords:  Sasaki implication, quantum computing ,  orthomodular lattice, Foulis-Holland theorems 

 

 

 

1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional (Boolean) logic 

(BL,[12]) is the logical structure of the 

system of measurement-propositions (e.g., 

"The position of particle P at time T is X") 

of classical physical systems and is 

isomorphic to a Boolean lattice ([10], [11], 

[19]), so also the algebra, C(H), of the 

closed linear subspaces of  (equivalently, the 

system of linear operators on (observables 

in))  a Hilbert space H ([1], [4], [6], [9], 

[13]) is a logic of the system of 

measurement-propositions of quantum 

mechanical systems and is a model ([10]) of 

an ortholattice (OL; [4]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  The lattice and ortholattice 

axioms, and the Sasaki-implication-

restricted variants of "meet" and "join" are 

shown in Figure 1.  
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% Lattice axioms 

      x = c(c(x))                  # label("AxL1").                                    

      x v y = y v x                # label("AxL2").                              

      (x v y) v z = x v (y v z)    # label("AxL3").                  

      (x ^ y) ^ z = x ^ (y ^ z)    # label("AxL4"). 

      x v (x ^ y) = x              # label("AxL5"). 

      x ^ (x v y) = x              # label("AxL6"). 

 

% Ortholattice axioms 

      c(x) ^ x = 0                 # label("AxOL1"). 

      c(x) v x = 1                 # label("AxOL2"). 

      x ^ y = c(c(x) v c(y))       # label("AxOL3").  

 

% Definition of Sasaki implication ([22]) 

      i1(x,y) = c(x) v (x ^ y)     # label("Df: i1"). 

 

% Definition of Sasaki-implication-restricted join 

     u1(x,y) =  i1(c(x),y)         # label("Df: u1"). 

 

% Definition of Sasaki-implication-restricted meet 

     int1(x,y) = c(i1(x,c(y)))     # label("Df: int1"). 

 

% Definition of x commutes with y  

      C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

           # label("Df:  commutes"). 

 

 

 Figure 1.  Lattice, ortholattice,  and ortholattice axioms, and Sasaki-implication-restricted 

definitions of "meet" and "join".  x, y, and z denote lattice nodes.  "c(x)" denotes the 

orthocomplement of x.  "v" denotes lattice join; "^" denotes lattice meet.  "=" denotes 

identity; "<->" denotes "if and only if". 

 

 

C(H) is also a model of an orthomodular 

lattice (OML; [4], [7]), which is an OL 

conjoined with the orthomodularity axiom 

(OMLaw):  

 
   y v (c(y) ^ (x v y)) =  

       x v y     (OMLaw)  

 

An OML can thus be thought of an 

"orthomodular (quantum) logic". 

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is required in an 

adequate characterization of QL.  Thus 

formulated, the question suggests that the 

OMA and its equivalents are specific to an 

OML,  and that as a consequence, banning 

the OMA from QL yields a "truer" quantum  

logic.    

 
Now a QL can be thought of as a BL in 

which the distributive law 

 
   (D)      (x v (y ^ z) = (x v y) ^  
           (x v z))    

 

 

does not hold.  Under certain commutativity 

conditions, a QL does satisfy (D); among the 

most well known of these relationships are 

the Foulis-Holland theorems (FHTs ([7])): 
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   % Foulis-Holland theorem FH1 

   (C(x,y) & C(x,z)) ->  ( (x ^ (y v z)) = ((x ^ y) v (x ^ z))  ) 

 

   % Foulis-Holland theorem FH2 

   (C(x,y) & C(x,z)) ->  ( (y ^ (x v z)) = ((y ^ x) v (y ^ z))  ) 

    

      

   % Foulis-Holland theorem FH3 

   (C(x,y) & C(x,z)) ->  ( (x v (y ^ z)) = ((x v y) ^ (x v z))  ) 

 

   % Foulis-Holland theorem FH4 

   (C(x,y) & C(x,z)) ->  ( (y v (x ^ z)) = ((y v x) ^ (y v z))  ) 

  

 

  where C(x,y), "x commutes with y" is defined as 

 

         C(x,y) <-> (x = ((x ^ y) v (x ^ c(y))))   

 

Figure 2.  The Foulis-Holland theorems. 

 
 

To form an implication-relativized version 

of any of the Foulis-Holland theorems, I 

replace meet and join in the consequents of 

Figure 2 with the corresponding implication- 

restricted meet and join (e.g., int1 and u1, as 

defined in Figure 1, are respectively meet 

and join defined in terms of implication-

connective i1 in Figure 1). I denote the 

resulting Foulis-Holland variant by adding 

the suffix ".N" to the name of  original 

theorem, where N = 1 denotes Sasaki-

implication-restricted. 

 

2.0  Method 
 

The OML axiomatizations of Megill, 

Pavičić, and Horner ([5], [14], [15], [16], 

[21]), were implemented in a prover9 ([2]) 

script ([3]) configured to derive  FH4.1, then 

executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin operating 

environment. 
 

 

3.0  Results 

 
Figure 3 shows the proof, generated by [3] 

on the platform described in Section 2.0, 

that FH4.1 is a consequence of OML:  

 

 

 

 

============================== PROOF ================================= 

 

% Proof 1 at 3.73 (+ 0.05) seconds: "Foulis-Holland Theorem 4.1". 

% Length of proof is 123. 

% Level of proof is 16. 

% Maximum clause weight is 41. 

% Given clauses 298. 

 

3 C(x,y) <-> x = (x ^ y) v (x ^ c(y)) # label("Df: commutes") # label(non_clause).  

[assumption]. 

4 C(x,y) & C(x,z) -> u1(y,int1(x,z)) = int1(u1(y,x),u1(y,z)) # label("Foulis-Holland 

Theorem 4.1") # label(non_clause) # label(goal).  [goal]. 

10 -C(x,y) | (x ^ y) v (x ^ c(y)) = x # label("Df: commutes").  [clausify(3)]. 

11 C(c1,c2) # label("Foulis-Holland Theorem 4.1").  [deny(4)]. 

12 C(c1,c3) # label("Foulis-Holland Theorem 4.1").  [deny(4)]. 

13 x = c(c(x)) # label("AxL1").  [assumption]. 

14 c(c(x)) = x.  [copy(13),flip(a)]. 
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15 x v y = y v x # label("AxL2").  [assumption]. 

16 (x v y) v z = x v (y v z) # label("AxL3").  [assumption]. 

18 x v (x ^ y) = x # label("AxL5").  [assumption]. 

19 x ^ (x v y) = x # label("AxL6").  [assumption]. 

20 c(x) ^ x = 0 # label("AxOL1").  [assumption]. 

21 c(x) v x = 1 # label("AxOL2").  [assumption]. 

22 x v c(x) = 1.  [copy(21),rewrite([15(2)])]. 

23 x ^ y = c(c(x) v c(y)) # label("AxOL3").  [assumption]. 

25 i1(x,y) = c(x) v (x ^ y) # label("Df: i1").  [assumption]. 

26 i1(x,y) = c(x) v c(c(x) v c(y)).  [copy(25),rewrite([23(3)])]. 

35 u1(x,y) = i1(c(x),y) # label("Df: u1").  [assumption]. 

36 u1(x,y) = x v c(x v c(y)).  [copy(35),rewrite([26(3),14(3),14(3)])]. 

45 int1(x,y) = c(i1(x,c(y))) # label("Df: int1").  [assumption]. 

46 int1(x,y) = c(c(x) v c(c(x) v y)).  [copy(45),rewrite([26(3),14(5)])]. 

67 1_2 = x v ((y ^ c(x)) v (c(y) ^ c(x))) # label("Df. 2.20").  [assumption]. 

68 x v (c(y v x) v c(c(y) v x)) = 1_2.  

[copy(67),rewrite([23(3),14(4),23(7),14(6),14(6),15(7)]),flip(a)]. 

75 x v (c(x) ^ (y v x)) = y v x # label("OMLaw").  [assumption]. 

76 x v c(x v c(y v x)) = y v x.  [copy(75),rewrite([23(3),14(2)])]. 

77 int1(u1(c2,c1),u1(c2,c3)) != u1(c2,int1(c1,c3)) # label("Foulis-Holland Theorem 4.1") 

# answer("Foulis-Holland Theorem 4.1").  [deny(4)]. 

78 c(c(c2 v c(c2 v c(c1))) v c(c2 v (c(c2 v c(c3)) v c(c2 v c(c2 v c(c1)))))) != c2 v 

c(c2 v (c(c1) v c(c3 v c(c1)))) # answer("Foulis-Holland Theorem 4.1").  

[copy(77),rewrite([36(3),36(10),46(15),15(24),16(24),46(31),15(34),36(38),14(39)])]. 

79 (c1 ^ c2) v (c1 ^ c(c2)) = c1.  [resolve(11,a,10,a)]. 

80 c(c2 v c(c1)) v c(c(c1) v c(c2)) = c1.  

[copy(79),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

81 (c1 ^ c3) v (c1 ^ c(c3)) = c1.  [resolve(12,a,10,a)]. 

82 c(c3 v c(c1)) v c(c(c1) v c(c3)) = c1.  

[copy(81),rewrite([23(3),23(10),14(11),15(10),15(12)])]. 

83 c(1) = 0.  [back_rewrite(20),rewrite([23(2),14(2),22(2)])]. 

84 c(c(x) v c(x v y)) = x.  [back_rewrite(19),rewrite([23(2)])]. 

85 x v c(c(x) v c(y)) = x.  [back_rewrite(18),rewrite([23(1)])]. 

89 x v (y v z) = y v (x v z).  [para(15(a,1),16(a,1,1)),rewrite([16(2)])]. 

97 x v (c(x) v y) = 1 v y.  [para(22(a,1),16(a,1,1)),flip(a)]. 

98 x v (y v c(x v y)) = 1.  [para(22(a,1),16(a,1)),flip(a)]. 

99 x v (c(x v y) v c(c(y) v x)) = 1_2.  [para(15(a,1),68(a,1,2,1,1))]. 

101 x v (c(y v x) v (c(c(y) v x) v z)) = 1_2 v z.  

[para(68(a,1),16(a,1,1)),rewrite([16(9)]),flip(a)]. 

108 x v c(x v c(x v y)) = y v x.  [para(15(a,1),76(a,1,2,1,2,1))]. 

110 x v (y v c(x v (y v c(z v (x v y))))) = z v (x v y).  

[para(76(a,1),16(a,1)),rewrite([16(7)]),flip(a)]. 

113 1_2 = 1.  [para(76(a,1),68(a,1,2,1,1)),rewrite([84(13),15(7),15(8),22(8)]),flip(a)]. 

122 x v (c(y v x) v (c(c(y) v x) v z)) = 1 v z.  [back_rewrite(101),rewrite([113(9)])]. 

124 x v (c(x v y) v c(c(y) v x)) = 1.  [back_rewrite(99),rewrite([113(8)])]. 

133 c(x) v c(x v y) = c(x).  [para(84(a,1),14(a,1,1)),flip(a)]. 

137 c(0 v c(x)) = x.  [para(22(a,1),84(a,1,1,2,1)),rewrite([83(3),15(3)])]. 

138 c(x v y) v c(x v c(x v y)) = c(x).  

[para(84(a,1),76(a,1,2,1,2)),rewrite([15(5),133(11)])]. 

141 1 v x = 1.  [para(83(a,1),84(a,1,1,1)),rewrite([137(6)])]. 

143 x v (c(y v x) v (c(c(y) v x) v z)) = 1.  [back_rewrite(122),rewrite([141(10)])]. 

144 x v (c(x) v y) = 1.  [back_rewrite(97),rewrite([141(5)])]. 

146 x v c(c(x) v y) = x.  [para(14(a,1),85(a,1,2,1,2))]. 

150 x v 0 = x.  [para(22(a,1),85(a,1,2,1)),rewrite([83(2)])]. 

151 x v c(y v c(x)) = x.  [para(76(a,1),85(a,1,2,1))]. 

163 x v (y v c(x)) = y v 1.  [para(22(a,1),89(a,1,2)),flip(a)]. 

165 x v (y v c(x v c(z v x))) = y v (z v x).  [para(76(a,1),89(a,1,2)),flip(a)]. 

166 c(c(c2 v c(c2 v c(c1))) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c2 v c(c2 v (c(c1) v 

c(c3 v c(c1)))) # answer("Foulis-Holland Theorem 4.1").  

[para(89(a,1),78(a,1,1,2,1)),rewrite([108(23),15(17),15(18),16(18)])]. 

194 x v 1 = 1.  [para(141(a,1),15(a,1)),flip(a)]. 

196 x v (y v c(x)) = 1.  [back_rewrite(163),rewrite([194(5)])]. 

197 0 v x = x.  [para(150(a,1),15(a,1)),flip(a)]. 

208 x v (y v (c(x v y) v z)) = 1.  [para(144(a,1),16(a,1)),flip(a)]. 

211 x v (y v (z v c(x v y))) = 1.  [para(196(a,1),16(a,1)),flip(a)]. 

216 x v (c(c(x) v y) v z) = x v z.  [para(146(a,1),16(a,1,1)),flip(a)]. 

218 x v (y v c(c(x) v z)) = y v x.  [para(146(a,1),89(a,1,2)),flip(a)]. 

221 c(x) v c(y v x) = c(x).  [para(14(a,1),151(a,1,2,1,2))]. 

222 x v (c(y v c(x)) v z) = x v z.  [para(151(a,1),16(a,1,1)),flip(a)]. 

224 x v c(y v (z v c(x))) = x.  [para(16(a,1),151(a,1,2,1))]. 

226 x v (y v c(z v c(x))) = y v x.  [para(151(a,1),89(a,1,2)),flip(a)]. 
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231 x v (y v c(y v x)) = 1.  [para(15(a,1),98(a,1,2,2,1))]. 

235 c(x) v (c(x v y) v z) = c(x) v z.  [para(133(a,1),16(a,1,1)),flip(a)]. 

237 c(x) v (y v c(x v z)) = y v c(x).  [para(133(a,1),89(a,1,2)),flip(a)]. 

258 c(x) v (c(y v x) v z) = c(x) v z.  [para(221(a,1),16(a,1,1)),flip(a)]. 

260 c(x v y) v c(y v c(x v y)) = c(y).  

[para(221(a,1),76(a,1,2,1,2,1)),rewrite([14(6),15(5),221(11)])]. 

261 c(x) v (y v c(z v x)) = y v c(x).  [para(221(a,1),89(a,1,2)),flip(a)]. 

263 x v (y v (c(y v x) v z)) = 1.  

[para(231(a,1),16(a,1,1)),rewrite([141(2),16(5)]),flip(a)]. 

314 x v (y v (z v c(y v x))) = 1.  [para(15(a,1),211(a,1,2,2,2,1))]. 

327 c(c(x) v y) v (z v x) = z v x.  

[para(146(a,1),110(a,1,2,2,1,2,2,1,2)),rewrite([216(10),165(9),146(9)])]. 

666 x v (y v (c(z v c(x)) v u)) = y v (x v u).  [para(222(a,1),89(a,1,2)),flip(a)]. 

708 c2 v c(c2 v c(c1)) = c1 v c2.  

[para(80(a,1),226(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

709 c3 v c(c3 v c(c1)) = c1 v c3.  

[para(82(a,1),226(a,1,2)),rewrite([15(3),15(10)]),flip(a)]. 

728 c(c(c1 v c2) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c2 v c(c2 v (c(c1) v c(c3 v 

c(c1)))) # answer("Foulis-Holland Theorem 4.1").  [back_rewrite(166),rewrite([708(7)])]. 

743 x v c(x v c(y v c(x v y))) = 1.  

[para(98(a,1),124(a,1,2,1,1)),rewrite([83(2),15(6),197(8)])]. 

773 c3 v c(c1 v c3) = c3 v c(c1).  [para(709(a,1),108(a,1,2,1)),rewrite([15(10)])]. 

857 c(x) v (y v (c(z v x) v u)) = c(x) v (y v u).  

[para(327(a,1),216(a,1,2,1,1)),rewrite([16(6),16(9)])]. 

937 c(x) v (y v (c(x v z) v u)) = y v (c(x) v u).  [para(235(a,1),89(a,1,2)),flip(a)]. 

990 c(c1 v c3) v c(c3 v c(c1)) = c(c3).  

[para(709(a,1),138(a,1,1,1)),rewrite([709(12),773(10)])]. 

1029 c(c1) v c(c3 v c(c1)) = c(c1) v c(c3).  [para(990(a,1),235(a,1,2)),flip(a)]. 

1030 c(c(c1 v c2) v c(c2 v (c(c1) v c(c2 v c(c3))))) != c2 v c(c2 v (c(c1) v c(c3))) # 

answer("Foulis-Holland Theorem 4.1").  [back_rewrite(728),rewrite([1029(27)])]. 

1169 c(x) v (y v (z v c(x v u))) = y v (z v c(x)).  

[para(16(a,1),237(a,1,2)),rewrite([16(9)])]. 

1412 c(x) v (y v (z v c(u v x))) = y v (z v c(x)).  

[para(16(a,1),261(a,1,2)),rewrite([16(9)])]. 

3703 x v c(y v c(x v y)) = x.  

[para(743(a,1),108(a,1,2,1)),rewrite([83(2),150(2),15(5)]),flip(a)]. 

3713 x v c(y v c(y v x)) = x.  [para(15(a,1),3703(a,1,2,1,2,1))]. 

3722 x v c(y v x) = x v c(y).  

[para(3703(a,1),151(a,1,2,1)),rewrite([15(5),237(5)]),flip(a)]. 

3995 c(x v y) v c(y v c(x)) = c(y).  [back_rewrite(260),rewrite([3722(5)])]. 

3996 x v (y v c(x v c(z))) = y v (z v x).  [back_rewrite(165),rewrite([3722(3)])]. 

4062 c(c(c1 v c2) v c(c2 v (c3 v c(c1)))) != c2 v c(c2 v (c(c1) v c(c3))) # 

answer("Foulis-Holland Theorem 4.1").  

[back_rewrite(1030),rewrite([3996(14),15(9),15(10),16(10)])]. 

4096 x v c(x v y) = x v c(y).  

[para(3713(a,1),151(a,1,2,1)),rewrite([15(5),261(5)]),flip(a)]. 

4097 x v (c(y v x) v z) = x v (c(y) v z).  

[para(208(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),937(6)]),flip(a)]. 

4098 x v (y v c(z v x)) = x v (y v c(z)).  

[para(211(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1169(6)]),flip(a)]. 

4102 x v (c(x v y) v z) = c(y) v (x v z).  

[para(263(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),857(6)]),flip(a)]. 

4103 x v (y v c(x v z)) = x v (y v c(z)).  

[para(314(a,1),3713(a,1,2,1,2,1)),rewrite([83(6),150(6),15(6),1412(6)]),flip(a)]. 

4106 c(x v y) v c(c(y) v x) = c(x).  

[para(124(a,1),3713(a,1,2,1,2,1)),rewrite([83(8),150(8),15(8),261(8),15(4),133(4)]),flip(

a)]. 

4109 c(x v y) v (c(c(x) v y) v z) = c(y) v z.  

[para(143(a,1),3713(a,1,2,1,2,1)),rewrite([83(9),150(9),15(9),857(9),258(5)]),flip(a)]. 

4128 c(c(c1 v c2) v c(c2 v (c3 v c(c1)))) != c2 v c(c(c1) v c(c3)) # answer("Foulis-

Holland Theorem 4.1").  [back_rewrite(4062),rewrite([4096(23)])]. 

4343 x v c(y v (z v x)) = x v c(y v z).  [para(16(a,1),3722(a,1,2,1))]. 

4347 c(x) v c(y v c(z v x)) = c(x) v c(y).  

[para(3722(a,1),258(a,1,2)),rewrite([258(6)]),flip(a)]. 

4379 x v c(y v (x v z)) = x v c(y v z).  [para(89(a,1),4096(a,1,2,1))]. 

4424 c(x v c(c(y) v z)) = c(x v y) v c(c(y) v (x v c(z))).  

[para(218(a,1),3995(a,1,1,1)),rewrite([15(8),4103(8)]),flip(a)]. 

4427 c(c(x v y) v z) = c(c(x) v z) v c(c(y) v (x v z)).  

[para(235(a,1),3995(a,1,1,1)),rewrite([14(8),15(7),4102(7)]),flip(a)]. 
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4514 c(c1 v c(c2)) v c(c(c1) v c(c2 v c3)) != c2 v c(c(c1) v c(c3)) # answer("Foulis-

Holland Theorem 4.1").  

[back_rewrite(4128),rewrite([4427(13),4343(10),224(19),15(12),15(14)])]. 

4571 c(x v c(y v z)) = c(z v (x v c(y))) v c(x v c(z)).  

[para(226(a,1),4106(a,1,2,1)),rewrite([14(2),15(4),4098(4),14(10)]),flip(a)]. 

4874 x v (y v (c(z v x) v u)) = y v (x v (c(z) v u)).  

[para(4097(a,1),89(a,1,2)),flip(a)]. 

5181 c(x v y) v c(c(y) v (x v z)) = c(x v y) v c(x v z).  

[para(4102(a,1),4379(a,1,2,1))]. 

5194 c(x v c(c(y) v z)) = c(x v y) v c(x v c(z)).  

[back_rewrite(4424),rewrite([5181(13)])]. 

5757 c(x v y) v c(y v c(z v x)) = c(y).  

[para(4343(a,1),4347(a,1,2,1)),rewrite([15(11),221(11)])]. 

5782 c(x v c(y v z)) v c(z v x) = c(x).  [para(5757(a,1),15(a,1)),flip(a)]. 

5902 c(x v c(y v z)) v c(y v x) = c(x).  [para(15(a,1),5782(a,1,1,1,2,1))]. 

6095 c(x v (y v c(z v u))) v c(z v (x v y)) = c(x v y).  [para(16(a,1),5902(a,1,1,1))]. 

6105 c(x v (c(y v z) v c(y v u))) v c(y v (x v c(z))) = c(x v c(y v z)).  

[para(4103(a,1),5902(a,1,2,1)),rewrite([16(6)])]. 

6199 c(x v (c(y v z) v u)) = c(x v (z v (c(y) v u))) v c(x v (c(z) v u)).  

[para(666(a,1),4106(a,1,2,1)),rewrite([14(2),15(5),4874(5),14(12)]),flip(a)]. 

6233 c(x v c(y v z)) = c(x v (z v c(y))) v c(x v c(z)).  

[back_rewrite(6105),rewrite([6199(7),133(4),16(16),6095(15)]),flip(a)]. 

6535 c(x v (y v z)) v c(x v c(y)) = c(x v z) v c(x v c(y)).  

[back_rewrite(5194),rewrite([6233(5),14(2)])]. 

6563 c(x v (y v c(z))) v c(y v c(x)) = c(y v c(z)) v c(y v c(x)).  

[back_rewrite(4571),rewrite([6233(4),6535(8)]),flip(a)]. 

6564 $F # answer("Foulis-Holland Theorem 4.1").  

[back_rewrite(4514),rewrite([6233(13),89(12),6563(20),4109(19),14(3)]),xx(a)]. 

 

============================== end of proof ========================== 

 

 

Figure 3.  Summary of a prover9 ([2]) proof of FH4.1 from OML.  The proof assumes the 

default  inference rules of prover9. The general form of a line in this proof is “line_number 

conclusion [derivation]”, where line_number is a unique identifier of a line in the proof, and 

conclusion is the result of applying the prover9 inference rules (such as paramodulation, 

copying, and rewriting), noted in square brackets (denoting the derivation), to the lines cited 

in those brackets.  The detailed syntax and semantics of these notations can be found in [2].  

All prover9 proofs are by default proofs by contradiction.   
 

 

The total time to produce the proofs in 

Figure 3 on the platform described in 

Section 2.0 was approximately 3.9 

seconds. 

 

 

4.0  Discussion 
 

The results of Section 3.0  motivate several 

observations: 

 

   1.  FH4.1  is derivable from OML. 

 

   2.  The proof in Section 3.0  is, as far as I 

know, novel. 

 

   3.  Companion papers show that the other 

three Sasaki-implication restricted FH 

theorems are also derivable from OML.  

 

   4.  The OMLaw is equivalent to each of 

the four FH theorems ([23]) in OML. 

Whether a Sasaki-implication-restricted 

variant of the OMLaw is derivable from OL 

(i.e., OML without the OMLaw) conjoined 

with the Sasaki-implication-restricted FH 

theorems, is the subject of future work. 

 

 

5.0 References 
 
[1]  von Neumann J.  Mathematical 

Foundations of Quantum Mechanics. 1936.  

Translated by R. T. Beyer. Princeton.  1983. 

428 Int'l Conf. Artificial Intelligence |  ICAI'13  |



[2]  McCune WW.  prover9 and mace4.  

URL 

http://www.cs.unm.edu/~mccune/prover9/.  

2009. 

[3]  Horner JK.  prover9 script for deriving 

FH4.1 from OML.   2011.  Available from 

the author on request. 

[4]  Dalla Chiara ML and Giuntini R.  

Quantum Logics.  URL 

http://xxx.lanl.gov/abs/quant-ph/0101028.  

2004. 

[5]  Megill ND and  Pavičić M.  

Orthomodular lattices and quantum algebra.  

International Journal of Theoretical Physics 

40 (2001), pp. 1387-1410. 

[6]  Akhiezer NI and  Glazman IM.  Theory 

of Linear Operators in Hilbert Space.  

Volume I.  Translated by M. Nestell.  

Frederick Ungar.  1961. 

[7]  Holland, Jr. SS  Orthomodularity in 

infinite dimensions: a theorem of M. Solèr.  

Bulletin of the American Mathematical 

Society 32 (1995), pp. 205-234. 

[8]  Marsden EL and Herman LM.  A 

condition for distribution in orthomodular 

lattices. 

Kansas State University Technical Report 

#40.  1974. 

[9]  Knuth DE and Bendix PB.  Simple word 

problems in universal algebras.  In J. Leech, 

ed.  Computational Problems in Abstract 

Algebra.  Pergamon Press.  1970.  pp. 263-

297. 

[10]  Chang CC and Keisler HJ.  Model 

Theory.  North-Holland. 1990. pp. 38-39. 

[11]  Birkhoff G.  Lattice Theory. Third 

Edition. American Mathematical Society.  

1967. 

 [12] Church A.  Introduction to 

Mathematical Logic.  Volume I.  Princeton.  

1956. 

[13] Jauch J.  Foundations of Quantum 

Mechanics.  Addison-Wesley.  1968. 

[14]  Megill ND.  Metamath.   URL 

http://us.metamath.org/qlegif/mmql.html#un

ify.  2004. 

[15]  Horner JK.  An automated deduction 

system for orthomodular lattice theory.  

Proceedings of the 2005 International 

Conference on Artificial Intelligence.  

CSREA Press.  2005. pp. 260-265. 

[16]  Horner JK.  An automated equational 

logic deduction of join elimination in 

orthomodular lattice theory.  Proceedings of 

the 2007 International Conference on 

Artificial Intelligence.  CSREA Press. 2007.  

pp. 481-488. 

[17]  Messiah A.  Quantum Mechanics.  

Dover.  1958. 

[18]  Horner JK.  Using automated theorem-

provers to aid the design of efficient 

compilers for quantum computing.  Los 

Alamos National Laboratory Quantum 

Institute Workshop.  December 9–10, 2002.  

URL 

http://www.lanl.gov/science/centers/quantu

m/qls_pdfs/horner.pdf. 

[19]  Birkhoff G and  von  Neumann J.  The 

logic of quantum mechanics.  Annals of 

Mathematics 37 (1936), 823-243. 

[20]  Nielsen MA and  Chuang L .  Quantum 

Computation and Quantum Information.  

Cambridge. 2000. 

[21]  Pavičić M and Megill N. Quantum and 

classical implicational algebras with 

primitive implication. International Journal 

of Theoretical Physics 37 (1998), 2091-

2098.  ftp://m3k.grad.hr/pavicic/quantum-

logic/1998-int-j-theor-phys-2.ps.gz. 

[22]  Sasaki U.  Orthocomplemented lattices 

satisfying the exchange axiom.  Journal of 

Science 

Hiroshima University A 17 (1964), 293-302. 

[23]  Horner JK.  Papers submitted to the 

2013 International Conference on 

Foundations of Computer Science. 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 429



430 Int'l Conf. Artificial Intelligence |  ICAI'13  |



SESSION

HEURISTIC SEARCH + INFORMATION
RETRIEVAL + PATTERN AND SIMILARITY

ANALYSIS

Chair(s)

TBA

Int'l Conf. Artificial Intelligence |  ICAI'13  | 431



432 Int'l Conf. Artificial Intelligence |  ICAI'13  |



Model Checking Safety Properties through Simulation and Heuristic Search

Nicoletta De Francescoa, Giuseppe Lettieria, Antonella Santoneb, Gigliola Vaglinia
aDip. di Ingegneria dell’Informazione, University of Pisa, Pisa, Italy

bDip. di Ingegneria, University of Sannio, Benevento, Italy

Abstract—This paper presents an efficient procedure to
perform model checking of a concurrent process against a
temporal logic formula, through the checking of a simulation
between the description of the system and of the formula in
the same formalism. The approach is applied, as an example,
to processes defined through a specification language very
compact, the well-know Calculus of Communicating Systems
(CCS) defined by Milner, but it can be applied also to different
languages as Lotos and CSP. The algorithm to explore the
search space for the simulation problem is based on a greedy
technique. The experiments show that a considerable reduction
of both state space size and time can be achieved with respect
to traditional model checking algorithms.

Keywords-Model checking; heuristic searches; temporal
logic.

I. INTRODUCTION

A very used method to verify concurrent and distributed
systems is model checking [1]. It is an automated technique
that, given a finite-state model of a system and a formal
property, systematically checks whether this property holds
for (a given state in) that model.

Equivalence checking is the process of determining
whether two systems are related to each other according to
some mathematically defined notion of equivalence. There
are several kinds of equivalences, starting from the two
equivalences defined by Milner for CCS processes: the
strong equivalence that means that the processes are not
distinguishable; the weak equivalence that defines a notion
of observability for the processes and requires that equiva-
lence be defined only with respect to the observable actions.
Other equivalences exploit a different point of view on the
observability, for example, equivalences were defined based
on ignoring non-τ actions irrelevant for the expected system
behavior [2], [3].

It is possible to use equivalence checking to realize model
checking of a system, through comparison of the system
model against the model derived from the formula; automata
theoretic approach follows that way, by performing the
product between the automaton representing the system and
the automaton representing the formula (actually the comple-
ment of the formula): an empty result of the product signifies
the satisfaction of the formula. However, this formal method
cannot be scaled as easily with the increasing complexity
of the systems, since at least the two automata have to be
built to perform their product; moreover the construction of

the automaton of the formula is not so straightforward for
branching temporal logics.

This paper proposes to perform model checking of a
concurrent system against a formula by applying heuristic
search techniques on AND/OR graphs to the problem of
verifying whether a concurrent system simulates another
one (actually, one is the system to be verified, the other
corresponds to the formula to be satisfied). Heuristic search
is one of the classical techniques in Artificial Intelligence
and has been applied to a wide range of problem-solving
tasks including puzzles, two player games and path finding
problems. In heuristic searches some utility or cost can be
assigned to each state to guide the search by suggesting
the next state to expand; in this way the most promising
paths are considered first. There are several heuristic search
algorithms for AND/OR graphs: a main difference among
them is due to the fact of considering cyclic AND/OR
graphs, or not cyclic AND/OR graphs. In the latter class
it is included the algorithm AO* [4], while in the former it
is included the algorithm S2 [5].

In any case, the AND/OR graph is expanded incrementally
during the execution of the algorithm, starting from the
initial node; the heuristic function assigns a cost to each node
not yet considered, and the optimality of the solution can be
guaranteed by the property of admissibility of the function,
i.e., the heuristic never overestimate the distance to the goal.
Optimality is not really an issue, from the point of view of
the efficiency of the equivalence checking, for example: it is
sometime better to find as soon as possible a solution than
to repeatedly discard solutions until the optimum is found.
Discarding optimality, a greedy approach can be followed:
at any step, the next state to be expanded is chosen only on
the basis of the foreseen cost of that expansion.

To model check the examples we show in this work
a poorly informative heuristic function is used and, for
this reason, it is not shown in detail here. The interesting
thing is that, also in this case, the method avoids the
construction of the entire model of the system and produces
a very good result in terms of state space size and time
with respect to traditional model checking algorithms, for
example those defined inside the Concurrency WorkBench
of the New Century (CWB-NC) [6]. The heuristic function
can be refined so producing hopefully even better results.
We consider concurrent systems (and formulae) specified by
means of the Calculus of Communicating Systems (CCS)
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[7]; for the simplicity of the presentation, we consider only
temporal logic formulae expressing safety properties. The
temporal logic we refer to is the selective mu-calculus [2]
that adds abstraction features with the objective of saving
space. In conclusion, the task of verifying that a CCS process
p has the property ϕ is reduced to: (1) translating of the
formula ϕ into a CCS process, say it f ; and (2) checking
if p and f respect a notion of ρ-simulation; ρ is the set of
non-τ actions not relevant to the satisfaction of the formula
and the heuristic search is based on the greedy approach.

As far as we know, it is the first attempt to exploit
process algebra-based heuristics for simulation checking in
verifying concurrent systems. A preliminary version of the
results presented in this paper can be found in [8], where
the simulation relation defined by Milner [7] has been
considered. The method is completely automated, i.e., there
is no need for user intervention or manual effort, moreover it
can be analogously applied to other specification languages.

II. PRELIMINARIES

A. Calculus of Communicating Systems

Below we present a brief overview of the main features
of Milner’s Calculus of Communicating Systems (CCS)[7].
The syntax of processes is the following:
p ::= nil

∣∣ x ∣∣ α.p ∣∣ p+ p
∣∣ p | p ∣∣ p\L ∣∣ p[f ]

where α ranges over a finite set of actions A =
{τ, a, a, b, b, ...}. The action τ ∈ A is called the internal
action. The set of visible actions, V , ranged over by l, l′ . . .,
is defined as A − {τ}. Each action l ∈ V (resp. l ∈ V)
has a complementary action l (resp. l). The restriction set
L, in the processes of the form p\L, is a set of actions
such that L ⊆ V . The relabeling function f , in processes
of the form p[f ], is a total function, f : A → A, such
that the constraint f(τ) = τ is respected. The constant x
ranges over a set of constant names: each constant x is
defined by a constant definition x

def
= p, where p is called

the body of x. We denote the set of processes by P . The
semantics of a process p, defined in Table I, is given by
a set of conditional rules describing the transition relation
of the automaton corresponding to the behavior expression
defining p, called the standard transition system for p and
denoted by S(p).

Many equivalence relations have been defined on CCS
processes; they are based on the notion of bisimulation
between states of the related transition systems. In the
following we consider the ρ-equivalence introduced in [2]
formally characterizing the notion of “the same behavior
with respect to a set ρ of actions”. The precise definition
of ρ-simulation uses the transition relation α−→ρ , parametric
with respect to ρ ⊆ A, which ignores all non-interesting
actions (i.e. those in A− ρ).

Definition 2.1: Let p and q be two CCS processes and
ρ ⊆ A a set of actions, we define the relation −→ρ ⊆

Act
α.p

α−→ p
Sum p

α−→ p′

p+ q
α−→ p′

(and symm.)

Rel
p

α−→ p′

p[f ]
f(α)−→ p′[f ]

Par p
α−→ p′

p | q α−→ p′ | q
(and symm.)

Con p
α−→ p′

x
α−→ p′

x
def
= p Com p

l−→ p′, q
l−→ q′

p | q τ−→ p′ | q′

Res p
α−→ p′

p\L α−→ p′\L
α, α 6∈ L

Table I
STANDARD OPERATIONAL SEMANTICS OF CCS

P × ρ× P in the following way:
∀α ∈ ρ: p α−→ρ q

def
= p

δα−→ q, where δ ∈ (A− ρ)∗

By p α−→ρ q we express the fact that it is possible to pass
from p to q by performing a (possibly empty) sequence of
actions not belonging to ρ and then the action α in ρ. Note
that −→A = −→.

Definition 2.2: (ρ-simulation) Let p and q be two CCS
processes and let ρ ⊆ A.

- A ρ-simulation, R, is a binary relation on P ×P such
that pRq means that:

p
α−→ρ p′ implies q α−→ρ q′ with p′Rq′;

- q ρ-simulates p ( p ≺ρ q) iff there exists a ρ-simulation
R containing the pair (p, q).

Note that the ρ-simulation, with ρ = V does not coincide
with the weak simulation. Suppose: p = a.nil + τ.nil and
q = a.nil. It holds that q V-simulates p, but q does not weak
simulates p. On the other hand, if p = a.nil + a.(c.nil +
τ.nil) and q = a.(c.nil + τ.nil), q weak simulates p but
it is not true that q V-simultes p. In the following, with
ρ-derivatives of a CCS process p, we denote the set of all
processes reachable from p by −→ρ .

B. SHML logic

To the purpose of explaining our methodology without too
much technicality, system properties will be defined through
the so-called Selective Hennessy-Milner Logic (SHML) in-
stead of the full selective mu-calculus, introduced by Barbuti
et al. [2]. However, SHML is more expressive than the
Hennessy-Milner logic [7] because of the intrinsic recursion
of the selective operators. Given a set A of actions, with
K,R ⊆ A, the SHML logic is the set of formulae so defined:
ϕ ::= tt

∣∣ ff ∣∣ ϕ ∧ ϕ ∣∣ ϕ ∨ ϕ ∣∣ 〈K〉R ϕ ∣∣ [K]R ϕ.
The satisfaction of a formula ϕ by a state s of a transition
system, written s |= ϕ, is defined as follows: each state
satisfies tt and no state satisfies ff; a state satisfies ϕ1∨ϕ2

(ϕ1 ∧ϕ2) if it satisfies ϕ1 or (and) ϕ2. [K]R ϕ and 〈K〉R ϕ
are the selective modal operators: [K]R ϕ is satisfied by a
state which, for every performance of a sequence of actions
not belonging to R ∪ K, followed by an action in K,
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p 6|= ff p |= tt
p |= ϕ ∧ ψ iff p |= ϕ and p |= ψ
p |= ϕ ∨ ψ iff p |= ϕ or p |= ψ

p |= [K]R ϕ iff ∀p′.∀α ∈ K.p α−→K∪R p
′ implies p′ |= ϕ

p |= 〈K〉R ϕ iff ∃p′.∃α ∈ K.p α−→K∪R p
′ and p′ |= ϕ

Table II
SATISFACTION OF A SHML FORMULA BY A STATE

evolves to a state obeying ϕ. 〈K〉R ϕ is satisfied by a state
which can evolve to a state obeying ϕ by performing a
sequence of actions not belonging to R ∪ K, followed by
an action in K. The selective modal operators 〈K〉R ϕ and
[K]R ϕ substitute the standard modal operators 〈K〉 ϕ and
[K] ϕ. The basic characteristic of the SHML is that each
formula allows us to immediately point out the parts of
the transition system that do not alter the truth value of
the formula itself. More precisely, the only actions relevant
for checking a formula are the ones explicitly mentioned
by the selective modal operators used in the formula itself.
Thus, the result of checking the formula is independent from
all other actions. In this paper we exploit this information
to efficiently check ρ-simulation. A transition system T
satisfies a SHML formula ϕ, written T |= ϕ, if and only if
p |= ϕ, where p is the initial state of T . A CCS process p
satisfies ϕ if S(p) satisfies ϕ. The precise definition of the
satisfaction of a SHML formula ϕ by a state of a transition
system is given in Table II.

C. Heuristic search: AND/OR Graphs

In this section, the general concept of AND/OR graphs to
represent a search problem and the Greedy algorithm defined
in [9] to visit AND/OR graphs and to find a suitable solution
are presented.

An AND/OR graph G is a directed graph with a special
node s, called the start (or root) node, and a nonempty set
of terminal leaf nodes denoted as t, t1, . . . . The start node s
represents the given problem to be solved, while the terminal
leaf nodes correspond to subproblems with known solutions.
The nonterminal nodes of G are of three types: OR, AND,
and nonterminal leaf. An OR node is solved if one of its
immediate subproblems is solved, while an AND node is
solved only when every one of its immediate subproblems
is solved. A nonterminal leaf node has no successors and is
unsolvable.

Given an AND/OR graph G, a solution of G is represented
by an AND/OR subgraph, called solution (sub)graph of G
with the characteristics given below.

Definition 2.3: A finite subgraph D of an AND/OR graph
G is a solution subgraph of G if:

(i) the start node of G is in D;
(ii) if n is an OR node in G and n is in D, then exactly

one of the immediate successors of n in G is in D;

(iii) if n is an AND node in G and n is in D, then all the
immediate successors of n in G are in D;

(iv) every non cyclic maximal path in D ends in a terminal
leaf node.

In most domains the AND/OR graph G representing the
problem is unknown in advance, so it cannot be supplied
explicitly to the search algorithm. Instead, a distinction is
drawn between the explicit graph G′ and the implicit graph
G. The implicit graph G is specified by a start node s and
a successor function. The search algorithm works on the
explicit graph G′, which initially consists of the start node
s only. The start node is then expanded using the successor
function of G to obtain a set of nodes and arcs that are added
to G′. At any instant, the explicit graph G′ has a number
of nodes yet to be expanded, called tip nodes. The search
algorithm chooses one of these tip nodes for expansion. In
this manner, more and more nodes and arcs get added to the
explicit graph, until it finally has one or more solution graphs
as subgraphs. One of these solution graphs is then output
by the search algorithm. In this paper we use the Greedy
algorithm for the heuristic search in AND/OR graphs that
has been proposed in [9].

III. THE APPROACH

In this section the heuristic-approach to deduce a property
satisfaction by checking ρ-simulation is presented. From
now on, to simplify the presentation, SHML formulae con-
taining only [K]R modal operators and ∧ operators are
considered: they are referred to as []-formulae, expressing
safety properties. In particular, to verify if the property ϕ
holds for the CCS process p, we (1) translate ϕ into a CCS
process, say it f ; and (2) check that p is simulated by f
according to the notion of ρ-simulation, with ρ the set of
actions occurring in ϕ. We analyse each step deeply.

A. Formula-to-CCS operator

We describe the formula-to-CCS operator: two special
processes, ⊥ and >, are used with the following property:
∀p ∈ P, p ≺ρ > and p 6≺ρ ⊥.

The T operator, given a []-formula and a set of actions,
returns a special CCS process, called sCCS, that is a CCS
process that can terminate either with a constant or with one
of the special processes ⊥ and >.

Definition 3.1 (The formula-to-CCS operator T ): Let ϕ
be a []-formula. The operator T is inductively defined on
the structure of ϕ.

T (ff) = {⊥},
T (tt) = {>},

T
(
[K]R ϕ

)
=
{
x
∣∣∣ x

def
=
∑
k∈K k.p+

∑
α∈A−(K∪R) α.x+∑

β∈R β.>, p ∈ T (ϕ)
}
,

T (ϕ1 ∧ ϕ2) = T (ϕ1) ∪ T (ϕ2).
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To check whether p |= ϕ with alph(ϕ) = ρ1, T builds the
sCCS processes corresponding to ϕ: p ρ-simulates all of
them if and only if p |= ϕ. If ϕ = ff, the set built by T
contains only the special process ⊥, which ρ-simulates no
process; while if ϕ = tt the set contains only the process >
which ρ-simulates any process. When ϕ = [K]R ϕ

′, for each
q′ ∈ T (ϕ′), a new constant x is defined as the summation
of α such that:
• if α ∈ K, the process x performs α moving then to q′;
• if α ∈ A−(K∪R), the process x performs α and then

returns to itself;
• if α ∈ R, the process x performs α moving then to >.

The idea is that x represents a state in which only actions
in A − (K ∪ R) (i.e., actions that have no effect on the
satisfiability of formula ϕ) have already been performed.
Any action in R from this state leads to vacuous satisfaction
of ϕ, while any action in K leads to the check for the
subformula ϕ′.

B. ρ-simulation checking

The second step of our approach consists of deducing
whether the CCS process p satisfies the formula ϕ. This
is obtained by checking whether all the sCCS processes
obtained by the translation of ϕ ρ-simulate p. The following
theorem states the correctness of this step.

Lemma 3.1: Let p be a CCS process and ϕ be a []-
formula. For all q ∈ T (ϕ), p ≺alph(ϕ) q implies p ≺ρ q
for all alph(ϕ) ⊆ ρ ⊆ A.

Theorem 3.1: Let p be a CCS process and ϕ a []-formula.
It holds that:

(
∀q ∈ T (ϕ), p ≺alph(ϕ) q

)
iff p |= ϕ.

Proof. The proof is by induction on the structure of the
formula ϕ.

To check ρ-simulation we use an heuristic approach
defined in the next section

C. AND/OR graph for ρ-simulation checking

Let p be a CCS finite process and q a finite sCCS
process: to check the requirements of the ρ-simulation
(Definition 2.2) an AND/OR graph is built representing the
fact that p and q move in alternating turns as long as they
can perform the same move. Thus, the AND/OR graph has
a solution iff p ≺ρ q, since the construction halts with
nonterminal leafs only when there is a move of p that cannot
be matched by q.

In order to apply the algorithm described in Section II-C
the operators used to expand a node have been defined. In the
following, we denote by G(p, q) the implicit AND/OR graph
built from p, q and the transition relation −→ρ . The nodes
of G(p, q) are 3-uples 〈r, s, γ〉 where r is a ρ-derivative of
p; s is a ρ-derivative of q or the processes > and ⊥; and
γ ∈ {λ} ∪ A.

1The function alph(ϕ) returns all actions occurring in the sets R and
K of all selective operators appearing in the SHML formula ϕ.

op1
{ (p′, α) | p α−→ρ p′ } = {(p1, α1), . . . , (pn, αn)} 6= ∅

〈p, q, λ〉 −→〈p1, q, α1〉 and · · · and 〈p, q, λ〉 −→〈pn, q, αn〉

op2
{ q′ | q β−→ρ q′ and β = α } = {q1, . . . , qn} 6= ∅

〈p, q, α〉 −→〈p, q1, λ〉 or · · · or 〈p, q, α〉 −→〈p, qn, λ〉

Table III
GENERAL OPERATORS.

We assume λ /∈ A and s be a sCCS process. When γ = λ
it is the turn of r to move; when γ = α then s has to move
performing the action α, i.e. the action that the process r
has performed in the previous turn. Let n = 〈r, s, γ〉 be
a node of G(p, q). Node n is an AND node, OR node,
terminal or nonterminal leaf according to the value of γ
and the following rules:
• when γ = λ, node n is an AND node if r 6= s and
s 6∈ {⊥,>};

• when γ = α, node n is an OR node if s has a α−→ρ

transition, otherwise it is a nonterminal leaf;
• when γ = λ, node n is a terminal leaf, if r = s or
s = >;

• when γ = λ, node n is a nonterminal leaf if s = ⊥.
The start node of G(p, q) is 〈p, q, λ〉. The successor

function is given by the operators in Table III. The operators
generate the outgoing arcs and the successor nodes of each
node. The operators with the form

premise

n−→n1 and · · · and n−→nm

where premise is the antecedent, possibly empty, of the rule,
generate all the outgoing arcs and successor nodes of the
AND node n. On the other hand, the operators with the
form

premise

n−→n1 or · · · or n−→nm

generate all the outgoing arcs and successor nodes of the
OR node n.

The rule op1 points out the possible moves (αi) of p when
γ = λ; in this way an AND node can be connected with
its successor nodes in the graph, all such successors have
γ = αi; roughly speaking if p can move performing an
action αi and reaches the process pi then it is the turn of q to
move with the same action αi. In rule op2, q must simulate
the action α performed by p; in this case an OR node can
be connected with its successor nodes in the graph, all such
successors have γ = λ i.e. nodes that can be transformed
only through the operator op1 like the initial node.

It can be proved that finding a solution of G(p, q) is equiv-
alent to checking whether p ≺ρ q. In this preliminary work,
since the idea is to evaluate goodness of the application of
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heuristic search to check properties through simulation, we
use a heuristic function always equal to zero. As reflected in
the experiments we made, this non informative heuristic has
the advantage of a lower computational cost, while retaining
the reduction of state space due to the greedy algorithm.

IV. EXPERIMENTAL RESULTS

In this section we present and discuss our experience with
using the tool, called GreASE (Greedy Algorithm for System
Equivalence); this tool applies the presented approach to
model checking (via ρ-simulation) to several well-known
CCS processes. The aim is to evaluate the performances
of the approach and compare it against the CWB-NC.
Experiments were executed on a 64 bit, 2.67 GHz Intel i5
CPU equipped with 8 GiB of RAM and running Gentoo
Linux. The tool is freely available for download at the
url: //www2.ing.unipi.it/∼a080224/grease.
For the evaluation, a sample of well known systems is
selected from the literature. The results are shown in
Table IV, where the number of generated nodes and the
time (expressed in sec) resulting from model checking the
selected case studies are reported.

Railway system (crail): we applied our tool to the system
specification given in [10]. This system describes the British
Rail’s Solid State Interlocking which is devoted “to adjust,
at the request of the signal operator, the setting of signal and
points in the railway to permit the safe passage of trains”.
On this system we checked the following formula ϕ1 =
[det ]{fail} ff, which means that a failure is detected only if
it has actually occurred. The system does not satisfy ϕ1.

Mutual (mutual8, mutula10): it is a system handling
the requests of a resource shared by 8 (resp. 10) processes.
It presents two alternative choices between a server based
on a round robin scheduling and a server based on mu-
tual exclusion. On this system we checked the following
two formulae: ϕ1 = [roundrobin]∅ [work i+1]{worki} ff and
ϕ2 = [work i+1]{worki} ff. ϕ1 expresses the property that
when a server based on a round robin scheduling is chosen,
process i+1 cannot use the resource before process i. This
property is satisfied, instead the system does not satisfy ϕ2

expressing the property that, in general, process i+1 cannot
use the resource before process i.

Philips Bounded Retransmission Protocol (BRP): the
Bounded Retransmission Protocol used by the Philips Com-
pany in one of its products [11]. On this system we checked
the following two formulae:

ϕ1 = [in(d1 d10)]∅

(
[out(d10, ok)]{out(d9,inc)}ff∧

[out(d9, inc)]{out(d8,inc)}ff ∧ · · · ∧

[out(d2, inc)]{out(d1,fst)}ff
)

ϕ2 = [in(d1 d10)]∅ [in(ok)]{out(d10,ok)}ff

case study our approach CWB-NC
gen time gen time

Crail (ϕ1) 1197 0.020 3628 0.564
Mutual8 (ϕ1) 644 0.507 6912 1.616
Mutual8 (ϕ2) 387 0.049 6912 1.410
Mutual10 (ϕ1) 2564 7.002 17408 6.885
Mutual10 (ϕ2) 1539 0.322 17408 5.448
BRP (ϕ1) 40 0.025 759 0.262
BRP (ϕ2) 15 0.044 759 0.189
MPMC (ϕ1) 19 0.004 13803 3.598
MPMC (ϕ2) 1611 1.439 13803 3.609

Table IV
RESULTS FOR CCS SYSTEMS

The formula ϕ1 means that, after accepting a data packet
of length 10 (action in(d1_d10)), the protocol cannot
deliver the i-th segment (2 ≤ i ≤ 10) to the receiving client
before having delivered the (i-1)-th one. ϕ2 means that,
after accepting a data packet of length 10, the protocol
cannot issue an ok confirmation (action in(ok)) to the
sending client unless the last segment of the packet (action
out(d10, ok)) has been delivered to the receiving client.

Multicast Protocol for Mobile Computing (MPMC): a
protocol for reliable multicast in distributed mobile systems,
presented in [12]. On this system we checked the following
two formulae:

ϕ1 = [deliver(m,msg)]{send(msg)} ff

ϕ2 = [deliver(m,msg)]∅ [deliver(m,msg)]∅ ff

ϕ1 expresses the property that any multicast delivered by
a group member has been originated by a group member;
and ϕ2 expresses the property that no group member deliv-
ers duplicate multicasts, i.e. duplicates are discarded. Both
properties are true.

These examples provide some experimental evidence of
the reduction of the state space that may result when
applying the presented methodology instead of the standard
algorithm used by the CWB-NC. Note that in all cases we
obtain great reductions both in time and in state space.

V. CONCLUSION AND RELATED WORK

A method has been proposed for model checking safety
properties for concurrent systems described in CCS. The
novel contributions of the work are the following:
• application of algorithms taken from heuristic search

environment for the ρ-simulation checking;
• model checking safety properties through ρ-simulation.
The most challenging task when applying automated

model checking in practise is to conquer the state explo-
sion problem. Hence, simulation algorithms with minimal
space complexity are of particular interest. Two algorithmic
families can be considered: one is based on the refinement
principle, that is, given an initial partition, find the coarsest
partition stable with respect to the transition relation, see
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for example the algorithm proposed by Paige and Tarjan in
[13]. The other family of algorithms is based on a Cartesian
product traversal from the initial state [14]. These algorithms
are both applied on the whole state graph, and require an
explicit enumeration of such space so producing the well-
known state explosion problem.

The algorithms in [15], [16] consider a problem with
N states, and S simulation equivalence classes: the space
complexity of both algorithms is O(S2 +NlogS).

Recently great interest has grown in combining model
checking and heuristics to guide the exploration of the state
graph of a system. In the domain of software validation,
the work of Yang and Dill [17] is one of the original ones.
They enhance the bug-finding capability of a model checker
by using heuristics to search the states that are most likely
to lead to an error. In [18] heuristics have been used for
real-time model checking in UPPAAL. In [19] heuristic
search has been combined with on-the-fly techniques, while
in [20] with symbolic model checking. Previous works, as
for example [21], [22], [23], [24], used heuristic search to
accelerate finding errors, while in [25] heuristic search is
used to accelerate verification.

The presented approach starts from representing the sys-
tem and the logic formula in the same formalism and, then,
tries to state if the formula is satisfied by the system by
proving that the system behavior is simulated the formula
behavior. In [26] Vardi and Wolper describe an automata-
theoretic approach to verify finite-states systems: the idea
underlying this approach is that, for any linear temporal
logic (LTL) formula, one can construct an automaton that
accepts precisely the computations satisfied by the formula.
Thus, if p is a system and ϕ a LTL formula, p meets ϕ if
every infinite word generated by p, viewed as a finite-state
generator, is accepted by ϕ, viewed as a finite state acceptor.
This reduces the model checking problem to a purely
automata-theoretic problem: the problem of determining if
the automaton p ∩ ϕ is empty, i.e. if it accepts no word.
On the other hand, for branching temporal logic, automata-
theoretic techniques have long been thought to introduce an
exponential penalty, making them essentially useless. But,
Bernholtz and Grumberg in [27] suggested that an automata-
theoretic approach to branching-time model checking can be
based on the concepts of amorphous automata and simul-
taneous trees, and they showed that CTL model checking
is linearly reducible to the acceptance of a simultaneous
tree by an amorphous automaton, problem that can be
solved in quadratic running time. Although this constitutes
a meaningful first step towards applying automata-theoretic
techniques to branching-time model checking, it is not quite
satisfactory, above all for the complexity of the resulting
algorithm which is quadratic in both the size of the formula
and the size of the system.

Our attempt is in this direction: the heuristic search
methodology avoids the construction of both automata and

the results in terms of space and running time are encour-
aging. The next step consists in managing full selective
mu-calculus formulae and in defining a more informative
heuristic function.

Other approaches have been developed to solve or reduce
the state explosion problem for model checking. Among
them, reduction techniques based on symbolic model check-
ing techniques [28], partial order techniques [29], [30],
compositional techniques [31], [32], and abstraction ap-
proaches [33], [34]. Moreover, all the above approaches has
been successfully applied in several fields, like for example
clone detection [35], [36], analysis of social networks [37],
incremental construction of complex systems [38], secure
information flow in concurrent programs [39], banking in-
dustry [40], [41].
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Abstract

The National Center for Biotechnology In-
formation (NCBI) website provides innumerable
computational resources from several web services,
which can be reached with some programming lan-
guages and/or using specific modules of theses pro-
gramming languages. Nevertheless, the totality of
these services or almost all services must be ac-
cessed from knowledge of metainformation about
the data to be mined. Eventually, without knowing
any information about what one wants to search,
such as a single DNA sequence representing“string”
by computational view, hindering access to NCBI’s
resources. This paper presents a set of bioinfor-
matics resources to enable metainformation discov-
ery of raw genomic data such as genetic sequences
without any knowledge about them.

Keywords: Intelligent retrieval, genomic informa-

tion, NCBI, BLAST, distributed system

1. Introduction

The methods of computerized information pro-
cess are essential for conducting scientific re-
search in all fields of knowledge, such as genomic
or biomedical research, and the National Center
for Biotechnology Information (NCBI) keeps the
largest data repositories and bioinformatics com-
puting resources worldwide. NCBI was established
on November 4, 1988, as a division of the National

∗wagner.arbex@embrapa.br

Library of Medicine (NLM) at the National Insti-
tutes of Health (NIH) [1]. NCBI has experience
in creating and maintaining biomedical databases,
serving as a research program in computational
molecular biology.

The NCBI aims at developing new informa-
tion technologies to help and understand molecular
and genetic processes that are connected to control
health and disease. Moreover, the NCBI is coordi-
nating efforts to gather biotechnology information,
and create and maintain automated systems for
storing and analyzing knowledge about molecular
biology, biochemistry and genetics, thus facilitat-
ing the use of databases and software for searching
the scientific community [1].

The issue featured in the Section 2 occurs when
it is necessary perform searches without knowing
any information about the data to be studied, be-
cause almost all NCBI’s search services are based on
some knowledge about the investigated data. This
paper presents a solution for cases where the data
investigated is raw nucleotide sequences raw and
which are not known any information, even the or-
ganism of origin of sequences.

2. Problem Setting

The NCBI’s responsibilities [1] are diverse, fea-
turing several tools that allow you to use mathe-
matical and computational methods, it helps main-
tain collaborations with several institutions, indus-
try and other government agencies. Promoting
scientific communication through meetings, work-
shops, lectures and training in support of basic and
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applied research in bioinformatics. It has a variety
of databases and software, in addition to develop-
ing and promoting standards for data storage and
biological nomenclature.

The Entrez system [2] is an example of NCBI’s
resources, which support databases, named Entrez
Databases. However, this resource does not only
allows access to databases. Actually, the Entrez
is a retrieval system designed for searching sev-
eral linked databases. More specifically, Entrez
is a search and retrieval system of NCBI that of-
fers users integrated access to sequencing, mapping,
taxonomy and structural data and provides graph-
ical views of sequences, maps of chromosomes or
other structures.

From of the NCBI unique identifier of data,
can be reached innumerable information about the
them. For instance, a NCBI unique identifier is the
“accession number”, which is “given to a sequence
when it is submitted to one of the DNA repositories
(GenBank, EMBL, DDBJ)” [3] and it is possible to
access many information from Entrez resources.

Using Entrez resources can retrieve all infor-
mation about a DNA sequence, or part of them.
In the Figure 1, it can be seen which was recovered
from the query [4]:

http://eutils.ncbi.nlm.nih.gov/entrez/

eutils/efetch.fcgi?db=nuccore&id=34577062,

24475906&rettype=fasta&retmode=text

>gi|34577062|ref|NM_001126.2| Homo sapiens (...), mRNA

GGAAGGGGCGTGGCCTCGGTCCGGGGTGGCGGCCGTTGCCGCCACCAGGGCCTCTTC
CTGCGGGCGGTGCTGCCGAGGCCGGCCTGCGCGGGGCAGTCATGGTACCCCCTTGAG

CGGGCTGTGGCGGAGAGCGGGGCGGGGACTGGCTGGAGGGTGGCGGCCCGGCGGGGC
GGGGGCGGGGCCGGCCTCTGGCTCCTTCTTCCTCTGCATGTGGCTGGCGGCCGCAGA
GCAGTTCAGTTCGCTCACTCCTCGCCGGCCGCCTCTCCTTCGGGCTCTCCTCGCGTC

ACTGGAGCCATGGCGTTCGCCGAGACCTACCCGGCGGCATCCTCCCTGCCCAACGGC
GATTGCGG

(...)
>gi|24475906|ref|NM_009417.2| Mus musculus (...), mRNA
CACAGAGAACACACCCAGCGGTGCACATCCTGCTTCTTCCGCTGCTGAGAAAAGGAA

AACGTTCAGCTCTAGAATGAGAACACTTGGAGCTATGGCAATAATGCTGGTGGTTAT
GGGAACTGTAATTTTCCTCTCTTTTATCCTGAGAAGCAGAGACATCTTGTGTGGGAA

GACCATGAAGTCCCATGTTATCAGTGCTGTGGAAACGAGCCAGCTCATGGTGGACCA
TGCAGTCTACAACACCATGAAAAGAAACCTCAAGAAAAGGGAAGTCCTTTCTCCAGC

CCAGCTTCTCTCTTTCTTTAAGCTGCCCGAGTCCACCAGTGGGGCTATTTCCCGAGC
AGCAGAGA
(...)

Figure 1. Retrieved information from Entrez
query perform. The sequence of characters (...)
indicates information edition to readability of the
figure.

The Figure 1 shows all retrieved information
NCBI’s website, using efetch.fcgi function, per-
forming a service provided by the Entrez system.

It is possible see two FASTA1 format sequences re-
covered by the query.

As can be seen, in the query you must inform
identification parameters on what you want to look
for, such as the part of the query

id=34577062,24475906

which determines two GI numbers.
The GI number is “Genbank identifier”, that is

another kind of NCBI unique identifier. In the spe-
cific case, only in this way it was possible to retrieve
other information about the sequence, including the
sequence itself.

2.1. Approaching the problem with

BLAST program

If there was no knowledge of these sequences,
the BLAST software could be used to find the first
information about them.

BLAST is an acronym for Basic Local Align-
ment Search Tool and this software is available to
use at the NCBI site in web version. Although
BLAST originated at the NCBI, there are other
bioinformatic websites, as well as the NCBI, pro-
vide bioinformatic computational resources, includ-
ing BLAST software.

The BLAST software is able to sequence align-
ment and find similarity between them. Seting up
similarity between sequences is a powerful tool for
identifying the unknowns in the sequence world [5].

There are three ways to use the BLAST soft-
ware: directly through NCBI’s website, in the
BLAST page, when it is possible submit a sequence
or a list of sequence, “putting” one by one, or read
all sequences from a FASTA file; the second way, it
is necessary to get a version of BLAST program, e.
g., available from NCBI website, and the particular
BLAST file to the aligning process. To install the
BLAST program on a local machine to run it us-
ing the BLAST file. In the third one, the BLAST
process is running by remote call, like a remote pro-
cedure call (RPC) mode.

if the BLAST program was used directly from
NCBI website, there are typical constraints of a
website and web access. In the second case, if the
choice is acquire the BLAST program and making

1The FASTA format is currently adopted as the standard
format for genomic sequence data. The FASTA format con-
sists of a definition line – which is a single line that begins
with “>” – and the sequences lines, which are put immedi-
ately below to definition line. Can be used as many sequence
lines as needed, but they should be limited numbers of char-
acters [5].
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download of the specific BLAST database necessary
to the align, certainly a very good network, stable
and with large bandwidth, it is essential, because
the download of any BLAST database requires se-
vere and large load data transmission.

2.2. Using Perl to access BLAST pro-

gram from remote procedure call

Perl is the acronym to Practical Extraction Re-
port Language and it is a programming language
with many features to access databases, website de-
veloping, regular expression evaluation etc.. Origi-
nally, it was developed to text handling and today
it keeps all of features, but is used for numerous
kinds of different applications [6, 7].

One of the advantages of Perl is the CPAN
(Comprehensive Perl Archive Network) website
repository. The CPAN website stores a set of
over 117 thousands Perl modules, for several dis-
tribuitions [8], organized, documented and free to
be used by any developer.

In the CPAN repository it is possible to find
several resources to build solutions for accessing re-
mote database or others computational resources,
including modules for distributed computing. For
instance, the LWP [9], “The WWW library for
Perl”, enables the development of distributed com-
puting procedures over HTTP protocol.

As it is known, to bioinformatics and com-
putational biology the BioPerl module [10, 11] is
the best resource provided from Perl. The BioPerl
project “is an international open-source collabora-
tion of biologists, bioinformaticians, and computer
scientists (...)” [10] which developing a set of re-
sources, as a “toolkit of Perl modules”, to provide
appropriate features to help bioinformatics applica-
tion programmers to develop useful programming
interface to access other resources, like database or
web services.

The BioPerl module has several procedures
to able access NCBI’s services, and it is can run
the BLAST program from remote call, among
other procedures. Therefore, from Perl it is pos-
sible build a distributed system in the architecture
client/server, executing remote calls, over HTTP
protocol.

3. Genomic Information Mining and

Retrieval

This paper shows how the Perl language can be
used to get metainformation about a sequence, from

(...)

# blastRemoteCall.pl
#
# Runs remote BLAST from NCBI, over HTTP protocol, using

# the methods of BioPerl module. Returns full information
# about searched sequence, if it was found. Currently

# works only with nucleotide sequences.
(...)
# perl blastRemoteCall.pl input_file_name output_base_file_name

(...)

use Bio::Tools::Run::RemoteBlast;
use Bio::SearchIO;

use Data::Dumper;
(...)

$prog = "blastn";
$db = "nr";

$e_val = "1e-10";

my @params = ( ’-prog’ => $prog,

’-data’ => $db,
’-expect’ => $e_val,

’-readmethod’ => ’SearchIO’ );

my $remoteBlast = Bio::Tools::Run::RemoteBlast->new ( @params );
(...)

$remoteBlast->submit_blast ( $inpFile );

while ( my @rids = $remoteBlast->each_rid ) {

foreach my $rid ( @rids ) {
my $rc = $remoteBlast->retrieve_blast ( $rid );

if ( !ref ( $rc ) ) {

if ( $rc < 0 ) { $remoteBlast->remove_rid ( $rid ); }

print STDERR ".";

}
else {

my $result = $rc->next_result();

my $outFile = $outBaseName.$result->query_name()."\.txt";
$remoteBlast->save_output( $outFile );
$remoteBlast->remove_rid( $rid );

print "\nQuery name: ", $result->query_name(), "\n";

while ( my $hit = $result->next_hit ) {
print "\thit name is ", $hit->name;

while( my $hsp = $hit->next_hsp ) {

print " (score ", $hsp->score, ")";
}

print "\n";
}

}
}

}
exit;

Figure 2. Listing of blastRemoteCall.pl script.
The sequence of characters (...) indicates infor-
mation edition to readability of the source code
or to anonymity of authorship of the paper.

NCBI website, without any a priori information on
it. In particular, to this work, was used Perl with
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BioPerl module to call BLAST remote procedure,
as previously explained (Sections 2.1 and 2.2).

As can be seen in the source code of
blastRemoteCall.pl script, listing at Figure 2, were
used the modules Bio::Tools::Run::RemoteBlast
and Bio::SearchIO, which form part of the BioPerl
project, and Data::Dumper.

The adopted strategy for blastRemoteCall.pl
script approach was to get unknown sequences
in a the FASTA format and submitted them
to NCBI’s BLAST program from remote call.
The Bio::Tools::Run::RemoteBlast module, in this
script, is the most important for script strategic
role and its need to use, because the method which
performs the remote BLAST is implemented in the
Bio::Tools::Run::RemoteBlast module.

The necessary parameters to run the re-
mote BLAST are setting to @params, which
it is used to instance a new “object” nominated
remoteBlast. These parameters assign, among
others features, the “kind” of BLAST will be used
and on which database will be done the search. In
the blastRemoteCall.pl script, these parameters re-
ceived blastn and nr values, specifying the BLAST
program and database for nucleotides, respectively.

Next, the BLAST submission, actually, remote
submission is done with the sequences to be investi-
gated sent in FASTA files (Figure 3) as a submission
parameter, and each the BLAST process for each
sequence received a unique identification, known as
rid, which are stored in @rid.

>
GGAAGGGGCGTGGCCTCGGTCCGGGGTGGCGGCCGTTGCCGCCACCAGGGCCTCTTC

CTGCGGGCGGTGCTGCCGAGGCCGGCCTGCGCGGGGCAGTCATGGTACCCCCTTGAG
CGGGCTGTGGCGGAGAGCGGGGCGGGGACTGGCTGGAGGGTGGCGGCCCGGCGGGGC

GGGGGCGGGGCCGGCCTCTGGCTCCTTCTTCCTCTGCATGTGGCTGGCGGCCGCAGA
GCAGTTCAGTTCGCTCACTCCTCGCCGGCCGCCTCTCCTTCGGGCTCTCCTCGCGTC
ACTGGAGCCATGGCGTTCGCCGAGACCTACCCGGCGGCATCCTCCCTGCCCAACGGC

GATTGCGG
(...)

Figure 3. FASTA sequence file sample for BLAST
remote submission on blastRemoteCall.pl script.
The sequence of characters (...) indicates infor-
mation edition to readability of the figure.

One by one, the BLAST process are performed
and their outputs are tested to check if is valid the
returned content.

Could be observed in example (Figure 3), the
definition line – marked with ’>’ – is empty, because
its have no information about the sequence.

4. Approach Analysis

The subject of this article proposes to make re-
mote access on NCBI’s website to use their web ser-
vices and perform BLAST program to get informa-
tion about unknown sequences in FASTA format.
Particularly, these sequences could be nucleotide se-
quences, as a DNA or RNA sequences.

To implement the remote procedure call was
developed a Perl script, which uses modules of
BioPerl project to set up the BLAST parameters;
executes and submits the BLAST program to min-
ing the database; and retrieve the answer.

The means adopted to implements this strat-
egy was process remote calls as a RPC. The RPC
are a way to implement distributed systems and
use explicit calls to execute send and receive proce-
dures [12, 13].

The interaction between send and receive pro-
cedures – or message passing between them, as it is
technically called this kind of interaction in RPC
systems – define the type of communication be-
tween the client, which performs the request, and
the server, which replies to the request.

The client and server doing synchronous com-
munication if the client waits for the server re-
sponse, but if the client performs a request and con-
tinues processing, without waits for the reply, then
they doing asynchronous communication [12, 13].

Clearly, the blastRemoteCall.pl script imple-
ments asynchronous communication mode. There-
fore, as the BLAST server is able to receiver and
handle each request independently of the others and
is not necessary for it waits for the reply, then the
entire process becomes more efficient.

The method of communication implemented
with distributed system concepts creates a
lightweight and efficient message passing between
the Perl script, client application, and the server
on NCBI’s website.

5. Conclusions

This paper introduces and analyzes an intelli-
gent retrieval for metadata of unknown sequences
with a Perl script using Bioperl and other modules
as well as resources of the NCBI website.

Search for metadata about sequence fragments
can be necessary many times on bioinformatic and
computational biology tasks and the NCBI website
is an important place to do prospecting like these
and it offers many efficient tools to do it.
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However, almost all NCBI’s tools need a kind
identifier for the sequence which look up its meta-
data, usually one of NCBI’s unique identifier, like
the GI number.

Nevertheless, it is not uncommon encounter
complete sequences or fragments of sequences with-
out identifiers or knowing any information about
them. Therefore, many NCBI’s tools are not as
useful in these searches, but the solution proposed
shows another approach.

The search for metadata is done from remote
execution of the BLAST alignment program, en-
abling the recovery all the information found by
search of similarity among sequences.
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Abstract - This article presents a musical text analysis 
method based on the concept of similarity. The notion of 
similarity, in music, is particularly complex, in that it can be 
noticed in its various dimensions: melodic, rhythmic and 
harmonic. The mere repetition of a segment does not exhaust 
similarity: similarity has a meaning that emerges from the 
structural properties of the musical composition. This means 
that there is similarity even when certain common features of 
the ”model” are identified in one or several points of the 
musical piece. In this article, similarity was examined starting 
from the structural elements of music, i.e. melody and rhythm. 
Graphical examples of analysis are shown: the similar 
segments are displayed separately, facilitating the 
identification of melodic or rhythmic structures. When there 
are several segments, their classification is performed using 
the Hidden Markov model. 

Keywords: analysis, musical object, musical similarity, 
musical surface, segmentation 

 

1 Introduction 
  The concept of similarity in musical analysis involves 
the concept of comparison: it is through collation that analysis 
defines the structural elements of a composition and reveals 
the functions thereof. To collate two musical objects [1] 
means to search for the common features of the two objects. 
The similarity of two objects can be searched for in the 
melodic line and/or in the rhythmic structure, that is in the 
constitutive elements of music [2].  
The concept of similarity has been a study object for various 
scientists, every single one of whom tried to analyze it from a 
different perspective: yet, all the cases deal only with melodic 
similarity. The purpose of this article, instead, shall be to try 
to analyze similarity taking simultaneously into consideration 
both the concept of melody and the concept of rhythm.  
 
Generally speaking, a melodic or a rhythmic cell may be 
represented by a vector of this type: 
 

v = (v1, v2, …, vn) 
 

where v1, v2, …, vn are respectively the single intervals or 
durations (see fig. 1) of the notes that compose the melody 
[1]. 
 

 
 

vi = (2, 2, -2, -2, 2, 2, -4) 
vr = (3, 1, 4, 1, 1, 1, 1) 

 

Fig. 1: Representation of the interval vector (vi) and of the 
rhythmic vector (vr). For the Interval Vector, the semitones 
separating a sound from the next sound are indicated: the 

ascending intervals are indicated with a positive number while 
the descending intervals are assigned a negative number. For 
the rhythmic Vector, the durations separating a sound from 
the next sound are indicated: every duration is a (whole) 

number which is directly proportional to the smallest duration 
existing in the musical segment. 

There emerges, from what has been said above, that the 
research of similarity between two musical segments may be 
performed by examining the correspondence existing at a 
melodic or rhythmic level, respectively, between the intervals 
or the durations but also considering these two components 
simultaneously. 

 

Fig. 2: Example of a musical segment: compared to the one in 
figure 1, it displays an (apparently) different melodic line, yet 

the same rhythmic structure. 
 
For this purpose, every single musical segment M shall be 
represented by a matrix [3] of this type: 
 

yxA ,
 

 

where x (number of rows) equals the number of intervals and, 
therefore, durations separating the single sounds that make up 
the musical segment M and y (the number of columns) equals 
2 because the elements taken into consideration are two: the 
pitch of every sound and its duration (fig. 3). 
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Fig. 3: Example of a matrix associated to the musical segment 
in figure 1. 

In this last type of analysis, the similarity between two 
segments shall be evaluated by identifying the 
correspondences existing at a rhythmic and melodic level, 
based on the very alphabet [4] of the segment taken as a 
model: in case of several areas of correspondence, a 
classification from a probabilistic point of view of such areas 
shall be performed, using the Hidden Markov Model. The 
results are represented as a diagram so as to facilitate the 
evaluation. 
This paper is organized as follows. 
Section 2 describes the Hidden Markov Model. Section 3 
describes the graphic representation. Section 4 shows an 
experimental test that illustrates the effectiveness of the 
proposed method. Finally, conclusions are drawn in Section 5. 

 

2 Hidden Markov Model (HMM) 
 The Markov chains are a stochastic process, 
characterized by Markov properties.  
It is a mathematical tool according to which the probability of 
a certain future event to occur depends uniquely on the 
current state [5]. Let Xn = i be the current state and Xn+k = j the 
state after k steps, with i, j belonging to the set of states.  
The conditional probability P [Xn+k = j|Xn = i] is called a 
transition probability in k steps of the Markov chain [6].  
The probability of transitioning from state i to state j in k steps 
of a homogeneous chain is indicated by: 
 

pi,j (k) = P [Xn+k = j|Xn = i] 
 

By tagging the states as 1, 2, ...n+1 we can summarize all the 
transition probabilities, pi,j(k), in a matrix P(k), of the 
dimension n × n, where in the  j-th column and the i-th row 
there is the transition probability from state i to state j in k 
steps: 
 



























=

(k)p...(k)p...(k)p

...............

(k)p...(k)p...(k)p

...............

(k)p...(k)p...(k)p

(k)p...(k)p...(k)p

)(

nn,jn,n,1

ni,ji,i,1

n2,j2,2,1

n1,j1,1,1

kP
 

 

The matrix P(k), for k = 1, performs a fundamental role in 
Markov's chains theory: it (known as the transition matrix) 
represents the probability of transitioning to the next 
consecutive step [7]. 

 
It is possible to represent the transition matrix P by means of 
a graph called transitions diagram [8] [9]. The latter consists 
in a graph the nodes of which represent the single states while 
the arcs, oriented and labeled with the probability, indicate the 
possible transitions. 
For instance, considering the matrix 
 

















=
4,03,03,0

3,06,01,0

2,01,07,0

)(kP  

 

it has the following corresponding diagram (Fig. 4): 
 

 
 

Fig. 4: State-transitions in a Hidden Markov Model. 

The problem of classification of the sequences may be solved  
by calculating the probability of the single sequence s to be 
emitted by the model M: P(s | M).  
Formally: 
 

P(s | M) = ∑π P(s, π | M) 
 

3 Graphic representation 
 For the analysis of similarity the decision was made to 
use the Dot-Plot Matrix graphic representation [10]. 
Let us consider a matrix in which the first upper row coincides 
with sequence1 (model) written from left to right and in which 
the first column on the left coincides with sequence2 written 
from top to bottom; every single point in which the sequence 
in the row and in the column coincide is marked with an 
asterisk. The regions of the sequences that may be aligned 
emerge as a contiguous series of points on a diagonal (from 
upper left to lower right). 
Given the sequences of notes A and B, 
 

 

 
 

where sequence A represents the model and sequence B the 
one to collate, from the Dot-Plot Matrix associated to the 

 

A 

 
B 
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melodic analysis (see fig. 5), it emerges that the similarity 
between the two sequences is identified in the second beat 

 

 
 

 

 

 
Fig. 5: Dot-Plot Matrix associated to the melodic analysis. 

The asterisks were replaced by colored triangles so as to have 
a better visual interpretation. The intervals that can be found 
in the same positions within both sequences are indicated in 

dark-gray. The intervals describing the evolution of melody in 
the model sequence are indicated in the first upper row; the 
intervals describing the evolution of melody in the second 

sequence are indicated in the first column on the left. The sign 
+ or the sign – indicate, respectively, whether an interval is an 
ascending or a descending one. The adjacent squares (dark-

gray and light-gray) indicate the melodic segments that feature 
common similarities, within the two sequences. 

The same procedure may be applied in order to search for 
rhythmic similarities (fig. 6): in this case, the durations that 
separate a sound from the next sound in the model sequence 
shall be indicated in the first row, while the durations that 
separate a sound from the next sound in the second sequence 
shall be indicated in the first column on the left. 

 

 

Fig. 5: Dot-Plot Matrix associated to rhythmic analysis 
combined with melodic analysis. The duration that separates a 
sound from the next is determined on the basis of the smallest 

duration (  ) existing in the musical segment. The adjacent 
squares (in black) indicate the rhythmic segments that feature 

common similarities, within the two sequences. There 
emerges, from this analysis, that the two sequences are similar 

at a rhythmic level. 

4 The results obtained 
 The model of analysis set forth in this article was 
verified by realizing an algorithm the structure of which takes 
into consideration each and every single aspect described 
above as well as the nature of data: the results of the analysis 
are indicated by means of diagrams (Dot-Plot Matrix) that 
allow an immediate visualization for interpretative purposes. 

An example of similarity analysis is given below, taking as 
model sequence a melodic sequence excerpted from  
Invention (two voices) in E Major, BWV 777 by J.S. Bach 
(fig. 6), conveniently modified as far as rhythm is concerned, 
so as to facilitate comprehension of the analysis. 

 

vi = (-1,-1, -1, -2, -2, -1, -2, 2, 1, -1, 3, -2, 2, -3, -2, 2, -4, -1) 
vr = (4, 4, 4, 4, 4, 4, 4, 4, 2, 2, 2, 1, 1, 2, 1, 1, 2, 1) 

 

Fig. 6: Invention in two voices in E Major, BWV 777 by J.S. 
Bach (first three beats of the first staff) and the corresponding 

interval vector (vi) and rhythmic vector (vr). 

Figure 7 shows a melodic segment compared to the model in 
figure 6. 

 

vi = (-1, -1, -1, -2, -2, -1, -2, -2, 2, 2, -6, -1, 1, 6, -2, 2, 1, -1) 
vr = (4, 4, 2, 1, 1, 2, 1, 1, 4, 4, 4, 4, 4, 4, 2, 1, 1, 2) 

 

Fig. 7: Compared melodic segment and its related interval 
vector (vi) and rhythmic vector (vr). 

It can immediately be noticed, from the graphic analysis (fig. 
8), that the two different segments, feature, in fact, certain 
similarities that get them closer to each other.  
At a melodic level they present two similar segments (dark-
gray color), of which only one is relevant: it is segment S0 

made up of 8 sounds (therefore 7 colored triangles). In 
musical analysis, the melodic (or rhythmic) cell, made up of 
two or three notes (or durations), represents the minimum 
information unit insofar as it can be identified in the 
composition many times. 
At a rhythmic level (black and light-gray colors) there 
emerge, between the two sequences of notes S1 and S2, two 
aligned segments (black color), that represent the minimum 
information unit, and several non aligned segments (light-gray 
color): i.e., they are not located in the same positions in each 
sequence. 
In order to have a classification of the various existing 
segments, the probability of every single segment was 
calculated, in reference to the alphabet of the model sequence 
and therefore to the transition matrix according to Markov's 
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process. The two equally long segments S1 and S2, highlighted 
in figure 8, have the same number of sounds and, respectively, 
the following probabilities: 
 

PS1 ≅ 0.21596 
PS2 ≅ 0.01480 
 

If expressed in logarithmic form: 
 

PS1 ≅ 2.21115 
PS2 ≅ 6.07800 
 

of which it can be deduced that the segment S2  (fig. 9) has 
greater significance than the segment S1 insofar as it spotlights 
a well-defined rhythmic cell (see fig. 9). 
 

 

Fig. 8: Dot-Plot Matrix associated to melodic and rhythmic 
analysis. In the first upper row and in the first column on the 

left are indicated the durations that separate the various 
sounds, respectively of the model sequence (upper part) and 
of the compared sequence (on the left); in the second upper 
row and in the second column on the left are indicated the 
intervals between the various sounds, respectively of the 

model sequence (upper part) and of the compared sequence 
(on the left). 

 

 S1   

 S2   

Fig. 9: Rhythmic representation of sequences S1 and S2. The 
sequence S2 is made up of a rhythmic cell ( ) repeated 

twice, consisting in conveniently distributed signs having a 
different duration, that bestow on it a distinctive character 

compared to other rhythmic sequences (see S1). 

5 Conclusions 
 This article examined the notion of similarity within the 
framework of musical segments, in relation to the notions of 
melody and rhythm. It highlighted the fact that they are two 
inseparable ''dimensions''. 

The problem of classification related to the over-segmentation 
was also approached, i.e. the identification, within the 
compared musical sequences, of several segments having 
equal (that is, similar) features: a problem that was solved by 
means of probabilistic calculus related to the intrinsic 
structure (interval and rhythmic structure) of the very same 
musical sequences. 

This method of analysis might be applied to the study of 
contemporary music compositions (in which it is more 
difficult to recognize the information  transmitted by the 
author) and extended to studies related to Automatic Speech 
Recognition  (ASR), especially to the enunciation not of 
words, but of musical phrases. 
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Abstract - This paper demonstrates a simulated solution 

for evacuating people from a public place using the 

Coulomb laws. In an emergency, a plan to guide people 

away from danger in the shortest and safest possible ways 

is essential. We employed the Coulomb laws to divide the 

public space into safe boundaries, based on the number of 

people inside. This is a dynamic solution, which means, it 

will change the safety boundaries of a public space based 

on dynamic crowd movements. Security personnel will use 

the latest patterns of safety boundaries to assist people to 

evacuate through exit doors more efficiently. 

 

 Keywords: Social network, virtual team, virtual 

organization, non-traditional organization, spontaneous and 

networked organization. 

 

 

1 INTRODUCTION 

It is important to understand crowd control in order to 

prevent unsafe behaviors, especially in emergency 

situations that may lead to injury or death. When an 

emergency occurs, occupants often panic and will attempt 

to exit using the nearest doors. According to Canada’s NRC 

scientist Guylene Proulx, the activities and the interactions 

among the occupants in a building before the occurrence of 

an emergency are relevant to understanding the nature of 

panic, which can be used to mitigate hysterical or irrational 

behaviors as stated in the crowd definition and supported in 

literature.  

In normal circumstances, people behave rationally. For 

example, people who arrive together will also tend to depart 

together. Family members will remain together before 

making the decision to exit [14], [8], [2]. A few people 

depending on their role (e.g. owners and employees) may 

decide to leave the building first, but at some points will 

return to retrieve items left behind (e.g., documents, money, 

and people in danger). The irrationality of their actions is 

evident only in a retrospective view, but at the time of the 

action it was determined to be perfectly rational. Evacuees 

are assumed to be rational, so after realizing that they need 

to escape, they should make decisions that would lead them 

to exit as quickly as possible [15]. According to the 

information gathered, people have to select the exit that can 

guarantee them the greatest opportunity to escape from the 

threat as fast as possible [1]. Exit selection has a great 

influence in the outcome of an evacuation strategy. How 

people choose exits is a complex process. Generally, they 

make their decision based on their familiarity with the exit 

and its visibility [11]. The attributes affecting the exit 

selections include the distance to the exit, the behavior of 

other agents, the exit’s visibility, and the familiarity of the 

exits. A building generally consists of enclosed areas with 

one or more doors. Many theories and researches have 

attempted to explain and model the problem of finding a 

way with the main goal to select a way out. Different 

methods are used to model it. Among those, Cellular 

automata models consider the variety in the environment 

(e.g., exit width and obstacles) to have an impact in the exit 

dynamics of evacuees [18], [13]. Evacuees tend to prefer 

familiar alternatives, because they feel that unknown 

alternatives increase the threat. The visibility of exits also 

influences their decisions. According to personality trait 

theory [14], [8], [3], [17], [6], these models demonstrate the 

influence of evacuees’ personalities (e.g., shy, aggressive, 

collaborative) in the outcome of evacuation. A shy person 

would reluctantly make decisions but he would act as a 

“follower”, an aggressive person would exhibit “selfish 

behavior”, and a collaborative person would try to 

cooperate with others to come out with a suitable solution 

for all Agent-based models [5]. In these models, evacuees 

act as “rational” agents whose objectives are to find the best 

set of actions that will maximize their progress toward the 

exit doors, relying on partners that will help them reach 

safe places in a minimum amount of time. Finally, the 

choice of an exit door will depend on the interaction 

between evacuees and their environment. An evacuee will 

pre-select a route based on his knowledge of the 

environment, and that initial route may change depending 

on his estimation of queuing time, traveling time to that 

particular exit, and sometimes his response to group 

decisions [16].  

An evacuation crowd consists of individuals that 

interact with each other [8]. Occupants have to escape from 

the danger as quickly as possible, and by doing so they may 

have to collaborate with others. Evacuees are assumed to be 

rational. They pursue their own interests [7].  Evacuees will 

tend to cooperate with another one if they estimate that they 

can have a good payoff (maximum chance of being safe), 

or in contrary will avoid cooperating or associating with 

another one if their safety is decreased. They might have to 

be collaborative with others, or try to develop skills (e.g., 

exploring and visual memory).  The urgency theory is used 

to explain some behaviour of occupants, for instance 

blockage at exit doors, stampeding or trampling [4]. Three 
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attributes essential to understanding the concept of urgency 

are [12]. 

1. The nature of the emergency 

2. The consequence of not exiting quickly 

3. The time available to exit 

By and large simulations of crowds are either 

macroscopic by modelling environmental parameters that 

affect a group of agents simultaneously, or microscopic by 

modelling interaction rules for each agent. A meso-level 

modelling is offered in [9], and [10] where movement fields 

are composed of external inputs that influence agents 

combined by their own local reasoning. In this paper, we 

demonstrate a strategy to repeatedly divide the environment 

into distinctly safe boundaries around each exit door. 

Boundaries are subject to change based on the location of 

each agent at any moment using a crowd evacuation model. 

We will also focus on the relationships between locations 

of exit doors and agent movements in the environment to 

develop our strategy accordingly. In the following section, 

we will outline pertinent environmental attributes. 

2 ENVIRONMENTAL ATTRIBUTES 

Generally, each environment will consist of many different 

groups of objects such as obstacles (e.g., a row of chairs or 

trash cans), the agents and the exit doors. Agents can be 

any type of living beings such as pets or human. In this 

paper, we assume that only human agents will exist in the 

environment. The two most important attributes in the 

environment for us are the agents (i.e., simulating 

individuals) and exit doors (i.e., evacuation points). These 

attributes affect each other and are used to determine safe 

boundaries. In this paper we considered each environment 

generally having one or more convex zones corresponding 

to the map. Each of the convex zones is composed of a 

collection of α zones, which are the spheres belonging to 

each exit door, with β zones and θ angles for each. Each 

convex zone must have at least a single exit door inside. If 

there are no exit doors available for a convex zone, we have 

to merge it with its adjacent convex zone, which has at least 

one exit door. Section 3 and section 4 offer remarks about 

exit door attributes. In section 5 we outline the application 

of Coulomb’s Law. 

3 EXIT DOOR ATTRIBUTES 

We considered three general attributes for each exit door: 

zones, boundaries, and θ angles. We assumed three 

different zones for each exit door. The first zone is the area 

nearest to the exit door we call   zone. This is determined 

by each exit door’s width. Figure 1 shows two exit doors of 

different widths and their proportionally sized   zones. 

This zone is always the same in size and never changes 

during the movement of each agent. The only way that an   

zone could change would be if it is completely blocked or 

the door width is partially blocked (for instance, by some 

obstacle that might be a fallen agent, or debris in the 

environment). In such cases, due to the change in width of 

the exit door, the   zone will change. Each environment 

may contain several   zones, one for each exit door. The 

second zone is called   zone (see Figure 1). The    zones 

are the areas that are bound by the walls, and each contains 

a single   zone. Areas between several   zones are divided 

into the same number of   zones.  The third attribute is the 

  angle, which is the largest angle that contains a 

corresponding   zone within each quadrant. Boundaries 

separate   zones. The   angle varies based on the locations 

of agents in each moment. For example, the angle can be 

reduced if the number of people around a certain exit door 

increases. Figure 1, shows an environment consisting of 

three exit doors with corresponding zones and angles. 
 

α zone 2

α zone 1

Exit 1

Exit 3

Environment

Θ angle 1

Θ angle 2

β zone 2

β zone 1

Exit 2

α zone 3

Θ angle 3

β zone 3

 

Figure 1: The   and   zones and   angles related to exit door 1 

and 2. 

4 COMBINATIONS OF EXIT 

DOORS 

As a matter of standard, each building should have at least 

one exit door located at a place that is visible to the public. 

In the case of  a single exit door in the environment, the 

only way to evacuate people will be to guide them to the 

exit door and through it, and hence there is only one α zone 

and the rest of the environment belongs to one β zone. 

There will be no θ angle, which means that there are no safe 

boundaries available. Our solution is applicable only if we 

have more than two exit doors at each convex zone. If there 

are two or more exit doors, there will be a corresponding 

number of α zones, β zones, and θ angles respectively. 

5 APPLICATION OF CUSTOMIZED 

COULOMB’S LAW 

In this section, we demonstrate and apply the customized 

coulomb’s law to exit doors based on the current locations 

of agents at each moment in time. We divided the process 

of dividing the environment and decision making of each 

boundary into four different phases. Initialization is the 

process of determining locations and status for each exit 

door to form the initial safety boundaries. Detection of 
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boundaries is another phase. There is a phase for gathering 

data from sensors. The sensors and detectors sense and 

detect the locations of agents and their physical 

specifications and movements by cameras and send 

information to the processing unit. Another phase is 

updating the boundaries and decision making, which entails 

updating and redrawing the safe boundaries based on the 

latest information gathered by the detector devices installed 

in the environment. Each phase consists of many other sub-

steps. We use different techniques for each phase. The 

phases and relative steps are described next. 

 

5.1 Initialization 

This phase starts by detecting the location of each exit door 

and also measures the width of each exit door. We consider 

each exit door as a sphere with the diameter equal to the 

exit door width. We assume an abstract line drawn from 

each sphere’s centre point to other sphere’s centre points in 

such a manner as to form the largest enclosing polyhedral 

configuration. This configuration must meet each sphere 

only once. Because the goal of this step is to only determine 

the initial values and measures of locations and 

specifications for each exit door in the environment, to 

calculate and draw the initiate safe boundaries, we consider 

our environment to be empty; i.e., devoid of agents. 

5.1.1 Initializing the exit doors 

At this level, all exit doors located inside the environment 

will have been detected possibly using a raster map. We 

need to have two different measures for each. The width 

and the central point of each exit door are placed on the 

central straight line that connects two edges of exit doors. 

This can be done by the cameras and detectors that are 

installed in the environment. We may use some techniques 

to increase the speed of detecting and measuring locations 

of exit doors, such as using a wire frame viewing of the 

environment. 

5.2 Determining the sphere of charges 

We assumed that each exit door behaves as a sphere of 

charge with the diameter equal of the width called α zone. 

The α zone may be considered to have a simple 2D circular 

shape or a complete 3D spherical shape. In this paper we 

considered the α zones as a complete 3D shape. The 

amount of charge for each α zone is equal to the relevant 

exit door charge. If an exit door is blocked for any reason 

during monitoring the environment, we must consider its 

sphere, and hence its charge, to be 0. 

5.3 Determining zones 

At this level, we divide our environment into different 

convex zones. To do this, we use convexity concepts and 

rules that have previously been used in the neural networks. 

On the other hand, the environment must be divided into 

convex shapes such that each default line must meet the 

edges of the shape only two times. Each convex area must 

have at least one simple exit door inside; otherwise, we 

have to join this zone with the adjacent convex zone which 

has at least a single exit door. 

5.3.1 Determining the exit doors boundary 

This point consists of determining the largest simple 

non directed cycle graph of length   where   is total 

number of exit doors located in each zone. This graph has 

m vertices and m edges. Every vertex has a degree of 2. We 

label this graph   . For example, in case of 5 exit doors 

among the convex zone, the largest simple, non-directed 

cycle graph has the length equal to 5, and also we have 5 

different pairs of adjacent charges. 

5.3.2 Determining the amount of charge for 

each exit door 

We considered each exit door as a sphere with the diameter 

equal to the width of each exit door. Based on the metric 

measurement, the amount of positive charge for each exit 

door is given by the following equation 1: 

    
 ⌈    

    ⌉                               

Where     
 is the charge of     exit door and     

is the 

width of      exit door. For instance, in case of an exit door 

with the width of 1 meter, the charge of the mentioned exit 

door would be 100. 

5.4 Detection of Boundaries 

At this phase, the process will determine the initial 

boundaries for each exit door using the initial values 

gathered in the previous phase. To determine the initial 

boundaries, this phase will find the point which is located 

on the line that connects the centres of each pair of exit 

doors (as charges).  The location of this point obtained by 

considering the width of each exit door, then drawing a 

virtual vertical page crossing that point. This phase bisects 

the intersectional boundaries between different vertical 

pages to reach   zones. 

5.4.1 Computing the charge for each adjacent 

pair of exit doors 

At this step, we will calculate the amount of charge 

between each adjacent pair of exit doors. To do this, we 

assumed a straight line between each pair of adjacent exit 

doors. We also assume that the locations of all exit doors 

are fixed and that the charges for each exit door are 

positive. We will put a positive charge on the straight line 

between each adjacent exit door. The amount of the 

positive charge is given by the following equation 2: 

   |
    

     

 
|                          

Where    is the amount of charge between two charges 

    
 and     

is located at the adjacent pair on the 

mentioned straight line. We assumed that the positive 
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charge used between each pair is the average value for 

them; using this strategy guarantees that the positive charge 

will stay somewhere between the two fixed charges and not 

go beyond them. 

5.5 Determining equilibrium point 

At this step, the process will find the equilibrium 

location for each positive charge that is placed on the 

straight line between each pair of positive charges. All exit 

doors as positive charges are fixed. The positive charge will 

be located on the straight line and closer to the smaller 

positive charge. Since the two charges around the positive 

charge are positive, they will push the positive charge away 

from themselves. In such a case, the positive charge will 

stay closer to the smaller positive charge because the grater 

positive charge has a larger exert force than the smaller 

one. The equations demonstrated in the three electric 

charges in equilibrium are used to determine the location of 

the mentioned positive charges. 

5.6 Finding the centroid point for each shape 

At this step, the process finds that the geometric centre (i.e., 

centroid point) for each shape that contains related exit 

doors. The centre of mass, or centroid of a 2D shape, is the 

intersection point of all straight lines that divide the shape 

into two areas with equal movement about the line. The 

centroid point is the arithmetic mean of all intersection 

points. The next step is to draw a line from that location to 

all positive charges and continue that line until it reaches an 

environment. This line separates the environment into two 

different areas such that each of them belongs to a different 

exit door. 

5.7 Determining and binding   zones 

Each exit door has a θ angle that belongs to it, which is 

drawn from the centroid point to the equilibrium points of 

the straight lines crossing from the relative adjacent 

charges. At the next point, we bind the largest θ angle 

which includes only a single exit door as the   zone of the 

relative exit door.The process continues until all   zones 

are specified for each exit door. 

5.8 Data Gathering and Analysis 

There should be several sensors, cameras, and detectors 

installed at different locations in the environment in order 

to be able to determine the location of each exit door, 

especially the location of the agents at each moment. These 

facilities estimate the status of each exit door in each instant 

in terms of evacuation ability rate. These devices will send 

pertinent data for agents in terms of their size and an 

estimate of their movement speeds to the central unit in 

order to classify analyses and makes decisions. This phase 

generally gathers and analyses the data obtain by different 

sensors and detectors installed inside the environment. 

5.8.1 Determining the agent locations 

The crowd is dynamic and changes locations 

consistently. The rate of movement is more unpredictable 

when agents are faced with emergency situations. The 

process at this step will be to detect each individual’s 

position in the environment. One way to determine the 

positions is by using a grid. In order to make decisions 

about the boundaries in real time, the sensors should be fast 

enough to determine individual locations and this 

information to the central processing unit for analysis. 

5.8.2 Determining each agent’s charge 

The sensors and detectors should be able to determine the 

specifications of each individual, such as body sizes and 

individual movement rates. Having these measures we are 

able to assign an accurate value as a charge to each agent. 

At this step, the process will determine the amount of 

charge for each individual located in the environment based 

on physical specifications. Each general convex zone 

consists of a collection of distinct   zones,   zones, and θ 

angles.  Each β zone has its distinct α zone and θ angle 

belonging to it. Furthermore, α and β zones and θ angles are 

non-overlapping among zones and angles. 

The environment may consist of a number of general 

convex zones inside. Each general convex zone must 

consist of at least a single exit door. In case of having a 

convex area without an exit door, we will join it to its 

neighbouring zone that contains at least a single exit door. 

Each zone has its own set of agents. Each agent may 

have a different situation in terms of the physical status.  

Of all the agents available in each general convex zone, 

each β zone and exit door, depending upon their situations 

and locations, support a number of them. 

We assumed that each agent has a negative charge 

based on the specifications that he/she possesses. The 

considered key features in this paper were age, sex, and 

health status. The amount of charge for each agent is given 

by the following equation 3: 

    
                                  

Where     
 is the amount of negative charge for the     

agent,    is the age of the     agent and the     is the health 

status for the     agent. Because all given values of the 

equation are negative, the final result of     
 is always 

smaller than zero. In the case that there are no agents in any 

β zones, the total amount of charge for the mentioned zone 

will be considered to be 0. In order to have agents, the 

amount of charge in the β zone is relative to the amount of 

charge for the number of agents, and it is always smaller 

than 0.  

The ranges of ages vary from place to place and depend 

on the usage of the environment and can be determined 

based on the average age of the majority of people inside. 

We consider the normal value to be (-1) and in order to 

have a reasonable result, we have to bind this value to the 

majority of people with the same range of age. For 

example, the usage of values in a kindergarten is different 

from a conference room because in a kindergarten the 

majority of people are children, so we may bind the normal 

value to the group of ages below 10 years old whereas in a 
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conference room, because the average range of age is 

between 20 and 40, we need to bind the normal value to 

this group of age. 

The other key feature in terms of calculation of agent 

charges is the gender of individuals. The consideration 

values for each gender are different from situation to 

situation. In this paper, we divided agent charges into two 

categories of males and females. Males have a default value 

of (-1) and females have a default value of (-1.5). 

The third physical key feature that we considered in this 

paper is health status. The health status may vary from 

place to place, depend on the environment usage, and is 

determined based on the health status of majority of the 

people inside. In this paper we considered having only two 

options: normal and disabled. In some places, like hospitals 

or elder houses, there should be other options available in 

order to have a better estimate of the charges for each 

agent. We considered a default value of (-1) for healthy 

status and (-2) for disable agents. 

Apart from the physical specifications of each agent, 

focusing on the status of each exit doors is essential. We 

determine the amount of charge for each single exit door 

based on its situation at each time instant.  

In different situations, considerations about the 

specifications for each exit door may vary. We always used 

the default rate for the best situation of exit doors when it is 

usable, reliable and can evacuate people to its full capacity. 

In this paper we assumed three status for each exit, 

including ‘Still open and ready to use’ with default value of 

(-1), ‘Not stable’ with value of (-1.5), and ‘Partly blocked’ 

with the value of (-2). 

To obtain the new values for charges of exit doors, we 

have to consider the previous amount of charges and the 

latest safety status for each exit door. The total amount of 

positive charge is shown by the following equation 4: 

    
 |

     

     

|                              

Where     
the total positive is charge of the     exit 

door,     
 is the initial charge of the same exit door and 

     
 is the safety rate for the     exit door. If the exit door 

is completely blocked or not usable, we have to consider its 

charge as 0. 

The cameras and detectors will determine the safety 

rates of each exit door and send their status to the 

processing unit. In such situations we have to remove the 

exit door from our environment and reassign its zone to 

other ones that are still usable. The exit door will not be 

considered in forming the largest non-directed simple 

graph. 

5.8.3 Determining the new charge for each exit 

door 

After all agent’s amount of charge is determined, the 

process will calculate the new amount of positive charges 

for each exit door based on the results obtained in the 

previous step. In order to determine the new value of each 

exit door charges, we need to consider all agents that are 

belonging to that exit door at the moment. The new amount 

of charge for each exit door is shown by the following 

equation 5: 

     
 |   

     
|                                  

Where      
 is the new positive charge for     exit door,  

   
 is the initial positive amount of charge for the     zone 

which belongs to the     exit door and     
 is the previous 

positive amount of charge for the     exit door. 

Determining charges of each exit door is based on the 

number of people in each zone as well as the status of each 

exit door. For example, assume having an exit door with 10 

people in its zone and the adjacent exit door with the 

smaller width with only 3 people in its zone, leads us to 

expand the area of the exit door with the smaller number of 

people. For the next round of processing we might consider 

many of the people that belong to the bigger exit door for 

the smaller one. 

5.8.4 Determining the new status for each exit 

door 

Regardless of the already mentioned features, there are 

many other features that may exist in the environment that 

should be mentioned while determining each zone and 

boundary. Determining exit door status is necessary, 

especially in emergency situations. In the case of blocked 

exit doors for such reasons as smashed walls or people who 

block the exit door by pushing or shoving each other, the 

reliability of the exit door can be significantly decreased. In 

such cases the amount of positive charge of the exit door 

will reduce if its reliability decreases. We called the 

reliability factor for each exit door the safety rate of that 

exit door. At the initialization phase, the safety rate for each 

exit door that is ready to use is set to (+1). This rate will 

change based on the new environmental information 

gathered by sensors based on each exit door’s status. The 

safety rate is shown by the following equation 6: 

     
 |      

    
       

  
|                    

Where       
  

 is the safety rate for the     exit door at 

the   moment. 

5.9 Decision making and updating the 

boundaries 

To make the decision and update the safe boundaries for 

each of the general convex zones, having the values 

described in the previous third phases is essential. Based on 

the new values for each β zone in each moment, the value 

of charges for each exit door and hence the safe boundaries 

of the general convex zones will change. The process of 

determining the boundaries for each exit door should 

continue and be updated by gathering new data from 

different sensors at each moment. Having reliable and real 

time hardware in order to detect and determine the different 

physical status of the exit doors, people, and locations is 

essential for forming the safe boundaries in a reasonable 
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time. The process refreshes the results all the time to 

redirect to the second phase after reaching and completing 

the third phase. 

Having the safe boundaries, which is the result of the 

4
th

phase, helps people to make better decisions. This 

produces lower risk and hence better results in terms of 

evacuating people out of danger in emergency situations. 

6 IMPLEMENTATION AND 

EVALUATION 

In this section we apply the optimized Coulomb’s Law 

to a sample environment and compare the results as a step 

towards validating our model. We selected the Station 

nightclub environment. On Thursday, February 20, 2003, at 

The Station nightclub located at 211 Cowesett Avenue in 

West Warwick, Rhode Island, a fire accident occurred, 

which was the fourth deadliest nightclub fire in American 

history. More than 100 people lost their lives because of it. 

The tour manager of the evening's headlining band used 

pyrotechnics during the show that were the main cause of 

the fire. In the beginning, the fire ignited flammable sound 

insulation foam in the walls and then spread to ceilings 

surrounding the stage. Initially, there were about 132 

people inside before the fire incident. Some of them were 

injured and about 32 escaped uninjured. The cameras and 

sensors that were installed inside the environment recorded 

growing billowing smoke and that one exit door was 

blocked.  This made escape impossible because of limiting 

the vision people at the site. In our approach, we first divide 

the area into convex zones. We then form the bidirectional 

cycle crossing all exit doors, and, based on the centroid 

location of the formed shape, we form the α zones, β zones 

and θ angles. Based on some assumptions about the 

percentage of people who were spread in the environment 

and their physical specifications, we form the new zones. 

To apply our strategy, we consider only the map of empty 

buildings as a first step to form the zones.  Then, regarding 

the crowd distribution, we form the new safe boundaries. A 

general view of the building shown in Figure 2. 

Figure 2.General view of the environment. 

At this level, in order to determine the initial safe 

boundaries, we only focus on exit doors. In order to apply 

our strategy, at the first step we have to determine the exact 

locations of each exit door as well as the width of each. 

This task will be done by using a raster technology that will 

send raster information to the processing unit by detectors 

and cameras that are installed in the environment. We also 

need to determine the general convex zones. Based on the 

environment map, we have generally two convex zones as 

shown by equation 7. 

 

  {     }                                    
 

The first general convex zone consists of four exit 

doors and the second zone consists of a single exit door as 

shown by equations 8 and 9. 

 
   {               }               

 

   {   }                                            
 

Since we have more than one exit door in the first 

zone, there are α zones, β zones, and θ angles for each exit 

door, whereas the second zone only has a single α zone 

related to its exit door. There are no β zones or θ angles for 

the second zone because it consists of only a single exit 

door, and hence all area of the second zone belongs to its 

only exit door (   ). 

We used the metric measurement herein and therefore 

of five exit doors available in the environment, the width of 

exit doors 1, 3, 4 and 5 are 1 meter and exit door 2 is 2 

meters. Based on the width of each exit door, we are able to 

compute α zones and the charge of each one as they shown 

in Table 1. 
 

Table 1. The α zones and the amount of charges for 

each exit doors based on their width. 
 

Exit doors 

No Width (m) Charge 

1 1 100 

2 2 200 

3 1 100 

4 1 100 

 

We consider each α zone related to each exit door as a 

sphere of charge which has a center equal the central width 

location of each exit door. Figure 3 shows the result of 

dividing the area into convex zones and α zone related to 

each exit door.  
 

 
 

Figure 3: Convex zones of the area and α zones for 

each exit door. 
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Because the second zone doesn’t have any β zones or θ 

angles, we only focus on the first zone. We have four exit 

doors in this zone; hence the largest simple non directed 

cycle graph has the length of 4. To form the mentioned 

graph, we need to connect the central points of each exit 

doors together through straight lines. This diagram must 

meet each exit door only once. Figure 4 shows the largest 

simple non-directed cycle graph of length 4 crossing all exit 

doors in the first convex zone. 
 

 
 

Figure 4. The largest simple non directed cycle graph 

of length 4 crossing exit doors in the first convex zone. 

 

For the next step, we need to find the centroid point of 

the 2D shape formed by the mentioned graph. We also need 

to find the equilibrium points between each adjacent pairs 

of charges. To do this, we need to have the values of the 

adjacent pairs of charges. Based on our strategy, we 

assumed all exit doors have positive charges and are fixed 

in their places. To find the equilibrium position, we use a 

positive charge that is equal to the average of the adjacent 

pairs of charges. The mentioned positive charge is placed 

on the straight line between the pairs of charges and is 

closer to the smaller charge. In case of having a same 

amount of charges, the positive charge will locate in the 

middle of pairs of charges. To form β zones and θ angles, 

we have to connect from the centroid point to each 

equilibrium point and continue the line to the environment. 

The following Figure 5 shows the centroid location of the 

2D shape for the mentioned graph, the equilibrium 

locations, the β zones and θ angles related to the exit doors 

of the first zone: 
 

 
 

Figure 5. The centroid, Equilibrium points, β zones and 

θ angles for the first zone. 

 

Figure 5 shows all areas needed for the first zone when 

there is not any individual available in the environment. At 

this step we will calculate the charges of the agents 

available in the environment and will update the safe 

boundaries based on their distribution in the environment. 

The process of gathering information about the physical 

specifications of the agents and their locations is done by 

sensors and detectors that are installed in the environment. 

This data will then be processed by our method. Of 230 

people that we assumed are available in the environment, 

we consider 200 people are located in the first zone and 30 

people are placed in the second zone. We also assumed that 

in each area, half of the people are male and the other half 

are female. We considered all people in our environment to 

have normal health statuses. We consider in each zone, the 

ages range is between 20 and 40 years old. We assumed 

that all exit doors are open all the time and safe to use with 

their full evacuation capacity, which means blocking will 

not happen in the environment during the experiment. We 

apply our strategy in two different modes. When the 

distribution is the same and when it’s not. The following 

equations 10 and 11, show the collections of the agents in 

each zones: 

 
   {                   }                    

 

   {                  }                    
 

We assumed to have a same crowd distribution in our 

experiment. We also assumed there are 100 males and 100 

females available in the first zone. All of them have normal 

health status and between 20 and 40 years old. The gender 

percentage for each β zone is the same as 50 percent. Hence 

for each β zone in the general convex zone, we have 25 

people consists of 50 percent male (13 people) and 50 

percent female (12 people). The table 2 shows the β zones, 

initial α zone charges, and new α zone charges. 

 

Table 2. β zones, initial α zones charges and new α 

zones charges. 

 

β Zone Init α zone New αzone 

1 100 75 

2 200 175 

3 100 75 

4 100 75 

 

Based on our assumption, we observed to have slight 

changes for the safe boundaries after applying the charges 

of agents in each β zone. There are four β zones, and thus 

each zone is assumed to support a quarter of the people in 

it. We also considered having 13 males and 12 females in 

each β zone. Figure 6 shows the new safe boundaries based 

on the crowd distribution we assumed in our experiment. 
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Figure 6. New safe boundaries based on the normal crowd 

distribution. 

 

The illustrated crowd distribution can be used in many 

places such as theater saloons or conferences rooms. In 

such places, because of the kind of usage of environment, 

the distribution of the crowd is equal for all areas inside. 

7 CONCLUSIONS 

This paper explored a powerful mechanism for guiding the 

crowd out of danger using Coulomb’s Law, as well as 

graph theory, and convex and centroid concepts in order to 

form safe and reliable boundaries around each exit door in 

the environment in order to provide a decision aid for 

supervisory control personnel. This yields strategies for 

people who are trapped in an indoor public space at a 

dangerous location to be most rapidly evacuated. Using this 

mechanism can decrease errors committed by exiting 

individuals in the shortest time period, especially when the 

circumstances in the environment are obscured due to 

calamities that change layouts, such as fallen walls. We 

have fully implemented our algorithm and demonstrated it 

on a real world scenario. 
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Abstract 
 

     This paper presents an approach on head movement 

artifact removal from EEG signals, in the context of an 

ongoing brain computer interface project. The proposed 

artifact removal scheme is based on Empirical Mode 

Decomposition (EMD) applied to the signals obtained from 

each electrode. Correlation analysis using Pearson 

coefficient allows identification of those intrinsic mode 

functions related to common artifacts, which are associated 

to head movement. The goal of this experiment is 

separation of signals corresponding to single and double 

blinking from head movement artifacts. Once the 

preprocessing is applied, blinking detection is reduced to 

threshold operations. Final selection step based on 

Mahalanobis distance provides a detection rate of 95% in 

average.  

 

Keywords: EEG, artifact, empirical mode decomposition, 

correlation. 

 

1. Introduction 
 

     Artifacts caused by movement of the head during the 

acquisition of EEG signals constitute a significant 

limitation in a number of applications, such as data clinical 

interpretations, automated systems for analysis or detection 

of pathologies, human-computer interfaces (HCI), and brain 

computer interface (BCI) applications. A BCI system aims 

to translate the electrical brain signals generated by a 

human being as a result of some thoughts, in commands 

able to perform some control actions in computerized 

mechanisms [1]. Affordable EEG devices recently released 

makes attractive the development of such systems, 

however, technical characteristics of those devices, such as 

poor signal to noise ratio, and some artifacts such as 

electrode displacements, or subject movements require 

incorporation of additional signal processing techniques [2]. 

An important motivation to develop BCI systems is to 

allow an individual with severe motor disabilities to have 

control over specialized devices such as assistive 

appliances, neural prostheses, speech synthesizers, or a 

personal computer directly. Among a number of currently 

available technologies, EEG systems constitute a good 

alternative to develop BCI applications given some 

characteristics such as non-invasiveness, affordability, 

transportability, and size [3, 4]. However, EEG signals 

detected through surface electrodes present some problems, 

such as weak EEG electrical signals, low spatial resolution, 

artifact contamination, poor electrical contacts, and contact 

noise arising from head movements, manifested in EEG 

signals as additional artifacts. In practical situations of BCI 

systems, the user is expected to interact with automated 

equipment in a natural way, and head movements are part 

of that interaction. Additionally, because of the fluid, bone, 

and skin that separate the electrodes from the actual brain 

activity, the already small signals are scattered and 

attenuated before reaching the electrodes, with the 

consequence that head movement artifacts can reach 

amplitudes in the same order of magnitude of EEG signals 

related to brain activity, or even more. There have been 

several approaches oriented to do artifact removal in EEG 

signals with techniques such as independent component 

analysis (ICA) [6, 7, 8], high-order statistics and ICA [9], 

wavelet transform [10], adaptive least mean square [11], 

canonical correlation analysis [12], and others. Most 

reported papers consider muscle activity and blinking as 

EEG artifacts, although some works concentrate in 

removing only artifacts associated to EMG signals. The 

work presented in this paper is part of a project about the 

use of the EEG Emotiv® headset [13] as cursor control 

emulating the typical operations of a computer-mouse. 
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   Computer mouse emulation using hands-free alternatives 

is a project which has been broadly pursued in the last 

decades. The following is a partial list of some successful 

modalities which have been reported: visual tracking [14], 

voice control [15], electromyographic signals [16], electro-

oculographic potentials [17], and electroencephalographic 

signals [18, 19]. In this application, the Emotiv headset is 

used to indirectly detect EMG blinking signals reflected in 

the EEG activity captured through the headset. Blinking is 

used as a mean to perform the clicks required in a computer 

mouse. Although Emotiv EPOC headset represents an 

efficient alternative that is practical and economical, the 

EEG detected signals are noisy and contaminated with 

artifacts arising from different sources. Head movements 

associated to the expected use of the device as a mouse 

pointer will produce noise on the signal acquired by the 

electrode due to slight movements of the electrodes over the 

scalp. Cursor position is controlled using information from 

a gyroscope included in the headset, and clicks are 

generated through the user’s blinking with a detection 

procedure based on Empirical Mode Decomposition 

(EMD), which is used to separate desired blinking signals 

from head movement artifacts. The rest of the paper is 

organized as follows: Section 2 describes principles 

associated to EMD. Section 3 presents the proposed scheme 

and a description of the included modules. Section 4 

describes the experimental setup and the experiments 

carried out. Section 5 presents and discusses the obtained 

results, and section 6 presents some concluding remarks 

and future work of this research. 

 

 

2. Empirical Mode Decomposition 

(EMD) 
 

     EMD was first introduced by Huang [20] for spectral 

analysis of non-linear and non-stationary time series, as the 

first step of a two stage process, currently known as the 

Hilbert Huang Transform (HHT). EMD is used in this work 

with two objectives: signal preprocessing to reduce noise 

arising from head movement, and double blinking detection 

to simulate the "click" operation of a traditional mouse 

device. Essentially, EMD aims to empirically identify the 

intrinsic oscillatory modes or intrinsic mode functions 

(IMF) of a signal by its characteristic time scales, in 

adaptive way. These modes represent the data by means of 

local zero mean oscillating waves obtained by a sifting 

process. Thus, an IMF satisfies two main conditions: taking 

account the complete data set, the number of extrema points 

(min and max) must be equal or differ at most by one to the 

number of zero crossing points; the mean value of the 

envelopes is always zero which are defined by the local 

maxima and local minima. EMD can be summarized as 

follows [21]: Given a signal x(t) identify its extrema (both 

minima and maxima). Generate the envelope by connecting 

maxima and minima points with a curve, for instance, cubic 

spline interpolation, although other interpolation techniques 

are allowed.  Determine the mean by averaging and extract 

the detail, as expressed in eq. 1 and 2. Finally iterate on the 

residual m(t). 

 

 

𝑚(𝑡) =
𝑒𝑚𝑖𝑛(𝑡) + 𝑒𝑚𝑎𝑥(𝑡)

2
                                              (1) 

𝑑(𝑡) = 𝑥(𝑡) − 𝑚(𝑡)                                                           (2) 

 

 

     There are some iteration stopping criterions such as 

establishing a certain number of siftings, a predefined 

threshold, or specifying a minimum amplitude of residual. 

EMD satisfies completeness and orthogonality properties in 

the same way as spectral decompositions, such as Fourier 

or wavelet transform. The completeness property is 

satisfied by EMD, meaning that it is possible to reconstruct 

the original signal based on their decompositions. These 

decomposition functions should all be locally orthogonal to 

each other, as expressed in equation 3, although some 

leakage may arise. 

 

 

(𝒙(𝑡) − 𝒙(𝑡)̅̅ ̅̅ ̅̅ ) ∙ 𝒙(𝑡)̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 0                                            (3) 

 

An orthogonality index expressed in equation 4 is used to 

keep track of leakage magnitude within some limits. X is 

the original signal with i  j. 

 

𝐼𝑂 = ∑ (
∑ ∑ 𝐼𝑀𝐹𝑗(𝑡)𝐼𝑀𝐹𝑘(𝑡)𝑛+1

𝑘=1
𝑛+1
𝑗=1

𝑋2(𝑡)
)

𝑇

𝑡=0

                (4) 

 

Occasionally it is necessary to consider a local EMD. In 

this case, sifting operations are not applied to the full length 

signal. Sometimes there exist zones resulting in over-

iteration to achieve a better local approximation 

contaminating other parts of signal and in consequence 

over-decomposing. Thus, the local zones where the error 

remains large have to be isolated, and the algorithm should 

maintain iterating only over these zones. Local EMD is 

implemented introducing a weighting function; this 

function must describe a soft decay outside the problem 

zone. In consequence equation 2 can be written as: 

 

𝑑(𝑡) = 𝑥(𝑡) − 𝑤(𝑡)𝑚(𝑡)                                          (5) 
 

Figure 1 shows typical results obtained from an EEG signal 

using EMD with five decomposition iterations. 

 

 

3. Proposed scheme and module 

description 
 

     A BCI based on EEG analyzes ongoing electric brain 

activity for brain patterns that originate from specific brain 

areas. To get consistent recordings from specific regions of 

the head, scientists rely on a standard system for accurately 
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placing electrodes, which is called the International 10–20 

System , generally used in clinical EEG recording and EEG 

research. 

 

 
 

Fig. 1. EEG signal decomposition with the first five IMFs. 

 

 

Figure 2 shows the electrode positions and denominations 

used in the international 10-20 system. The squares indicate 

the available electrodes on Emotiv system. The EEG 

signals required to perform the detection are obtained from 

electrodes AF3/AF4, which are labeled according to the 

mentioned 10-20 international system. 

 

 
 

Fig. 2. International system 10-20. 

 

     The modules proposed to simultaneously separate head 

movement artifacts and blinking from the EEG signals are 

shown in the block diagram of figure 3. The artifact could 

be detected considering that noise present in all electrodes 

over the scalp will show high correlation. Thus, the 

proposed system is based on finding common signals in the 

electrodes, empirical mode decomposition, Pearson 

correlation, and an integration module which includes 

computation of Mahalanobis distance and further 

thresholding. Figure 4 shows an example of double blinking 

events immerse in noise produced by head movement.  

 
 

Fig. 3. Proposed scheme; head movement artifact and 

blinking detection 

 

    As previously stated, noise produced by head or body 

movement will appear in all electrodes of the system with 

small variations, therefore, correlation analysis using 

Pearson coefficient is used for noise detection purposes. 

 

 
 

Fig. 4. Head movement noise during double blinking 

events. 

 

     Pearson correlation coefficient provides a measure of 

dependence between two random variables [22]. Equation 6 

defines the Pearson correlation with expected values X and 

μY and standard deviations σX and σY. 

 

 

𝜌𝑿,𝒀 =
𝐸[(𝑋 − 𝜇𝑿)(𝑌 − 𝜇𝒀]

𝜎𝑿𝜎𝒀

                                            (6) 

 

     Correlation function applied directly to the signals 

obtained from each electrode will state dependence between 

channels. Common signals detected would have to be 

removed; however, applying directly an operation to 

separate those signals could cause removing also important 

information. Therefore, decomposing the signal from each 

electrode will reduce the loss of information, allowing the 

system to distinguish between artifacts from head 

movements and double blinking signals. That 

decomposition has been carried out using EMD technique. 
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Figure 5 shows an example of EMD decomposition, with a 

plot of IMF 1 to IMF 5 obtained from four different 

electrodes near AF6. Visual inspection indicates similarities 

in IMFs 1, 3, 4 and 5. In this part of the experiment, EMD 

decomposition typically yielded between 14 and 16 MFIs. 

 

 
 

Fig. 5. EMD decomposition applied on signals obtained 

from four electrodes: a) FC5, b) FC6, c) P8, and d) P7. 

 

 

     In order to find the amount of similarity or dependence, 

the Pearson correlation is calculated. Additionally, a p-

value is computed by transforming the correlation to create 

a t statistic with n-2 degrees of freedom, where n is the 

number of rows in the correlation matrix. The confidence 

bounds are based on an asymptotic normal distribution of 

0.5 log((1+R)/(1-R)), where R is the correlation coefficient 

with an approximate variance of 1/(n-3).  

 

 
 

Fig. 6. Noise reduction based on correlation function 

removing a) 1 IMF, b) 2 IMFs, c) 3 IMFs and d) 4 IMFs. 

 

 This algorithm is repeated for all IMFs, taking as reference 

the electrode AF6. A slide window of 10 seconds is applied 

during correlation calculation. Figure 7 shows the noise 

reduction using the correlation coefficients associated to the 

Thus, p values less than 0.05 were considered to imply high 

correlation.  Figure 17 shows an example in which IMF3 

from electrode AF6 is compared to the rest, from a total 

number of 12 electrodes, resulting in p-values close to 0, 

except for one electrode. corresponding IMF. If there is a 

correlation in most of the electrodes, the corresponding 

IMF is prevented from passing to the integration module. 

Once the noise is reduced, a second derivative is obtained 

in order to determine whether a critical point is a local 

maximum or a local minimum. A typical double blinking 

event will have two local max points inside a 0.5 seconds 

window. Figure 8 shows the signal after this processing, 

thus the classifier is reduced to a simple threshold function. 

  

 
 

Fig. 7. Double blinking detection with noise reduction. 

 

 

4. Experimental setup  
 

     Subjects under testing were seated in a comfortable 

position using the Emotiv headset with a laser pointer 

attached at the top, as shown in figure 8. A simple 

application developed in visual basic, showed a red circle 

moving through the screen following horizontal and vertical 

displacements, with a linearly increasing speed. The subject 

was instructed to follow as closely as possible the red circle 

with the pointer. EEG and gyroscope data are recorded 

simultaneously. Additionally, the subject was told to do a 

double blinking when a black circle appears in the screen. 

In that instant, the application sends a marker to the 

recording system. Thus, the test considers the worst case 

scenario in which the user is moving the head and doing a 

double blinking simultaneously. This case would rather 

occur in a practical situation, because the user usually stops 

the movement before doing a click with the mouse. Testing 

setup system is depicted in figure 15. Head movements 

during this action generates artifacts which have to be 

removed in order to distinguish user´s blinking. 

 

 
 

Fig. 8. Experimental setup of EEG-based mouse emulation. 
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Fig. 9. Testing setup system.     

 

  

5. Results 
 

     Typical blinking was found to be formed from 1 to 5 

IMF and residual. Features are obtained from the energy of 

each IMF and residual. The obtained feature vectors 

generated through the IMFs are fed into a Mahalanobis-

distance based classifier [23]. System test was performed 

using fold validation, dividing the data set in training and 

testing groups of 10 vectors each group, and finally the 

system is tested using 5 complete sequence of 91 seconds in 

which 10 double blinking events occur randomly. A double 

blinking event is experimentally found to fall inside a 

Mahalanobis distance value between -1.34 and -3.25.  

 

 

Table I. Average detection rate and performance metrics. 

 

TP FN FP TN 

FP 

Rate 

TP 

Rate Precision Accuracy 

5 5 1 75 0.0132 0.5 0.8333 0.9302 

8 2 0 76 0 0.8 1 0.9767 

5 5 0 76 0 0.5 1 0.9418 

5 5 0 76 0 0.5 1 0.9418 

5 5 0 76 0 0.5 1 0.9418 

7 3 1 75 0.0132 0.7 0.8751 0.9534 

9 1 1 75 0.0132 0.9 0.9 0.9767 

8 2 3 73 0.0395 0.8 0.7272 0.9418 

8 2 3 73 0.0395 0.8 0.7272 0.9418 

5 5 0 76 0 0.5 1 0.9418 

8 2 1 75 0.0132 0.8 0.8888 0.9651 

9 1 3 73 0.0395 0.9 0.75 0.9534 

5 5 0 76 0 0.5 1 0.9418 

5 5 0 76 0 0.5 1 0.9418 

5 5 0 76 0 0.5 1 0.9418 

10 0 4 72 0.0526 1 0.7142 0.9534 

6 4 0 76 0 0.6 1 0.9534 

9 1 2 74 0.0263 0.9 0.8181 0.9651 

5 5 0 76 0 0.5 1 0.9418 

5 5 0 76 0 0.5 1 0.9418 

3 7 0 76 0 0.3 1 0.9186 

5 5 0 76 0 0.5 1 0.9418 

5 5 0 76 0 0.5 1 0.9418 

10 0 2 74 0.0263 1 0.8333 0.9767 

9 1 1 75 0.0132 0.9 0.9 0.9767 

 

 

 

   The system performance is analyzed through a Receiver 

Operation Characteristic plot (ROC) [24], which indicates 

the False Positive Rate (FPR) versus the True Positive Rate 

(TPR). Figure 10 shows the ROC curve obtained in 

average. The curve indicates a common tendency of an 

increasing rate of true positives events with simultaneous 

increasing rate of false positives. A small increase of the FP 

rate compared to the variation of TP rate can be noticed. 

Table I summarizes the detection rate obtained using the 

proposed scheme, indicating an accuracy of 95% in 

average. 

 

 
 

Fig. 10. Average ROC curve. 

 

 

 

6. Conclusions 
 

     We have described an original approach on head 

movement artifact removal from EEG signals, in the 

context of an ongoing brain computer interface project. The 

proposed artifact removal scheme is based on Empirical 

Mode Decomposition (EMD) applied to the signals 

obtained from each electrode. Correlation analysis using 

Pearson coefficient allowed identification of those intrinsic 

mode functions related to common artifacts, which are 

associated to head movement. System performance showed 

very good results on separation of blinking from head 

movement artifacts. The proposed signal processing system 

was applied to emulation of clicks in a computer mouse. 

Final selection step based on Mahalanobis distance 

provided a detection rate of 95% in average. Analysis on 

detection rate indicated that EMD provided an efficient, 

effective and quick computational tool, adequate to non-

stationary signals. The proposed noise reduction method 

based on information available from multiple electrodes is a 

preprocessing technique which can be adapted to different 

EEG systems, when noise caused by head or body 

movement is required to be removed. Additional 

experiments exploring the incorporation of classifiers such 

as Support Vector Machine and Neural Networks are 

currently in progress. 
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Abstract - Personal Smart Assistants (PSAs) provide 

assistances to users to enable them achieve their goals 

efficiently. In order to recommend a relevant assistance, the 

personal smart assistant builds a user model which represents 

the user’s information such as interests, behaviours, goals, 

etc. Modeling the user’s behaviours is essential to provide a 

relevant assistance at the right time. In open environments, 

dynamic changes occur that alters the user’s behaviours as 

he/she is trying to achieve the goal. Furthermore, when the 

personal smart assistant interacts, on behalf of the user, with 

other entities in open environments, then the user’s privacy 

become a concern. In this paper, we are proposing a personal 

smart assistant’s architecture that is able to model the user’s 

behaviours in open environments through observing his/her 

deliberative and reactive actions and dynamically alter the 

user’s plan to achieve the goal based on the changes that 

occur in the environment. Also, we are proposing a privacy 

protection approach, within the PSA architecture, to preserve 

the user’s privacy as the personal assistant interact with other 

entities in open environments. 

Keywords: Personal Smart Assistant Agent; Open 

Environment; User Modeling; Privacy Protection.  

 

1 Introduction 

 The explosion of the online, mobile, and social networks 

transformed computation to become a platform that redefines 

many aspects of our lives and businesses.  As a result, many 

of our goals are now technology driven and for us to be able 

to achieve these goals we might be required to deal with 

several applications and services. Usually people lack the 

complete knowledge of working with these different 

applications and hence they require a form of assistance. 

However, for this assistance to be really beneficial, it should 

be personalized towards the user’s needs and goals.   

 Smart software agents have been recognized as a 

promising solution for the development of user-centric 

applications. Personal assistants are smart software agents 

that provide users with services that are adaptive to the user 

and the environment [1]. A cognitive user model is an 

essential component in personal assistants. Our focus in this 

paper is on proposing a user behaviour model that captures 

the user’s behaviours in an open environment. Two major 

approaches are followed to model the user’s behaviours. The 

first approach to model the user’s behaviours is through 

capturing the user’s responsive actions to dynamic changes 

that occur in the environment. The second approach of 

modeling the user’s behaviours is through modeling the 

user’s deliberative actions as he/she is following a certain 

plan to achieve the goal. The challenge of modeling the user’s 

behaviours in open environments is to dynamically alter the 

user’s plan to achieve his/her goal, based on the dynamic 

changes that occur in the environment. In this paper we 

propose a combination of these two approaches to overcome 

the challenge of modeling the user’s behaviours in open 

environments.   

 Another challenge that is addressed in this work is the 

user’s privacy when interacting with other entities in these 

open environments through their Personal Smart Assistants 

(PSAs). Users’ interests are sensitive information that 

disclosing it may result in violating their privacy [2],[3],[4]. 

For instance, promoting movies, books, software, web sites 

and other types of products that are about particular heritage, 

religion and group of people with specific political or social 

opinion demonstrates users’ interests in these topics which 

may violate their privacy. Because privacy is a subjective 

concept and varies among users, attending privacy in open 

environments is challenging. Identity and interest information 

of users have the potential to be exploited. There are 

approaches to decouple the interest and identity of the user 

for targeted assistance. However, because it is possible to 

identify users by processing their interests, solutions that 

address the potential of privacy violation in disclosing 

information are essential.  One of the approaches is to take 

the risk of privacy violation by exposing information to 

assistant providers [4]. In this work, we discuss how this 

concept can be integrated in PSA to provide a relevant 

assistance that does not violate users’ privacy. 

 This paper presents a Personal Smart Assistant (PSA) 

agent that builds a cognitive user model and matches it with 

available assistances in open environments. Our proposed 

PSA models the user’s deliberate, goal-driven, behaviours as 

well as his/her reactive, event-driven, behaviours. This 

enables us  to capture the user’s actions that he/she performs 

to achieve their goals as well as the actions that they perform 

to respond to dynamic changes in the environment. 

Furthermore, the proposed PSA protect the user’s privacy as 

it is acting on his/her behalf in open environments.   

 The paper is organized as follows; a brief review of 

concepts and models related to personal smart assistants, user 

modeling, and privacy in open environments as well as the 

challenges in existing approaches is given in Section 2.  

Section 3 describes the architecture of the proposed personal 

smart assistant (PSA) that assists users in open environments 

while protecting their privacy. Section 4 outlines the major 

components and algorithms of the proposed PSA. Finally, 

conclusions and future work is given in section 5.  
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2 Background and related work 

This section reviews concepts, models and approaches 

related to personal assistants, user modeling and privacy.  

2.1 Personal assistant 

 The core issue behind the need of Smart Assistance 

(SA), regardless of the domain in which it is applied for, is 

the user’s lack of knowledge. The user does not have the 

complete knowledge that would help him/her to achieve 

his/her goals, and therefore, assistance is needed to update the 

user’s knowledge to achieve these goals. 

 The Personal Smart Assistant (PSA) is a software 

system that helps users to achieve their goals efficiently. The 

PSA can work on behalf of the user to achieve a task 

delegated by the user directly. Furthermore, it can provide a 

proactive assistance based on the current context of the user 

and the environment. The personal smart assistant models the 

environment in which the user is working, and it provides the 

functionalities of the different applications in this 

environment to the user based on the user’s preferences and 

needs that are modeled in the user model. 

2.2 User modeling in open environments 

 A user model is a representation of information about a 

specific user that is vital for personalized, user-centric, 

applications [5].   In order to provide the needed assistance 

for the user, and help him/her to achieve his/her goals; the 

personal smart assistant should establish a user model that 

captures the user’s goals, interests and behaviours [6]. The 

main focus of this work is on modeling and capturing the 

user’s behaviours in open environments. An open 

environment is an environment at which entities can join and 

leave at any time [7]; here entities are assumed to refer to 

humans, software applications or features, resources, etc. 

These entities might cause dynamic changes to the 

environment that influence the user’s behaviours within this 

environment.  

 Since the behaviour of the user is dynamic, uncertainty 

is the nature of modeling the user’s behaviours. Therefore, for 

a personal assistant to provide its proactive assistance it 

should be able to reason under uncertainty.  The probability 

theory is one of the tools that are used to reason under 

uncertainty [8]. Once the user is modeled and his/her current 

actions are observed, the personal assistant could predict the 

next actions and therefore, provide a proactive help in 

performing these predicted actions. 

2.3 State-based and event-based behaviour 

modeling 

 State-based modeling and event-based modeling are 

both used for behaviour modeling [9]. In state-based 

modeling, the system’s states are emphasized and explicitly 

enumerated, and the behaviour is modeled in terms of the 

changes of states. The user’s behaviour under state-based 

model is deliberate, which means that the user is behaving 

under a specific plan to perform actions that can move the 

system from one state to another state till the goal is reached.  

 The state-based approach has been adapted by many in 

the research field of user modeling. Stanford Research 

Institute Problem Solver (STRIPS) is a state-based problem 

solver proposed to specify the different sequences of actions 

by generating a number of states and their dependencies [10]. 

Ref. [11] proposes an activity-model for users during a 

meeting. This activity model utilizes STRIPS to describe all 

combinations of the users’ activities and the different 

sequences of actions that could achieve the goal [9]. This 

state-based partial order planning is then transferred into 

probabilistic graphical models to infer how probable a 

specific execution sequence is [11]. In [12], another state-

based user behaviour modeling is proposed using partial order 

planning.  The user model proposed in [12] is used to build a 

personal intelligent assistance that is specifically designed to 

help users in Collaborative Design Environment (CDE). 

Beside the user behaviours, the proposed user model also 

represents the user’s goals and his/her interests [12].  

 Although these state-based approaches, discussed in the 

previous paragraph, model and capture the user’s uncertain 

behaviours through partial planning and probabilistic 

modeling, however, they are not adequate for open 

environments. First, the state-based model is a goal-driven 

approach, and hence, it will model only the actions that the 

user perform to achieve the goal. In open environments 

however, users might perform actions as responses to 

dynamic changes regardless if these actions achieve the goal 

or not. The previous approaches are not able to model these 

responsive actions and include them in the plan of possible 

actions, and hence, cannot provide the required assistance to 

perform such actions. Second, the partial order plan that was 

generated through the state-based approaches are applicable 

to achieve the goal if the environment does not change, and if 

the user is the only player in the environment. However, in 

open environments entities can cause dynamic changes in the 

environment which might cause the original plan, generated 

by the state-based models, to be unattainable anymore.  

 In contrast with the state-based modeling, the focus of 

the event-based model is on a set of possible events that occur 

in the system, and the behaviour is modeled through the 

responses to these events [13], [14]. Event-based behaviour 

models are reactive, which indicates that the user’s behaviour 

is a response to the events that occur in the environment. In 

other words, the events that occur in the environment derive 

the user’s actions. In [15] an elderly health monitoring system 

is proposed based on the event-based modeling. The elder’s 

actions trigger events in the environment which are realized 

by the caregiver and utilized to reason about the elderly’s 

activities and hence can make better assessment about the 

elderly’s health [15]. Event-based modeling approaches work 

in open environments because they model the dynamic 
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changes in these environments as well as the responses to 

these dynamic changes. However, event-based modeling is 

not used to achieve a user’s goal, and it does not provide a 

plan of possible paths of actions to achieve the user’s goal, as 

the state-based approach does. Hence, event-based modeling 

cannot be used alone to model the user in open environment 

as he/she is trying to achieve the goal.  

 The challenge of modeling the user’s behaviours in open 

environments is providing a dynamic plan that achieves the 

user’s goals, and yet can be altered during execution based on 

the user’s required responses to the dynamic changes in the 

environment. 

2.4 Privacy in open environments 

 One of the major concerns when dealing with personal 

assistant in open environment is the privacy of users. The 

information that indicates the user’s interests can be collected, 

process or disseminated by other entities of the environment 

when the personal assistant interact with other entities. 

Because this information is private and sensitive, exploiting it 

may violate users’ privacy [4]. One of the challenges in 

privacy is identification; which is relating identity to sensitive 

information such as interests’ information. Information can be 

used to directly identify users (identified information) or it 

might be used in processing information techniques and result 

in identifying users (Personally Identifiable Information 

(PII)). Because of the possibility of conversion of non PII to 

PII, differentiating the setting of these concepts becomes 

problematic.  

 There are several proposed approaches in various 

domains that utilize personal assistant [2], [3] to resolve 

identification complications while providing a relevant 

assistance. The basic approach of [2], [3] is on separating the 

interests information from the identity of the user. The 

interests’ information may convey PII information which may 

initiate a process that violates users’ privacy. Therefore, there 

should be additional solutions that address privacy challenges 

of exposing information while personal assistant interacts 

with the environment. 

 Typically, user’s information is exchanged with other 

entities in return of receiving a service. These entities are 

called providers. In this context, the service they provide is 

referred as assistance. One of the approaches to resolve PII 

issues is to take the risk of disclosing information in 

interactions with providers into account. If the risk is 

acceptable in user’s assessment, he/she can proceed with the 

interaction; otherwise information should not be disclosed to 

providers [4], [16].  

 As privacy violation in personal assistant in open 

environment is the direct or indirect consequence of exposing 

users’ information such as his/her interests information to 

providers, including privacy protection measures in PSA is 

essential. However, because of the subjective nature of 

privacy and PII challenges, privacy solutions in PSA have to 

be flexible to be applicable with dynamism of open 

environments [4]. 

 Privacy in the context of “information management” is 

categorized as “information collection”, “information 

processing” and “information dissemination” [17]. These 

categories can be addressed in the pattern of interaction 

among providers and users. When users choose a provider, 

they need to interact with it to receive the requested service in 

terms of information (assistance). For instance, when the user 

attempts to see a video about a product, the user’s interests 

will be collected by the provider of the video. The provider 

processes the collected information and utilizes it for 

profiling the user and utilizing it for promotion objectives. In 

some cases, providers disseminate users’ information to 

others for further processes or with the objective of selling 

information which is the evidence of privacy violation [18]. 

Therefore, privacy solutions that target interaction of 

providers and users are essential in PSA. 

3 The proposed architecture of PSA in 

open environments 

 Considering open environments is essential in building a 

personal smart assistant (PSA) that can be used to assist users 

in different domains. This paper proposes architecture of a 

personal smart assistant that can assist users in open 

environments; this architecture is shown in Figure 1.  

 

Figure 1: The proposed personal smart assistant architecture 

The proposed PSA is able to model user’s behaviours in open 

environments through extending the state-based user 

behaviour modeling with events that represent the changes 

that occur in the environment. Furthermore, the proposed 

PSA is able to protect the user’s privacy as it interacts with 

other entities in the environment on behalf of the user. These 

two major contributions of the proposed architecture are 

discussed in the following subsections. 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 469



3.1 Extending state-based user behaviour 

modeling with events   

The major component of the proposed personal smart 

assistant (PSA) is the user model. In this section we are 

proposing a user behaviour model that observers the user’s 

deliberative, goal-driven actions, and reactive, event-driven 

actions. A dynamic plan of the goal-driven possible sequences 

of actions is generated and altered dynamically to contain 

reactive actions that are required to be performed by the user 

to response to changes in the open environment.   

 

 Before modeling the user, the domain at which the user 

is modeled should be represented. The entire collection of 

everything that exists is the world W, it is a set of the possible 

worlds, W = {w1, w2,…,wk}. A state, s, can be defined as an 

instantaneous observation (snapshot) of the world. Several 

states can exist in one possible world wi, wi = {s1,...,sn}. An 

event e is defined as the occurrence of a change that triggers a 

response in the world. A state consists of concepts and 

relations. The existents in the world are called concepts C, C= 

{c1,…,cn}, where ci is a single concept. The relations between 

these concepts are called conceptual relations R, R= {r1,…, 

rn}, where ri is a single conceptual relation. 

 In order for users to achieve their goals, they need to 

transfer the world into the desired state. An assumption is 

made that the world stays at one state until an action occurs, 

therefore, if the current state is not the desired state, then the 

user needs to perform some actions to move the world to the 

desired state and achieve his/her goal. State-based modeling 

is used to model the user’s behaviour as shown in Figure 2. 

Each node in Figure 2 represents a state of the world, the first 

node is the current state of the world Sc, and the last node 

represents the desired state Sd at which the user’s goal is 

achieved. The arrow represents a transition between the states 

of the world; ai is an action associated with this transition. 

 

Figure 2: State-based user behaviour model 

 In [12] it is assumed that modeling the transition of the 

states is sufficient to model the user behaviour. However, we 

argue that in order to model the user behaviour, we also need 

to explicitly model the changes in the environment, and how 

the user is reacting to these changes, rather than just the 

transitions of the states. This is essential in an open 

environment where entities can enter and exit and any of 

them can change the states of the world at any time. State-

based modeling is a goal-driven deliberative approach which 

needs to be extended to include event-driven reactive 

approach. In this work, because we consider that the personal 

assistant is supposed to assist its user in open environment, 

we propose to extend the state-based modeling through 

modeling the events that happen in the environment explicitly 

as the states of the world are changing. An event is defined as 

a change in the environment that triggers a response, or “an 

external observable phenomenon, such as an environmental 

or a user stimulus, or a system response punctuating different 

stages of the system activity [14]”. Hence, modeling the 

events explicitly will enable us to understand the behaviour of 

the user, as he/she acts not only to achieve the goal, but also, 

to react to these changes that might require the user’s 

responses. Our work combines the deliberative approach and 

the reactive approach to model the user’s behaviour. The next 

following subsections illustrate our proposed user behaviour 

model. 

3.1.1 Modeling the actions 

 The user’s behaviour is the sequence of actions that the 

user performs. Hence, in order to model the behaviour of the 

user with states and events, we need to model the actions. An 

action can be represented by i) an identification, ii) 

preconditions that should be satisfied for the action to take 

place, and iii) post conditions that are the impact of the 

action. 

Action A = <ID, Pre-Conditions, Post-Conditions> 

 In this proposal, the user behaviour is modeled by events 

as well as states. Hence, for an action to occur, its 

preconditions are not only states, rather, events could also be 

required before an action can take place. Therefore, in this 

work, preconditions are modeled by states and events;   

Pre-Condition = <State, Event> 

 Similarly, Post conditions, which are the impact of an 

action, are not only modeled as states, rather, events could 

also be an impact of an action. Therefore, in this work, post 

conditions are modeled by states and events.    

Post-Condition = <State, Event> 

 Figure 3 shows how the state-based model is extended 

with events to model the user’s actions. Each of the user’s 

actions is either derived by the user’s goal, and therefore the 

action is to transform the states of the world to the desired 

state sd, or triggered by events, and therefore, they are 

responses to the events that are occurring in the environment. 

For an action to occur, specific states of the world should be 

reached and/or specific events should be triggered. 

Furthermore, if some events are triggered, which are 

preconditions of an action, these events cause an action to be 

performed as a response to this event, and therefore, the states 

of the world need to change to satisfy the rest of the 

preconditions of the action. Therefore, actions could also 

occur because of events, even though these actions might not 

help the user to achieve his/her goal. On the other hand, post-
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conditions are the impact of the action on the environment. In 

this model, the action’s impact is not strict to the states of the 

world; rather, actions could also trigger events in the 

environment, in other words, the environment responses to 

actions by producing events. The significance of extending 

the state-based model with events is to further analyze the 

user’s behaviour in environments which he/she might not be 

the only actor. We do not model the actions occurring by 

other entities but we model the impact of their actions 

through the events that occur in the environment. So events 

can be produced by all entities in the environment and this 

does derive the user’s behaviours. 

  

Figure 3: Proposed model of actions based on states and 

events 

 Modeling events alone does not represent the details of 

the system and how the possible states of the world are 

changing. Rather, both states and events need to be combined 

to model the user’s behaviour. Figure 4 shows the extension 

of the modeled events to the state-based modeling for the user 

behaviour. The triggered events in the environment derive the 

actions of the user as he/she is trying to move the states of the 

world from the current state of the environment till the desired 

state. The dashed arrows in Figure 4 represent the actions’ 

preconditions and post conditions in terms of events. For 

example, the dashed arrow from a1 to e1 suggests that; when 

the user performs a1 to change the state of the world, e1 is 

going to be triggered in the environment as a response to a1, 

because e1 is a post condition of a1. When e1 is triggered, the 

user needs to perform a4, because e1 is triggering a4 and its part 

of its preconditions, hence a dashed arrow is directed from e1 

to a4. The desired state could have been reached without 

performing a4, however, because e1 was triggered, the user has 

to response with a4. Furthermore, some events could be 

triggered because of others’ actions, but they still influence the 

user actions as he/she is trying to reach to the desired state. 

 

Figure 4: States and events to represent sequence of the user’s 

actions 

 In this model, we are able to capture more realistic user 

behaviour by including actions that the user could perform in 

response to the environment rather than just the actions that 

he/she is performing to achieve the goal. All of these user 

actions are defined as the behaviour:  

UB = <Actions> 

3.1.2 Capturing the user’s behaviours 

 It is necessary to capture the possible paths of actions 

that the user can follow and be able to predict the next likely 

action, and therefore, provide a proactive assistance that 

would help in achieving this action. We propose an algorithm 

that determines the different possible paths of actions based 

on the goal or any triggered event, and we refer to it as the 

path determination algorithm. The algorithm starts with the 

action ag that can achieve the goal g (where g ⊆ of post-

conditions (ag)), if the preconditions of ag are part of the 

current state of the world, then ag is the only required action 

to achieve the goal, however, if the preconditions of ag are not 

part of the current states of the world, then this algorithm 

determine all the possible actions that can satisfy these 

preconditions. In other words, this algorithm determines all 

the paths of actions to reach from the current state till the 

desired state in which the goal is achieved.  In the same way, 

this algorithm also identifies the possible paths of actions to 

response to events that are triggered in the environment. 

Uncertainty is considered when capturing the user’s 

behaviour because of the dynamic nature of this behaviour. 

Therefore, the algorithm measures the prior probability of 

each action in the possible paths of actions. This prior 

probability is measured using binomial distribution [19], in 

which we measure the degree of belief that a certain action 

occurs in the environment given its preconditions and the 

overall number of actions in the environment. The pseudo 

code of the algorithm is given in the next section of this 

paper.  
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 A probabilistic graphical modeling is used in the 

inference component of the PSA to predict the next action 

that the user is going to perform. In particular, a Bayesian 

network
1
 is constructed using the different paths of actions 

that are generated from the path determination algorithm, as 

shown in Figure 5.  Each form of arrows (straight, dotted and 

dashed) in Figure 5 represents a unique sequence of actions, 

and each action is associated with a prior probability that is 

calculated using binomial distribution. When the next action 

needs to be predicted, The Bayesian network graph, shown in 

Figure 5, is used to calculate the probability of each child 

based on the observed value of its parents. From each 

possible sequence, the child is the final action in that path, 

and the last parent is the current action that the user 

performed. The path with the highest probability will be 

considered as the predicted path and the first action of that 

path, after the current action that is already performed, is 

considered as the next predicted action to be performed by the 

user.  After modeling the user’s  behaviours and forming the 

Bayesian network, the inference component is responsible to 

infer this network using  inference algorithms to identify the 

user’s next predict action based on his/her current performed 

actions. 

 

Figure 5: Bayesian network for the user’s actions 

 In addition to modeling  the user’s behaviours, our user 

model also models the user’s interests. In the proposed 

architecture, Figure 1, the  user’s interests are derived by the 

user’s behaviours, in other words, the user’s behaviour is an 

indication of  the parts  of the world that the user is interested 

in. The user behaviour is the sequence of actions that the 

user  performs in the  environment. These actions include 

preconditions, which are the requirements for the action to 

take  place.  Therefore, to move towards the desired state, and 

to achieve the goal, the requirements for every action are  part 

of the user’s  interests. Furthermore, to realize what these 

actions are achieving, the impacts from these actions  are also 

interesting to the user,  these impacts are represented as post-

conditions, the post-conditions of the last  action performed by 

the user include the goal,  and hence the interests of a user is 

the combination of  preconditions and post-conditions of the 

user’s performed and  predicted actions. 

 

3.2 Enabiling the PSA to protect the user’s 

privacy in open environment 

 The environment model of the PSA’s architecture, 

Figure 1, represents the context of the environment and 

captures the actions that are actually performed by the user, as 

well as the events that are triggered in the environment. 

Additionally, the environment model identifies any potential 

assistance that exists in the environment, and forwards its 

information to the environment assistance component to be 

matched with the contents of the user model to identify the 

available relevant assistances. Accordingly, PSA may need to 

interact with entities of the environment to collect necessary 

information. The interaction asserts the exchange of 

information that raises privacy concerns. One of the major 

contributions of the proposed PSA is to ensure that the user’s 

privacy is protected in open environments. Therefore, among 

relevant assistances that are found based on the matching 

results, only the ones that will not violate user’s privacy will 

be recommended to the user.  

 One of the approaches to protect privacy is investigating 

how entities interact and what information is exchanged 

among them [16]. In the context of personal assistant and 

open environment, interaction happens between PSA and 

providers. The exchanged information is users’ interest. In 

this work, we have assumed that PSA is part of user’s device, 

software, etc. and will not exploit the information.  

 Fundamentally, privacy violation refers to an interaction 

that by exposing information to an entity to achieve a goal, it 

causes the other goal of the user becomes not achievable [17].  

The goals do not have conflicts. In the context of PSA, the 

goal of the user in the world is given. However, the user’s 

goals are not limited to the one that he/she is trying to achieve 

at a specific point of time. For instance, the user might be in a 

grocery store and her/his goal is to purchase milk and bread. 

But at the same time he/she may aim to get a job, open a bank 

account and receive a health service.  Although receiving an 

ad and showing interest for viewing an assistance don’t have 

conflict with other goals of the user, exposing interest 

information in one domain may prohibit the user to achieve 

his/her goals in other domains. Therefore, for resolving 

privacy challenges, we extend the world to the user and a set 

of domains. PSA can be specialized for each of these 

domains. 

           (  )        {        }   

 Each domain includes providers, the world of the 

domain and the goal of the user in that domain. 

       Providers, Gl> 

 Each user has interest information that providers require 

to collect for processing and tracking user’s behaviour [2]. 

Assistance (As) are presented (       )to the user based on 

users’ interest that is exposed to the provider (        ). 1
The Bayesian Network is a probabilistic graph that calculates the conditional 

probability of a node based on the probabilities of its parents [8].  

472 Int'l Conf. Artificial Intelligence |  ICAI'13  |



Providers convey operations (Op) to process users’ interests 

such as tracking and profiling. The purpose (Pu) of applying 

operations on users’ interest is to send relevant assistance. 

                

             {                       } 

          {                       } 

                     

Accordingly, Privacy Violation (PV) can be formulated as the 

following: 

  (            )  

 

{
 
 

 
 
                                                                                                 

                                                       
                        

          (         )         (           )              

             (  )                                                     
                                                                                                                   

  

 Each provider needs to process the user’s interest 

information after it is exposed. They apply Op to infer 

information they need for promoting an As. Op can be 

integrated with countermeasure techniques for privacy 

violation such as anonymization and legal agreements. That 

indicates a level of Privacy Protection (PP) which is applying 

operations that prevent privacy violation. 

   (           )       (  (        )   ) 

 Countermeasure techniques for protecting privacy may 

not be able to fully prohibit privacy violation. Therefore, for 

evaluating privacy in an interaction among entities, the 

probability of privacy protection in operations of a provider 

has significant impact. providers may contain various 

operations. Each of them has specific probability for 

protecting privacy. The minimum probability of privacy 

protection is the value that the user requires for evaluating the 

privacy of the interaction. This concept is called Privacy 

Protection Level (PPL). 

   (                       

(
    ((  (                    )      )

[                                   
→        

]
) 

Evaluating PPL is out of the scope of this paper. However, as 

PII 2.0 [4] proposes, this value is calculated based on the risk 

assessment of exposing interest to a provider. In an 

interaction, there are significant elements that influence 

privacy evaluation such as trust level, information gain of the 

interest, the agreement between the user and providers, the 

sensitivity, criticality and cost of the interest, purpose of 

collecting the interest, the severity operation that is going to 

be applied on interest [20]. In the context of personal 

assistant, the purpose of collecting processing and 

disseminating information is providing relevant assistance. 

Typically, the operations that they apply on interest 

information are tracking and profiling that has high severity. 

The risk assessment model proposed in [20] collects this 

information from an interaction and calculates the risk of 

privacy violation in the given interaction. Utilizing the risk 

value results in evaluating PPL. Providers and users are aware 

of the risk assessment model. Because providers require 

attracting engagement of users to their assistance, they 

provide their capabilities in protecting users’ privacy by 

informing their PPL value in their assistance. Therefore, the 

user can compare their PPL with the PPL that he/she has 

calculated. If it is lower than the expected PPL, the promotion 

will not be promoted. 

 PPL will be calculated at interaction level and will be 

presented to PSA. PSA finds the relevant assistance and 

exclude the ones that don’t have enough PPL.  

4 Implementation 

This section presents the major components and 

algorithms used to implement the proposed PSA.  

 

4.1 The personal smart assistant model 

 The personal smart assistant (PSA) needs to model the 

user and make decisions in terms of suggested assistance 

based on this modeling. It should act autonomously to reason 

about the user’s behaviours and interests and provide the 

relevant assistance based on its problem solving ability. 

Furthermore, the PSA needs to communicate with other 

entities in the environment to provide the assistance to his/her 

user. Consequently, the PSA needs to have characteristics 

such as autonomy, cooperation and intelligence to be able to 

provide its assistance to the user; these characteristics are 

ensured in the CIR-Agent Model [21]. The Coordinated 

Intelligent Rational (CIR) provides a generic model for an 

agent in cooperative distributed systems. The CIR-Agent 

contains capabilities such as autonomy, cooperation, 

intelligence and rationality, and hence, it’s able to model the 

proposed personal smart assistant. 

4.2 Path determination algorithm 

 An important component of the implemented PSA is the 

path determination algorithm, which determines the possible 

paths of actions that the user should perform when an event is 

triggered in the environment. The PSA implementation 

contains several key objects such as Action, Preconditions, 

and Post-conditions that are utilized in this algorithm as 

shown in the algorithm’s pseudo code in Figure 6. 
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Figure 6: Path Determination Algorithm’s Pseudo Code 

4.3 Belief system 

 The degree of belief that a certain action will be 

performed next by the user is calculated at two levels. First a 

prior belief is measured that a certain action will be 

performed using binomial distribution. As indicated in the 

Figure 6, this belief is measured during the path 

determination algorithm. Every action that is produced from 

the path determination algorithm contains a prior probability 

attribute that its value is measured through the binomial 

distribution. The next stage in measuring the belief that a 

certain action will be performed next is to consider 

conditional probabilities; the probabilities of performing the 

action given that other actions are performed, this can be 

calculated by a Bayesian Network. JavaBayes [22] is used to 

provide a java library to construct the Bayesian network. 

5 Conclusions and future work  

 This paper proposed a Personal Smart Assistant (PSA) 

agent that is able to assist users to achieve their goals in open 

environments. The proposed PSA combines a deliberative, 

goal-driven, approach with a reactive, event-driven approach 

to model the user’s behaviours. Such a combination 

guarantees a more accurate modeling for the user behaviours 

in an open environment that is constantly changing with 

unexpected events. Also, our approach protect the user’s  

privacy through comparing the user’s Privacy Protection 

Level (PPL), with the PPLs of the assistance provides, unless 

the required PPL is matched, the assistance will not be 

recommended to the user regardless of its relevance.  Our 

proposed PSA architecture and its major components and 

algorithms were addressed in this paper to give insight about 

its implementation.  

 In the future, an enriched environment should be created 

and integrated with the proposed implemented PSA’s. 

This  environment should reflect real life environments that 

contain many different actions for the user to do, as well as 

enriched  goals that the users are trying to achieve. Such 

environments can provide several scenarios and hence many 

different realistic  trials can be recorded. Furthermore, the 

environment should be able to capture the user’s feedback 

about the assistances  provided by the PSA. Building such 

enrich environments provide richer results to validate the 

proposed PSA.  

 Additionally, we are looking at extending the user’s 

behaviours model to include patterns of the user’s actual 

pervious behaviours as a prior knowledge that can help to 

make more accurate predictions. Sometimes, users have their 

own preferred patterns and sequences of actions for achieving 

their goals, so the PSA should be able to extract the usual 

patterns of behaviours and then predict the next actions based 

on those patterns. 
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Abstract— During interactions of embedded systems in 

robots, thousands of transistors may be active at once, even 

though only one computational process is underway to 

achieve a target simultaneous goal. The challenge this 

presents to the task of intelligent agent systems has spawned 

increasing interest in agent complex concurrent event 

processing techniques and optimizing synchronous processes. 

This paper will provide an examination of simultaneous 

agent event handling literature, which assesses the agent’s 

ability to keep two events going on at once. Literature in this 

area has largely focused on issues common to specific 

subareas such as Markov decision processes (MDPs), actions 

in a special kind of decision problem known as the semi-

Markov decision process, or SMDP and robotics. In this 

review, these subareas will be explored through examining 

various approaches to simultaneous events handling, event-

based triggering processes, concurrent action modeling, and 

grasp and control transport algorithm. 

 

Keywords: algorithm, error, resilience, communication, 

networks 

I. INTRODUCTION 
If given the opportunity to assess the ability to keep two 

events going on at once, people will generally report 

difficulty only if one of the tasks is intellectually demanding. 

For example, people may exhibit a harder time carrying on a 

serious discussion while adding up a restaurant check as 

opposed to performing tasks that are a part of their daily 

routine.[9] Despite the difficulty that may be exhibited in 

simultaneously performing multiple intellectually demanding 

tasks, people are quite sure that they can handle at least two 

tasks simultaneously. Recent research suggests that these 

assessments of the human capacity for simultaneous event 

handling may be over-optimistic and it appears that certain 

mental operations are "bottlenecks" that require the exclusive 

use of some cognitive resources and therefore cannot be done 

concurrently [8]. Much of what people perceive as 

simultaneous event handling in mental life is very similar to 

computer time sharing, in which some mental operations are 

carried out one at a time, much like time division 

multiplexing. 

In recent years, there has been increased interest in 

decentralized approaches to solving complex real-world 

problems. These approaches fall into the area of distributed 

systems, where a number of entities work together to 

cooperatively solve problems. The combination of distributed 

systems and artificial intelligence (AI) is collectively known 

as distributed artificial intelligence (DAI). Traditionally, DAI 

is divided into two areas [23]. The first area, distributed 

problem solving, is usually concerned with the 

decomposition and distribution of a problem solving process 

among multiple slave nodes, and the collective construction 

of a solution to the problem. The second area, multi-agent 

systems (MAS), emphasizes the joint behaviors of agents 

with some degree of autonomy and the complexities arising 

from their interactions. Many kinds of artificial intelligent 

agents have some degree of autonomy [7]. 

In this review of literature, a focus will be given on 

autonomy artificial intelligent agents (robots) performing two 

or more tasks at the same time. Autonomous robots are robots 

that can perform desired tasks in unstructured environments 

without continuous human guidance and also have the ability 

to discover on their own, often through repeated trials, how to 

solve a given task or to minimize error in all environments 

whether on land, underwater, in the air, underground, or in 

space. Some modern factory robots are "autonomous" within 

the strict confines of their direct environment, yet the 

introduction of chaotic, unpredicted variables within the 

factory robot's workplace can pose a challenge to the 

efficiency of the factory robot’s autonomy. The exact 

orientation and position of the next object of work (in the 

more advanced factories) and even the type of object and the 

required task must be determined, which from the robot’s 

perspective can vary unpredictably. A fully autonomous 

robot has the ability to gain information about the 

environment (Rule #1), work for an extended period without 

human intervention (Rule #2), move either all or part of itself 

throughout its operating environment without human 

assistance (Rule #3), and avoid situations that are harmful to 

people, property, or itself unless those are part of its design 

specifications (Rule #4) [22]. An autonomous robot may also 

learn or gain new capabilities like adjusting strategies for 

accomplishing its task(s) or adapting to changing 

surroundings. The degree of autonomy of an agent’s ability to 

simultaneously handle events shows how advance the agent 

is or its level of sophistication. 

II.SURVEY STRUCTURE AND TAXONOMY 
There are two major categories of simultaneous event 

handling either by autonomous or non-autonomous agents. 

The first category is single agents in which agent’s behavior 

can be controlled by outside forces. Single agent 
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simultaneous event handling approaches typically follow 

traditional artificial intelligent agent action methods, but they 

may have scalability problems as the number of actions 

increases with complexities [8]. A second category of 

simultaneous event handling agents is cooperative multi-

agents which uses multiple concurrent learning processes and 

interacting intelligent agents within an environment to 

achieve a goal.[19] These agents typically employ 

dependency mechanisms for each team member, seeking to 

reduce the joint space by projecting it into N separate spaces. 

The presence of multiple agents’ concurrent learning and 

interacting makes the environment non-stationary. However, 

it also makes  event handling and learning techniques a very 

complex action (like cognitive multi-agent, which has a lot of 

complex calculations). To illustrate the difference between 

the two, consider the lifting and dropping  two boxes (box A 

and box B) at the same time scenario, where the task is to 

drop off the two boxes at the same time. [18]The single agent 

can make a copy of lift and drop of action policy and execute 

two policies at the same time while the multi agents will have 

to communicate among each other before deciding on which 

policy an individual team member will execute in order to 

achieve the task there by affecting their performance. For 

some multi-agent goals such as simultaneous event handling, 

communication is a necessity and for others, communication 

may nonetheless increase agent performance. 

Communication is defined as altering the state of the 

environment such that other agents can perceive the 

modification and decode information from it. Among other 

reasons, agents communicate in order to coordinate more 

effectively, to distribute more accurate models of the 

environment, and to learn subtask solutions from one another. 

But are communicating agents really multi-agent? Stone and 

Veloso [22] argue that unrestricted communication reduces a 

multi-agent system to something isomorphic to a single-agent 

system. They do this by noting that without restrictions, the 

agents can send complete external state information to a 

“central agent”, and execute its commands in lock-step, 

acting as effectors for the central agent. A central agent may 

not even be necessary, as long as agents can receive all the 

information they need to know about the current states of all 

the other agents, allowing them to make independent 

decisions knowing exactly what the other agents will do. This 

allows a “central controller” on-board within each individual 

agent, picking the proper sub-action for the full joint action. 

This may lead to the belief that a true multi-agent can lead to 

restrictions on communication. While full, unrestricted 

communication can orthogonalize the learning problem into a 

basic single-agent problem, such an approach requires very 

fast communication of large amounts of information. 

Real-time applications instead place considerable 

restrictions on communication, in terms of both throughput 

and latency. Unfortunately, learning is a challenging issue in 

itself, and difficulties associated with it often result in a 

simplified approach to communication, usually neglecting 

costs of communication with other agents. There also is a 

need for further research to address the issue of using 

selective communication only when necessary. Explicit 

communication can also significantly increase the learning 

method’s search space, both by increasing the size of the 

external state available to the agent (it now knows state 

information communicated from other agents), and by 

increasing the agent’s available choices (perhaps by adding a 

“communicate with agent i” action). As should be noted  [21], 

this increase in search space can hamper learning an optimal 

behavior by more than communication itself may help. Even 

when communication is required for optimal performance, 

for many applications, the learning method must disregard 

communication or hard-code it, in order to simplify the 

learning process. Section 2-4 of this review explores various 

simultaneous event handling approaches. The review 

concludes with a thorough comparison of the various 

approaches and how the research conducted in this area can 

aid in the future direction of simultaneous event handling 

research. 

 

III. THE EVENT-BASED TRIGGERING 

PROCESS 
An agent’s detection of run-time events triggers are a 

subset of its possible actions. As an agent operates in its 

environment, [25] it detects a stream of perceptual and 

cognitive events (changes), which trigger a stream of possible 

actions. Trigger refers to an action’s enabling conditions 

being satisfied, binding its parameters in the current context, 

and producing an executable instance of the action’s 

execution code. Thus, a “possible action” is a fully 

instantiated action, whose execution code the agent could 

execute “now” if it chose to do so. For example, a 

hypothetical “errand robot” as it drives east on Jackson 

Avenue, one of the streets in its environment, the errand 

robot) might know the action: 

 

Name: Evaluate-posted-sales 

Trigger-condition: Detect-sale-sign at @site. 

Action1: Evaluate-sale at @site. 

Execution-code: ... 

 

While driving east on Jackson Avenue, the robot might detect 

sale signs at three stores, potentially triggering three possible 

actions: 

Evaluate-sale at Truc. 

Evaluate-sale at Manny’s. 

Evaluate-sale at Artifactory. 

 

Depending on run-time conditions, the robot run-time has 

sequential, simultaneous and many other action conditions 

for multiple signs. The choice of simultaneous or sequential 

depends on the errand robots environment and time 

availability (time constrains). If it requires all three signs 

evaluation action at same time(),that is execute “Evaluate-

sale” actions at @site with 00:00:00 seconds time difference, 

then the robot will do so simultaneously. Otherwise, many 

actions may be logically applicable--that is, their trigger 
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conditions may be satisfied, given the state of the 

environment. An agent is given goals to achieve and limited 

resources, therefore typically noticing only a subset of run-

time conditions. Goals and limited resources also lead to only 

a subset of possible actions being triggered and only a subset 

of triggered actions being executed. For example, the errand 

robot is executing a single possible action, though it has 

triggered but not yet executed three other possible actions, 

and it has not triggered two other actions that are logically 

applicable. [24] The robot may or may not subsequently 

execute the three triggered actions or trigger the two logically 

applicable actions, depending on what other events occur, 

how it responds to them, etc. Naturally, an agent is biased to 

trigger and execute actions that are relevant to its goals. This 

bias may be strong or weak, depending on the specificity of 

the goals and the availability of computational and real-time 

resources. In the aforementioned example, (“Survey-sales at 

clothing stores”) will lead the agent to more likely notice sale 

signs at clothing stores and to trigger and execute associated 

“Evaluate-sale” actions. As an additional condition, if the 

robot was late for an important appointment and there is a 

parking spot and a sales sign, it would be more likely to 

notice conditions and trigger actions related to parking 

(trying to park) and “Evaluate-sale” actions simultaneously. 

Though bias affects probability, it does affect the possibility 

of triggering and executing logically applicable actions.  

 

IV. CONCURRENT ACTION MODEL 
 Much work conducted on concurrency has focused on unit 

step actions and a plethora of research has been conducted on 

concurrent processes, dynamic logic, and temporal logic [1, 3, 

4]. Rohanimanesh [5] and Mahadevan [19] provide an 

alternative perspective to the traditional approach and explore 

parallelizing temporally extended actions, considering 

temporal abstraction within the framework of reinforcement 

learning and Markov decision processes (MDPs).Options are 

closely related to the actions in a special kind of decision 

problem known as a semi-Markov decision process, or 

SMDP. A MDP with a fixed set of options is an SMDP, as is 

stated formally below. Although this fact follows more or 

less immediately from definitions, it is presented as a 

theorem to highlight and state explicitly its conditions and 

consequences: Theorem 1: (MDP + Options = SMDP) [6]. 

For any MDP and any set of options defined on that MDP, 

the decision process that may be selected is only among those 

options, executing each to termination, becoming an SMDP 

[7]. Building upon the SMDP framework, Sutton and 

colleagues introduce the Concurrent Action Model (CAM) 

(S;A; T ;R), where S is a set of states, A is a set of primary 

actions, T is a transition probability distribution s x α(A) x s 

x N → [0; 1], where (A) is the power-set of the primary 

actions, N is the set of natural numbers, and R is the reward 

function mapping S→R .[13] Here, a concurrent action is 

represented as a set of primary actions (hereafter called a 

multi-action), where each primary action is either a single 

step action, or a temporally extended action (e.g., modeled as 

a closed loop policy over single step actions [7]). We denote 

the set of multi-actions that can be executed in a state s by 

A(s). In practice, this function captures resource constraints 

that limit how many actions an agent can execute in parallel 

and thus, the transition probability distribution in practice 

may be defined over a much smaller subset than the power-

set of primary actions. Since every primary action in a multi-

action may not terminate at the same time, termination of a 

multi-action can be defined in many ways. Three termination 

schemes are illustrated in Figure 1 

 
Using a grid world task comparing various termination 

schemes (see Figure 2), an agent with the ability to execute 
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two types of action concurrently is shown: (1) navigation 

actions, and (2) key actions. Navigation actions include a set 

of one-step stochastic navigation actions (Up, Left, Down 

and Right) that move the agent in the corresponding direction 

with probability 0.9 and failure at a probability of 0.1. Upon 

failure, the agent moves instead in one of the other three 

directions, each with probability 1/30. There is also a set of 

temporally extended actions defined over the one step 

navigation actions that transport the agent from within the 

room to one of the two hallway cells leading out of the room. 

 

 
 

In the example presented, navigation actions can be executed 

concurrently with key actions. Actions that manipulate 

deferent keys can be also executed concurrently. Though 

actions may be executed concurrently, the agent is not 

allowed to execute more than one navigation action or more 

than one key action (from the same key action set) 

concurrently. In order to properly handle concurrent 

execution of actions, we have used a factored state space 

defined by state variables position (104 positions), key1-state 

(11 states) and key2-state (7states). 

 

V. GRASP AND CONTROL TRANSPORT 

ALGORITHM 
Yamasaki [20] and colleagues describe a method for 

changing the control mode based on position and force errors 

called the SCOME. This method is applied to the hand of a 

two-fingered robot called a chopsticks-type robot and is 

composed of elastic joints. The two-fingered robot is tasked 

with grasping and transporting a cylindrical object. A control 

strategy for the robot is first proposed by the authors, based 

on a desired value of position and force for grasping and 

transporting an unknown object. The SCOME method 

continues as the control mode is selected based on the 

characteristic curve of position vs. force where the target 

value of work required to reach the desired position and force 

is satisfied. Next, a grasp and transport control experiment is 

conducted using the robot to manipulate various objects made 

of different materials and with various outer diameters. 

Figures 3(a)-3(g) show the algorithm for grasp and transport 

control. Subscripts 1, 2, and 3 represent Fingers 1 and 2 and 

the wrist, respectively, being that a cylindrical object is 

handled. First, the robot hand performs a ‘search,’ as shown 

in Fig. 3(a), by moving the positions of Fingers 1 and 2 to the 

desired position of 0→π / 2 (rad). When either finger comes 

in contact with an object during the search, as shown in 

Fig.3(b), the desired torque of 0.1 (Nm) is satisfied, and 

position control is switched to torque control, shifting to the 

action of ‘contact.’ Contact is defined as the desired torque 

by either finger becoming satisfied during searching. In Fig. 

3(b), Finger 1 comes in contact with an object before Finger 

2. Finger 1 is stopped by the torque control, whereas Finger 2 

increases the value of the desired position to π / 2→π (rad) 

and position control is maintained until it comes in contact 

with the object. Upon contact with the object, Finger 2 also 

switches from position control to torque control, and the 

robot hand shifts the action to ‘grasp’ while both fingers are 

in contact with the object (Fig. 3(c)). Subsequently, the action 

of the robot hand shifts to ‘lifting’ while grasping the object 

(Fig. 3(d)). At this time, the torque is controlled so that it 

remains at the desired value of 0.5 (Nm) for each finger. Next, 

the robot hand shifts the action from lifting to ‘transport.’ The 

mechanism of the control of each finger during transporting 

was designed to have a leader-follower style, in which the 

front finger in the transporting direction (Finger 2) is under 

torque control and the rear finger (Finger 1) is under position 

control, as shown in Fig. 3(e). The desired position and 

torque during transporting for Finger 1 was set to be between 

the current value and π / 2 (rad) and 3 (Nm), and those for 

Finger 2 was set to π (rad) and 0.5 (Nm), respectively. After 

transporting, the robot hand puts ‘down’ the object (Fig. 3(f)), 

and ‘returns’ to the original state (Fig. 3(g)), completing the 

series of operation of the robot. The actions of lifting 

(Fig.3(d)) and putting down (Fig. 3(f)) are carried out by the 

wrist mechanism. 
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The desired position of the wrist was set to 0↔π /18 (rad). 

When no object is present within reach of the robot hand, 

both fingers have nothing to come in contact with during the 

search, therefore, upon the completion of ‘search,’ the action 

of the robot is shifted to the ‘return’ step, which has a 

duration of 5 (s), after which the entire series of operations is 

completed. Based on the SCOME method, researchers were 

successfully able to construct a chopsticks-type robot based 

on the two-fingered robot hand leading to the development of 

the control algorithm to grasp, transport, and release 

cylindrical objects, develop a new control mode selector in 

relation to contact with objects at a small torque, and 

demonstrate validity of the algorithm for grasp and control. 

 

VI. CONCLUSIONS 
Multi-action at the same time or concurrent task learning is 

not a relatively new area for researchers and is filled with 

complex and rich dynamics, holding the promise of 

widespread applicability. Traditionally, researchers have 

approached the problem from a number of different 

directions. The various approaches to simultaneous event 

handling as reviewed in this paper demonstrates that an agent 

can adopt different control modes, dependent on the situation 

presented. Depending on the predictability of its environment 

and the constraint imposed by its goals, the agent in all the 

approaches discussed (The Event-Based Triggering Process, 

Concurrent Action Model and Grasp and Control Transport 

Algorithm) modulate its sensitivity to run-time events and its 

commitment to specific actions. In the Event-Based 

triggering simultaneous event handling approach, the effects 

of increasing the specificity of an agent’s strategic plan leads 

to: (a)The agent spending more time matching possible 

actions to strategic plans on each reasoning cycle, requiring 

fewer reasoning cycles to complete its task. Depending on the 

magnitude of match time vs. other cycle functions, this 

relation entails a quantitative prediction of changes in total 

task time. (b) The agent ignoring a greater number of possible 

actions, but more reliably executing those favored by its plan. 

Depending on the distribution of run-time events vs. the class 

of possible actions favored by the plan, this relation entails a 

quantitative prediction of changes in the global utility of the 

agent’s behavior. In the concurrent action model, specifying 

the A(s) (get-key, putback-key, pickup-key, etc) set of 

applicable multi-actions might significantly reduce the set of 

choices available, causing additional mechanisms for 

efficiently searching the space of multi-actions that can run 

simultaneously to occur. The grasp and control transport 

algorithm approach has the control algorithm to grasp, 

transport, and release objects, whose position is unknown 

simultaneously. The two-fingered robot hand base uses the 

same action policy with position modification and time 

variance to model with an elastic joint. Additionally, the 

approaches to simultaneous events handling that are 

examined in this review also differ in that the processes 

utilized by each approach varies, yet arrive at very similar 

conclusions in regards to simultaneous event handling and 

agent knowledge. The event-based triggering process utilizes 

a process that considers the run-time conditions of a process, 

dictating whether an event will occur simultaneously or 

sequentially. This process of an agent choosing among its 

possible actions is dependent on triggers that will aid in 

ultimate decisions being made, and thus this process is highly 

influenced by triggers, biased towards goals, and available 

options. The concurrent action model, very similarly to the 

event-based triggering process model, utilizes a process that 

is dependent on triggers, or in the concurrent action model 

key actions that influence the completion of an action. The 

final approach reviewed was the grasp and control algorithm 

approach which utilized a process of developing the SCOME 

method to devise an algorithm that was further used to 

investigate the process of grasping and transporting by agents. 

The various processes used in exploring simultaneous event 

handling further emphasizes the dynamic and vast arena that 

this topic area encompasses and provides multiple 

perspectives in understanding agents and their ability to 

simultaneously perform tasks.   
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Abstract— Forgetting is a memory phenomenon that affects
knowledge used to perform behaviors and tasks. In this work,
two metrics are presented to aid the diagnosis of forgetting
in decomposition-based reinforcement learning systems. With
these metrics, developers now have the ability to classify
types of forgetting, identify when important knowledge is lost,
located wasted computation effort, and verified if a task de-
composition is best suited for learning a given task. Through
monolithic and decomposition-based learning experiments,
the validity of these metrics is examined and recommendations
are made about when these metrics are most effective.

Keywords: Forgetting metrics, reinforcement learning.

1. Introduction
This paper presents two new metrics that classify and

measure certain types of forgetting challenges that can occur
in decomposition-based reinforcement learning. The proposed
metrics contribute to this learning domain by providing a
method of measuring the effects of learning a new subtask
on knowledge used to perform an older, previously learned
subtask when forgetting occurs. The proposed metrics sup-
plement traditional measurements since they relying solely on
task and subtask performance data. Furthermore, the metrics
weigh and aggregate the performances of all subtasks to make
it convenient to identify and measure the type of forgetting
that has taken place.

Once it occurs, it is important to classify and measure
forgetting to identify inefficiencies in the learning system and
the learning process it employs. Most importantly, because
forgotten knowledge can affect the ability to perform a task,
the proposed metrics determine if forgotten knowledge has
a positive, negative, or neutral effect on performance. Next,
the metrics can be used to identify subtask performance
dips or stagnation in the context of all of the subtasks.
Affected subtask performance can then be targeted for subtask
retraining with the goal of recovering lost knowledge and
proficiency. This simple analysis is made possible through
the easily produced quantifiable values the metrics generate.

The two presented metrics are purely performance-based
and can be applied to a wide variety of problems and
underlying metrics; however, unlike traditional performance
functions, these metrics use performance histories. This use
of subtask performance history provides additional details of
changes over time that occur at low-decomposition levels
that can easily be missed by more immediate performance

functions. Secondly, these proposed metrics aggregate all
of the subtasks of a task decomposition to determine the
significance of a change in knowledge prior to and post-
forgetting. These aggregations may differ from a performance
function used in a reinforcement learner’s evaluation phase
but the proposed metrics are used to primarily measure the
difference in performance of altered, forgotten knowledge.

For example, in the decomposition-based paradigm of lay-
ered learning [1], the learning system learns a complex task by
decomposing the task into multiple subtasks and sequentially
learns to perform each subtask one-by-one. If the complex
task is to play the game of soccer, a simple task decomposition
is to first learn to pass the ball, receive a pass, and then to play
a full game of soccer. The problem arises when the learner
transitions from one subtask to another. As the soccer-playing
system learns the third subtask of playing the full game of
soccer, the ability to perform the subtask of passing the ball
may be affected. In particular, the learner may forget some
of the knowledge required to pass the ball as effectively as it
did before it started to learn to play the full game.

In general, the two new metrics are intended to be de-
ployed when it is suspected that performance of a sequen-
tial decomposition-based reinforcement learning system is
affected by forgetting as the system iterates through a task
decomposition. The goal is that these metrics will be able
to identify periods in the learning process where forgetting
causes performance to stagnate or suffer and to quantify the
effect forgetting has on the system. With these tools, sys-
tem developers will be able to analyze task decompositions,
performance functions, and subtask transitions to identify
inefficiencies and optimize their learning system designs.

To validate the metrics, we construct artificial problems
that induce such forgetting challenges. These problems are
not reinforcement learning problems but they abstract key
aspects common to learning problems that are affected by
forgetting. From our experiments, we compare the results of
using the two forgetting metrics and make recommendations
about when they might be most effectively used.

2. Background
In natural science, knowledge is information used to make a

decision, perform a behavior, or have familiarity on a subject.
Similarly, in machine learning, knowledge is the basis of
all decisions. In this science, knowledge is represented by
stimulus-response pairs that determine the conditions certain
actions will be performed by the system.
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Because acquired knowledge determines how well a behav-
ior is performed, knowledge can be classified based on value.
Beneficial knowledge leads a system towards optimal perfor-
mance of a behavior. Disadvantageous knowledge is stimulus-
response mapping that hinders behavior performance. Un-
helpful knowledge is information that can be removed from
the system with no positive or negative effect on performance.

According to Markovitch and Scott [2], the value of knowl-
edge has several factors, including relevance, correctness,
memory requirements, and influence on search time. Also, the
importance of knowledge is dependent on other knowledge in
the system. These five factors influence to which category an
item of knowledge belongs.

Forgetting is the loss or modification of knowledge from
a system’s memory that may affect the performance of a
behavior. Because memory is limited in machine learning,
forgetting is an important mechanism that reconciles the
storage of new information with old, acquired knowledge.

The act of forgetting can be caused by an explicitly invoked
mechanism or an implicit side-effect of learning. Explicit
forgetting mechanisms purposely drive out targeted acquired
knowledge. A deletion strategy is an example of an explicit
forgetting mechanism that removes knowledge from a system
to increase behavioral performance or to free memory for new
knowledge [3]. Markovitch and Scott’s [2] randomly deleting
knowledge items and Koychev’s [4] and Nakayama and
Yoshii’s [5] time-based forgetting are examples of deletion
strategies that have increased behavioral performance. Both
strategies explicitly select and remove knowledge from a
system’s policy (the collection of a system’s knowledge) with
the goal of increasing behavioral performance.

Implicit forgetting, or concept drift, occurs when knowl-
edge is lost as a consequence of learning [6]. Concept drift can
happen when knowledge becomes outdated, inadequate, or
loses performance due to a changing behavioral requirement.
For example, in recommender systems, drift occurs when a
user’s preferences change, affecting the system’s ability to
identify accurate recommendations with outdated knowledge.
A second implicit forgetting example is when a system’s old
knowledge or access to old knowledge is modified with the
acquisition of new knowledge. The same as explicit forgetting,
the unintended change to old knowledge can affect behavioral
performance observed prior to new knowledge acquisition.

Similar to the classification of knowledge, forgetting can
be classified as positive, negative, or neutral when based on
performance. Positive forgetting is the loss or modification
of knowledge that occurs when performance is increased
compared to performance prior to the forgetting. Negative
forgetting occurs when performance decreases when some-
thing is forgotten. Neutral forgetting is when knowledge is
lost or modified and no change in performance takes place.
This forgetting classification is directly related to knowledge
being beneficial, unhelpful, or disadvantageous. By these
definitions, if unhelpful knowledge is forgotten, then neutral
forgetting occurs; if beneficial knowledge is forgotten then
negative forgetting occurs; if negative knowledge is lost,

positive forgetting occurs.
Performance change is not always caused by the loss

of knowledge and performance is not always an accurate
classifier for forgetting. Randomness, dynamic environment,
and other external factors can affect the performance of a
task. Additionally, depending on the system, the task, and
its environment, beneficial and disadvantageous knowledge
may be removed from a policy and not be reflected in a
performance. With these points, classifying forgetting solely
based on performance is best suited for instances of when
factors, such as randomness and the environment, are con-
trollable, task conditions are repeatable, and policy change
has the greatest impact on performance.

The ability to classify and measure the magnitude of
forgetting based on performance is important to a learning
system because, under the right conditions, it can identify
when beneficial knowledge has been lost, locate wasted
computation effort, and verify if a learning approach is best
suited for a task. From the developer’s point-of-view, these
unfruitful periods of learning can be examined to understand
why learning did not improve and possibly be removed in
future learning events to save on learning computation effort.
Finally, with a quantifiable way to determine the magnitude of
forgetting, the amount of forgetting can be compared between
two approaches to determine which approach suffered or
benefited the most from knowledge lost or modification. With
these reasons to classify and measure forgetting, there are
motivations for a process that quantifies forgetting.

2.1 Reinforcement Learning Systems
Although there are many different types of reinforcement

learning (RL) approaches, this paper is concerned with direct
policy search [8] in evolutionary algorithms (EAs), genetic
algorithms (GAs), and primarily, decomposition-based rein-
forcement learning. EAs and GAs are RL algorithms that
are based on ideas of evolution, genetics, and survival of the
fittest. Here, the learner undergoes an evolution process, typi-
cally through the genetic operators of mutation and crossover,
to modify the learner’s representation. Through the cycle
of selection, reproduction, modification, and evaluation, the
system reinforces positive performance changes as the learner
learns a task. More detailed information on EAs and GAs
can be found in Holland’s [9] and DeJong’s [10] work on
evolutionary learning systems.

Several studies show that decomposition-based learning
can outperform monolithic learning approaches that learn to
perform complex tasks all at once, including Jackson and
Gibbon’s [11] and Hsu and Gustafson’s [12], [13] work.
Stone and Veloso’s [1] layered learning is an example of
a decomposition-based reinforcement learning approach, as
well as hierarchical reinforcement learning approaches feudal
reinforcement learning [14] and hierarchical abstract ma-
chines (HAMS) [15]. In these approaches, a hierarchy of
decomposition is used to guide the learning system to different
abstractions of the overall task.
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These decomposition-based approaches are exposed to for-
getting valuable knowledge as the learner switches its subtask
focus. The subtask transition can cause knowledge used for
the new subtask to overwrite knowledge used for an older,
previously learned subtask. A metric is needed to identify
if this modification of knowledge is positive, negative, or
neutral to performing the overall, complex task. In addition,
the metric should be able to determine the magnitude of what
is forgotten to indicate the severity of what has been lost.

2.2 Related Performance Metrics
The simplest policy comparison measures are performance

ratio and difference, which directly compare a policy’s (P)
performance with the policy after some knowledge has been
forgotten (P’). Performance ratio (PR) is the quotient of
two performances. Performance difference (PD), f (x), is the
difference between the post-forgetting policy’s performance
g(P’) and the pre-forgetting policy performance g(P). If f (x)
is positive, positive forgetting has taken place; if f (x) is
negative, negative forgetting has occurred; if f (x) is zero,
neutral forgetting has happened because there was no change
in performance, although the policy has been modified. PD is
defined in Equation 1.

f(x) = g(P ′)− g(P ) (1)

Similar to PD, Markovitch’s and Scott’s [2] economics of
learning measures the value of knowledge. In their approach,
the payoff of learning is measured, where payoff can be
positive, negative, or neutral and indicates the affect missing
knowledge has on a policy. Payoff is calculated by taking
the difference between two benefits, which are two separate
policies, solving the same task. A benefit for one policy is the
difference between the quality of the solution and the cost of
solving the problem.

In Gorski and Laird’s [16] work on transfer learning met-
rics, transfer ratio, transfer regret, calibrated transfer ratio
(CTR), and average relative reduction (ARR) are examined for
validity in comparing learning performances. These metrics,
based on overall task performance, determine if an experi-
mental policy, one that has learned a new behavior from an
old behavior, outperforms a controlled policy.

The simplest of the four performance-change metrics in
Gorski and Laird’s work and the most similar to PR is
transfer ratio. Transfer ratio, used by Morrison et al. [17]
for performance comparison, is the ratio of the area under
the experimental policy’s performance from time 0 to time t
over the area of the control’s learning curve in the same time
range. Unlike simple PR, transfer ratio considers the entire
learning curve of the two compared policies.

Although the metrics above do not form a comprehensive
list of all performance measures in transfer learning, they
represent common methods of comparing policy performance
change. An overlooked issue with such performance measure-
ments is that they do not capture an entire policy change
that occurs in decomposition-based approaches; instead, they

capture the difference of only a single performance criterion:
the overall task the policy tries to solve.

In decomposition-based approaches, a task is decomposed
into subtasks the policy must learn to perform to solve the
overall task. Although these single criterion measurements
are adequate for monolithic learning, the learning of a task
without decomposition, they lack the ability to analyze the
changes in subtask performance caused by a policy modifi-
cation in decomposition-based approaches. Tracking forgot-
ten subtask-specific knowledge is significant because it can
identify instances of when beneficial knowledge is lost and
when learning at the subtask level stagnates or declines. The
significance is heightened when subtask performance is a
necessary component to the overall task but the evaluation of
the task does not explicitly measure proficiency of subtasks.
In this case, a single criterion-based forgetting metric only
considers overall task performance changes and can overlook
the loss of beneficial knowledge or the acquisition of negative
knowledge used by important subtasks. Additionally, mea-
suring performance changes only at the task level makes it
difficult to determine the magnitude the lost knowledge has on
task performance. Again, if subtask proficiency is an integral
part of task performance, then measuring the impact of loss
can be inaccurate if the task evaluation does not explicitly
consider the importance of each subtask.

In this work, two metrics are introduced that classify which
type of forgetting occurs at any point of the learning process
and quantifies the magnitude of that diagnosed classification.
Furthermore, the proposed forgetting measurements can be
used by a range of existing monolithic- and decomposition-
based approaches to identify performance changes due to for-
getting. The main distinction of the metrics is their increased
level of fidelity because of their consideration of subtask
performance changes. Through experiments, we determine
the effectiveness of each method and make recommendation
under which conditions these proposed metrics are best suited
for measuring forgetting.

3. Forgetting Metrics for Decomposition-
based Learning

Both of the proposed forgetting metrics are based on the
performance changes a policy experiences while acquiring
new and forgetting old knowledge. The metrics compare
performance of each subtask with its corresponding best
performance to determine what effect the policy change has
on each component of the task being learned. Although these
metrics are not intended to be used to identify occurrences of
forgetting, they are to be used when forgetting is the cause of
policy and performance changes and are designed to classify
and measure the type of forgetting that has occurred.

The difference between these proposed metrics and the
others mentioned is that the proposed metrics explicitly factor
in changes to all subtask performances instead of only the
performance of the one, overall task. By considering subtask
performance changes, each metric serves as an indicator of
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when a policy loses or gains performance for individual sub-
tasks. With that said, the proposed metrics are influenced by
Markovitchs and Scott’s measure of the value of knowledge
and the metrics examined by Gorski and Laird.

Before describing the proposed metrics, a few definitions
must be made that are common for each method: a policy, a
collection of knowledge from the knowledge set, is modified
at time-step t. At time-step t, the policy’s performance of each
subtask is retrieved from the function p(si, t), where si is a
subtask in the set of all subtasks S used to perform task T. In
addition, function p returns the performance measure of task T
at time-step t with the parameters of p(T, t). Function p returns
the real value ratio of performance to the optimum and is
bounded to inclusively range from 0 to 1, where 1 represents
optimal task or subtask performance and 0 represents the
converse.

For each subtask si, there is a corresponding weight wi.
Also, there exists a weight for the task, wt. Each weight is a
real value inclusively ranging from 0 to 1, where the sum of all
subtask and task weights is equal to 1. The weights determine
the importance each subtask has on task performance and is
defined by the developer.

3.1 Direct Forgetting Metric
The first forgetting measurement, direct forgetting metric

(DFM), calculates a direct difference between two policies
using the weighted sum of subtask performances and is
defined in Equation 2. For simplicity, we will use policies
at time-steps t and t-1 as the immediate policies that will be
directly compared. By calculating subtask PD from these two
time-steps, f (t) makes a direct comparison between a policy
and its immediate change in the next time-steps to determine
the significance of the knowledge that was lost or modified.

f(t) =

|S|∑
i=1

wi (p (si, t)− p(si, t− 1)) (2)

3.2 Maximized Forgetting Metric
The second proposed forgetting measure, maximized forget-

ting metric (MFM), is represented as g(t) and is the weighted
sum of the difference of p(si, t) and the best performance
of si from time 0 to t-1. MFM is defined in Equation 3.
This measure utilizes the max function that retrieves the best
performance of policy P on subtask si up to the time t. By
calculating this difference, the entire performance history of
each subtask is factored into the forgetting measure.

g(t) =

|S|∑
i=1

wi

(
p(si, t) − max

t′∈{0,...,t−1}
{p(si, t′)}

)
(3)

If f (t) or g(t) return a positive value, then positive forgetting
has occurred in at time t. If the returned value is 0, then
neutral forgetting has occurred. If f (t) or g(t) is less than 0,
then negative forgetting has taken place. The magnitude of
the occurred forgetting is represented by the returned value.
For instance, if the returned value is negative, the smaller

the value, the higher the negative forgetting magnitude is
and denotes how much performance has suffered because
of the lost or modified knowledge. Consequently, if the
returned value is positive, the larger the number, the stronger
performance has improved with the forgotten knowledge.

4. Experiment Setup
The proposed DFM and MFM metrics are compared to

the PD metric (defined earlier) to evaluate the effectiveness
of the proposed measures. Though our ultimate interest
is in constructing improved methods to solve multi-agent
decomposition-based reinforcement learning problems, such
problems make for difficult initial study. Because of this, we
construct simple Boolean-logic problems that have the prop-
erties we need to investigate our metrics. Our true problem
involves a non-linear combination of two well-known Boolean
problems: LeadingOnes (LO: the sum of the sequence of
continuous ones in the prefix of the string) and TrailingZeros
(TZ: the sum of the sequence of continuous zeros in the suffix
of the string). For fixed-length binary strings x ∈ {0,1}n,
LOTZ(x) = LO(x)*TZ(x). The optimum of LO is the all one
string; the optimum of TZ is the all zero string, and the
optimum of the LOTZ function is a string in which the first 16
bits are 1 and the last 16 are 0. In these studies, we focus on
bit strings of length 32. For comparison purposes, the result
of any evaluation is always divided by the largest possible
optimal value-for LOTZ, this is 256 (16 times 16).

In these experiments, each bit abstractly represents knowl-
edge that is stored in a policy, which is represented as the
bit string. Forgetting is simulated through the modification of
any bit in the string and may affect performance of the task
or subtask the policy is learning to solve. The bit string learns
by toggling bits and is evaluated based on the task or subtask
it is currently learning.

The Boolean-logic problem was chosen because it is a
simple problem that allows for easier study of the effects of
forgetting. Modifications to the policy is instantly recogniz-
able and measurable because the policy is represented by a
bit string. Secondly, LOTZ can be conveniently learned with
a monolithic or decomposition-based approach. Examining
the metrics on the two separate approaches directly allows a
conclusion to be made if the new metrics satisfy the goal of
measuring forgetting at the subtask and task levels. Lastly, it is
acknowledged that these Boolean-logic problems reside in the
optimization problem domain. These optimization problems
have been chosen because the performance measures used to
solve these problems are used in the exact same manner as
how they would be employed in an RL technique. In both
cases, performance information is available after evaluation
with no additional effort or data collection is needed when
translating the use of these metrics from optimization to
RL. The only difference is that these optimization problems
make it less complicated to examine the effectiveness of the
proposed metrics than traditional RL problems. Though the
problems are very basic, they make it convenient to induce
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forgetting on the policy and provide a clear, straight-forward
way of validating the metrics.

The PD metric is used as the control because it is widely
used to compare performance differences of two policies, it
is simple to compute and only requires performance data in
its calculation, and its outputted value is easy to decipher
(positive, negative, and zero values correlate to increased,
decreased, and no change in performance). Although the other
metrics also measure performance change, they do not easily
translate to the forgetting classifications of positive, negative,
and neutral and forgetting magnitude as the PD metric does.

Each metric will be evaluated on its ability to recognize
the different types of forgetting as they evaluate two different
learning methods employed to solve LOTZ. Method 1 learns
LOTZ monolithically and method 2 learns the task with a
three-subtask decomposition. Both methods use a 1+1 EA to
optimize the bit string in solving the task. The 1+1 EA is
a evolutionary algorithm technique that has a single learner
representation (the parent) produce a single modified version
of itself (the child) through operators during the evolution
process. The child replaces the parent if it outperforms or
performs at least as well as the parent, depending on the
system design. Borisovsky and Eremeev [18] and Wegener
and Witt [19] provide performance studies on 1+1 EAs. In
the context of this work, the bit string is the parent and
a modified copy of the parent is the child. The mutation
operator modifies the child by flipping each of the bits with
independent probability 1/n. The child replaces the parent if
its performance is at least as well as the parent’s. Bit flipping
simulates forgetting when previously solved positions are lost
or modified.

Method 1 learns the LOTZ task monolithically by repeating
the child reproduction process until the optimal bit string is
generated. The method is designed to evaluate the metrics on
detecting non-negative forgetting. Method 1 guarantees only
neutral and positive forgetting will occur because of the use
of a 1+1 EA and its policy of only keeping a policy change
if a mutated string produces a no-worse solution than the
existing policy. The strict practice of only accepting equal or
better performing policies also assures non-negative forgetting
because only one performance criterion is used for policy
evaluation and no decomposition is used.

Method 2 will learn LOTZ through a sequential
decomposition-based approach, similar to Stone and Veloso’s
layered learning [1]. In method 2, the bit string will first
learn the subtask of leading ones (LO) across the entire
bit string, then learn trailing zeros (TZ) across the entire
string, and finally learn the overall task of LOTZ. For the LO
subtask, performance is calculated by counting the length of
the all ones prefix and dividing it by the length of the string,
32. Similarly, the TZ subtask will calculate performance by
counting the length of the all zero suffix and dividing it by
the length of the string, 32. Both quotients indicate how close
the bit string is at solving the subtask.

All forms of forgetting occur in method 2. Method 2’s
policy will experience positive forgetting as it learns LO from
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METHOD 1: AVERAGED LOTZ AND FORGETTING VALUES OVER TIME.

the initial randomly generated string. Method 2 will then
see the policy suffer from forced negative forgetting as the
subtask transitions from LO to TZ because the TZ subtask is
purposely designed to pressure the EA to unlearn everything
from the LO subtask to maximize TZ performance. Conse-
quently, as the performance of TZ increases, the performance
of LO will decrease, causing negative forgetting. In a similar
manner, the bit string can again negatively forget knowledge
learned from the TZ subtask when it starts to learn LOTZ,
but the negative forgetting will be at a lesser magnitude than
the transition from LO to TZ because not all of the zero bits
acquired for TZ will be converted into ones. Finally, whenever
the policy changes but performance remains the same, neutral
forgetting occurs.

The two experiment methods differ in weight assignment.
Because method 1 is monolithic without any subtasks for
LOTZ, the only weight value (wt) will be set to 1. Method
2 has 3 subtasks and applies a .75 weight to the aggregate
subtask of LOTZ because it is clearly the most important
component to learning the overall task. The LO and TZ
subtasks evenly split the remaining .25 weight, where each
have .125 weight for forgetting equations DFM and MFM.

5. Results
Experiment method 1 demonstrates that PD and the two

proposed forgetting metrics are equivalently well suited for
classifying and measuring forgetting for the monolithic learn-
ing method. Because there is no decomposition in the mono-
lithic method, the three forgetting metrics return the same
values for each measured time-step, displayed in Figure 1
(b). Also, because the performance of the sole LOTZ task is
never decreasing, the max function always returns the t -1’s
performance value (max returns t’s performance value when
t = 0), making all three metrics always return the same value.

The monolithic approach’s use of a never decreasing perfor-
mance value means only neutral and positive forgetting can be
tested with the experiment setup. This never decreasing trend
is displayed in Figure 1 (a), which plots the average LOTZ
performance of the 10 trials over time. To test for neutral
and positive forgetting, 10 independent trials of method 1
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are performed and their average performance at each time-
step is collected. For neutral forgetting verification, time-
steps with unchanged performances for each trial and their
average are compared with the metrics’ returned values. With
an accuracy of 100% for each trial, the metrics correctly
return zero when performance does not improve. For positive
forgetting, time-steps with an increase in performance are
expected to result in positive forgetting values. Again, with
100% accuracy for each trial, the forgetting metrics correctly
return forgetting values that correlate to positive forgetting
when performance increased. For instance, at time-step 1,112,
performance stagnates at .9996 for 35 time-steps. On the 36th
time-step after reaching .9996, the bit string is modified to the
optimal string for a performance value of 1. From this mi-
nuscule performance increase, the metrics return a small but
correct .00039 positive forgetting value. From these results,
it is concluded that given this experiment configuration, the
proposed metrics are accurate in classifying and measuring
performance-based forgetting in monolithic learning.
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METHOD 2: AVERAGED SUBTASK PERFORMANCE OVER TIME.

To validate the proposed metrics in a decomposition-based
approach, method 2 collects and averages each subtask’s
performance per elapsed time-step for 10 independent trials.
Figure 2 displays each subtask’s average performance over all
observed time-steps of the 10 trials. Further, subtask perfor-
mance changes are noted and compared to their corresponding
forgetting metrics’ values. PD’s averages are graphed in
Figure 3 (a), DFM in Figure 3 (b), and MFM in Figure 4.
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METHOD 2: AVERAGED MFM VALUES OVER TIME.

By evaluating the 10 independent trials, it is expectedly
observed that PD, DFM, and MFM can generate different
classifications and magnitudes at the same time-step. Because
PD only calculates the difference between two task perfor-
mances, DFM’s calculation is based on the weighted sum of
subtask performances between two performances, and MFM
uses the difference between each subtask performance at t
and their respective maximum observed subtask performance
through t-1, the forgetting calculations will differ at times.

For neutral forgetting validation, it is observed that for each
of the 10 runs, PD and DFM remained unchanged when no
change took place in performance. This neutral forgetting
always results in PD and DFM returning 0 when subtask
performance was not altered. Because MFM uses the entire
history of each of the subtasks, the metric returns 0, the
indicator of neutral forgetting, when the weighted aggregated
value of all of the subtask is even with the best observed
performance. In terms of the average of the 10 trials, MFM
only detects neutral forgetting for a few instances early in
the learning of LO and right before performance evaluation
is switched to TZ. This neutral instance is caused by the bit
string stagnating with the current best observed string while
waiting to flip the correct bits for higher performance.

The ability to measure positive and negative forgetting is
also validated through method 2. From the trials, PD always
awards a positive value when task performance increases
between two immediate time-steps and generates a negative
value when there is performance decrease between t and t-
1. Similarly, DFM always generates a positive value, which
denotes positive forgetting, when the weighted differences in
subtask performance is positive between t and t-1; negative
forgetting takes place when the differences are below 0.
DFM’s trend is followed by MFM with the difference of
comparing the best observed subtask performances with the
performances at time-step t. Because the aggregate subtask
of LOTZ is heavily weighted in these experiments, changes
in LOTZ dominate the other subtasks in DFM and MFM
calculations.

Finally, there are times where classification from the three
metrics all differ. Again, these differences are caused by
changes at the subtask level between PD and the proposed
metrics and whether or not subtask performance at t-1 in-
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cludes a best observed performance. For example, in the
average of the 10 decomposition-based trials, at time-step
173, all three metrics returned different measurements. PD
indicated neutral forgetting occurred with a value of 0 because
LOTZ performance did not change between t and t-1. DFM
indicated positive forgetting occurred with a value of 0.0016
due to a positive increase in LO performance while the other
2 subtasks maintained their values. MFM indicated negative
forgetting because none of the subtask performances at t met
or exceeded the observed best subtask performances. Because
PD does not use the performance of each subtask, it misses
subtask changes which can be responsible for performance
degradation.

From methods 1’s monolithic approach and 2’s
decomposition-based approach, we can conclude that
all three metrics correctly classify forgetting at their
respective levels; their differences lie in their subtask fidelity.
PD is a simple metric that only considers direct changes
in task performance. Although the easiest to calculate and
requires the least amount of input, PD ignores changes at the
subtask level. Even though it is more complex than PD and
requires pre-defined subtask weights, DFM allows for direct
comparison between two learning time-steps and factors
in subtask changes. Finally, MFM compares each subtask
performance at one time to the best observed.

6. Conclusion
Two proposed performance metrics were examined for ac-

curacy and validity of forgetting classification and magnitude
measuring. The first metric, direct forgetting metric, uses
subtask performance and compares performance difference
between two policies to determine the type of forgetting that
has occurred. With the use of subtask performance weights
and comparing performance changes between two policies,
this metric is best used when a direct policy comparison
is desired that compares two decomposition-based policies.
The second metric, maximize forgetting metric, considers the
entire history of subtask performance to determine which
type of forgetting a policy has experienced. This metric is
optimized to measure forgetting based on the best observed
subtask performances.

As a control, both proposed metrics were compared to a
performance difference measure. For monolithic learning, all
three metrics are equivalent and prove accurate at classifying
the type of forgetting that has occurred. Under decomposition-
based learning, the performance difference measure does not
factor all of the knowledge that is lost through the learning
process. Instead, it ignores performance changes at the subtask
level and solely relies on task performance for its calculation.
This oversimplification can result in inaccuracies if subtasks
are heavily weighted. On the contrary, the proposed metrics
are shown to be robust enough to inform both a mono-
lithic and decomposition-based approaches, capture subtask
performance changes, and support direct and history-based
calculations.

Although the metrics were not designed to detect forget-
ting, they are intended to be used when it is known that
forgetting has occurred and is the cause of performance
change in decomposition-based reinforcement learning. The
metrics become valuable assets when the learning system
struggles to retain important information used for solving
older subtasks when new knowledge is obtained. With these
metrics, developers can pinpoint times of the learning process
where important knowledge is forgotten and determine its
impact on performance at the task and subtask level.
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Abstract— The authors have researched and developed an
intelligent lighting system for achieving various desired
brightness levels for various office workers while reducing
power consumption. In an intelligent lighting system, it is
necessary to dynamically estimate the influence of lighting
and illuminance sensors in order to efficiently carry out
an optimum lighting pattern. In some cases, however, it
is not possible to accurately estimate the influence of the
lighting and illuminance sensors. In this case, more time is
necessary to achieve an optimal lighting pattern; therefore,
there are problems that need to be resolved with regards to
the feasibility of achieving the desired brightness and energy
conservation. In light of this, the authors propose a method
for more accurately estimating lightings that are located
near illuminance sensors. Verification experiments showing
the effectiveness of the proposed method verified that the
lightings near illuminance sensors could be accurately ex-
tracted. Furthermore, since the lighting that has no influence
can be taken into consideration, the verification experiments
also verified that energy conservation can be improved as
the lighting that had no influence could be switched off.

Keywords: Lighting Control, Optimization, Office, Energy Con-
servation

1. Introduction
An improvement of office workers’ intelligent produc-

tivity, creativity and comfortableness in offices has been
focused on in recent years[1], [2]. And it is clarified
in the study by Boyce, etc. that to provide illuminance
most suitable for execution of work for each individual
is effective from the viewpoint of improving the lighting
environment[3]. To provide brightness most suitable for
execution of work for each individual is easily realized with
task and ambient lighting. However, ceiling lighting fixtures
which provide even brightness on a floor are common in
office buildings in Japan, and it is not easy to adopt task
and ambient lighting. Therefore, the lighting control system
to provide brightness most suitable for each office worker is
necessary by using ceiling lighting fixtures.

With this background in mind, the authors proposed
an intelligent lighting system that focuses on the lighting
environment in order to provide a personalized illuminance
for office workers while reducing power consumption[4].

In an intelligent lighting system, an optimization method is
used to achieve an illuminance desired by an office worker
by randomly changing the brightness (luminance) of the
lighting within a range that is imperceptible to the office
worker[5]. Further, regression analysis is performed on the
basis of the lighting variation of the luminance as well as
the variation of the illuminance detected by the illuminance
sensor in the search process of the optimal lighting pattern.
This analysis is used to estimate the positional relationship
(degree of influence) of the lighting and the illuminance
sensor. The directionality of the variation of the luminance of
the lighting can be determined, and the optimal light diming
pattern can therefore be efficiently achieved, as well.

In some cases, however, the influence of lighting near
to the location where illuminance is measured cannot be
accurately ascertained, and the lighting may be dimly lit for
a moment. From the perspective of viability and energy con-
servation required for obtaining a desired illuminance, this
phenomenon must be addressed in order to even entertain
the idea of practical use of such a system.

In light of this, the authors propose a method for more
accurately estimating illuminance of lighting that is near an
illuminance sensor. The desired illuminance can thereby be
achieved with lower power consumption even in cases where
the influence of lighting near to the illuminance sensor is
not accurately estimated. Furthermore, the proposed method
can also be used to dim the lighting that does not influence
the illuminance sensor, and it is thus possible to further
enhance energy conservation by turning off such lighting.
In this paper, we construct a system that incorporates the
proposed method, perform verification experiments for this
system in a simulated environment of an actual office, and
demonstrate the effectiveness of the system.

2. Intelligent Lighting System
2.1 Construction of Intelligent Lighting System

An intelligent lighting system realizes an illuminance level
desired by the user while minimizing energy consumption by
changing the luminous intensity of lightings. The intelligent
lighting system, as indicated in Figure 1, is composed of
lights equipped with microprocessors, portable illuminance
sensors, and electrical power meter, with each element
connected via a network. Control devices installed in the
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Figure 1: The construction of a intelligent lighting system

lightings continuously vary the luminance using an optimiza-
tion method on the basis of the illuminance information and
the power consumption information. It is thereby possible to
achieve the illuminance desired by a user with low power
consumption.

2.2 Control Algorithm using Regression Anal-
ysis

In Intelligent Lighting System, the algorithm where Simu-
lated Annealing (SA) is improved for lighting control (Adap-
tive Neighborhood Algorithm using Regression Coefficient:
ANA/RC) is used to control luminance intensity for each
lighting fixture[4].

It is possible with ANA/RC to provide the target il-
luminance with minimum power consumption by making
luminance intensity for lighting fixtures the design variable
and by using the difference between the current illuminance
and target illuminance as well as power consumption as
objective functions. Furthermore, by learning the influence
of each lighting fixture on each illuminance sensor using the
regression analysis and by changing the luminance intensity
depending on the results, it is possible to promptly change to
the optimal luminance intensity. This algorithm is effective
to solve the problem which the objective function is near
monomodal function and changes in real time. The objective
function is indicated in the Equation (1).

f = P + w ×
n∑

j=1

gj (1)

P =
m∑

i=1

Li

gj =
{

0 (Icj − Itj) ≥ 0
Rj × (Icj − Itj)2 (Icj − Itj) < 0

Rj =
{

rj rj ≥ T
0 rj < T

n:Number of illuminance sensors, m:Number of lighting fixtures,
w:Weight, P :Power consumption, Ic:Current illminance,

It:Target illuminance, L:Luminance intensity,
r:Regression coefficient, T :Threshold value

As indicate in the Equation (1), the objective function
f consists of power consumption P and constraint gj .
The difference between the current illuminance and target
illuminance is used for the constraint gj , and a penalty is
imposed only if the target illuminance is not achieved. As a
result, the objective function value largely increases as the
target illuminance goes further than the current illuminance.
Rj = 0 is multiplied if the regression coefficient is less
than the threshold. With this, if the illuminance sensor with
a lower regression coefficient does not achieve the target
illuminance, the objective function value does not increase.
Therefore, objects for optimization are successfully limited
to illuminance sensors to which the lighting gives a strong
influence. Furthermore, the weight w value is multiplied for
constraint gj , and it is possible to switch whether or not
to prioritize the convergence to the target illuminance over
minimization of power consumption by setting the weight w
value.

2.3 Problem in Regression Analysis
The intelligent lighting system varies the luminance of

the lightings in the process for searching for the target
function show in Equation (1). At this point, the luminance
of all of the lightings that are switched on is varied, and
the amount of variance in illuminance detected by the
illuminance sensors is thus not determined by only a small
variance in luminance. Regression analysis is then carried
out on the basis of the luminance variation of the lightings
and the illuminance variation detected by the illuminance
sensors. The variation in luminance of one lighting therefore
acts as a disturbance component for another lighting. With
regards to this problem, errors in the regression coefficient
of the lightings and illuminance sensors can be minimized
by using a sufficient number of steps. However, there is
a possibility that large errors will occur in the calculated
regression coefficient when there are too few steps.

In view of the forgoing, the authors carried out verification
experiments in order to determine the accuracy of the
regression coefficient under conditions where the number
of steps is few. The verification experiment environment
consisted of 15 white fluorescent lamps made by Panasonic
(model FHP45EN) and four illuminance sensors installed
as depicted in Figure 2. The regression coefficient of the
lightings and illuminance sensors was calculated using 60
steps (approximately 120 seconds) of illuminance and lu-
minance data. A regression coefficient that did not include
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Figure 2: Experiment environment of verifying accuracy
(ground plan)

disturbance was used as a target for comparison with the
calculated regression coefficient. This value was calculated
by varying the luminance of the lightings one at a time, and
is considered to be the true value of the regression coeffi-
cient. The regression coefficient is defined as the influence
coefficient. Table 1 shows the four lightings with the highest
influence coefficient in the illuminance sensors.

Figure 3 shows the regression coefficients and influence
coefficients of the first and second lightings shown in
Table 1. Figure 4 shows the regression coefficients and
influence coefficients of the third and fourth lightings. Ta-
ble 2 shows the four lightings with the highest regression
coefficients in the illuminance sensors.

As can be confirmed from Table 1 and Figure 3, the
regression coefficients and influence coefficients of the first
and second lightings are calculated to be nearly the same
values. Further, as can be confirmed from Table 1 and
Figure4, there is a great deal of error between the regression
coefficients and the influence coefficients of the third and
fourth lightings. The root mean square (RMS) shown in
Figure 3 and 4 also makes it clear that error increases in the

Table 1: The lighting with a large influence coefficient
Top four lightings (No.)

the first the second the third the fourth
Sensor A 1 4 2 6
Sensor B 5 8 7 3
Sensor C 11 9 6 14
Sensor D 13 10 12 15

Table 2: The lighting with a large regression coefficient
Top four lightings (No.)

the first the second the third the fourth
Sensor A 1 4 6 2
Sensor B 5 8 7 3
Sensor C 11 9 6 14
Sensor D 13 10 12 6
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Figure 4: Accuracy of the regression coefficient for each
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sequential order of the lightings. Next, the sequential order of
the two lightings that have the highest influence coefficient
in illuminance sensors can be accurately determined using
the regression coefficients as shown in Table 1 and Table 2.
However, it is evident that the error included in the regres-
sion coefficients of the third and fourth causes the sequential
order of these two lightings to be reversed. These results
demonstrate that a large degree of error occurs between the
influence coefficient and the regression coefficient.

It is thus possible to perform precise control according
to the position of the illuminance sensors in cases where
the number of steps is few because the regression coeffi-
cient is used in relation to the target coefficient shown in
Equation (1) and the orientation of variation in lumination
of the lightings. For example, the lightings may be turned
down low even when positioned near the illuminance sensor,
and likewise the lightings may be brightly lit even when
positioned at some distance from the illuminance sensor.

2.4 Validation Experiment in the Actual Offices
In order to verify the practicality of the intelligent lighting

system, the authors introduced this system into an actual
office setting[6]. In this office setting, the desks of the office
workers were in fixed locations and the illuminance sensors
were also not moved. There was therefore no need to dynam-
ically estimate the degree of influence. The issues presented
in Section 2.3 were therefore addressed by calculating the
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influence coefficient when the system was introduced and
storing these values as a static database.

On the other hand, many workplaces are now adopting
a non-territorial office configuration, in which there are
no personal desks. In a non-territorial office configuration,
office workers can freely determine where they sit, and
such an office requires the illuminance sensors to move.
In order to calculate the influence coefficient, the lumina-
tion of the lightings must be varied one by one, and the
control algorithms of the intelligent lighting system used
to simultaneously vary the lumination of all the lightings
cannot be processed in parallel. Therefore, it is difficult to
calculate the influence coefficient in an environment where
office workers move about. Regardless, in order to achieve
behavior similar to previously introduced intelligent lighting
systems, it is necessary to adequately control lightings even
when the regression coefficient of lightings near illuminance
sensors is not accurate. In light of this, the authors propose a
method whereby the lightings that influence the illuminance
sensors can be more accurately extracted.

3. Extraction of Lightings That Influence
Illuminance Sensors
3.1 Method for Extracting Effective Lightings
Using Schematic Lighting Layout Diagram

Even in cases where the number of steps is few, it
is possible to accurately determine the two lightings that
exhibit the greatest influence on the illuminance sensors by
using regression analysis in the control algorithm (ANA/RC)
of the intelligent lighting system. The purpose of the method
proposed in this study is to more accurately extract the
lightings that are near the illuminance sensor by using the
two lightings with the highest regression coefficient and the
schematic lighting layout diagram.

Figure5 shows a conceptual diagram of the method pro-
posed in this study. As shown in Figure 5, two lightings
with a high influence (lighting 7 and lighting 10) can be
identified by regression analysis for each illuminance sensor.
It can be assumed that other lightings which have influence
on the illuminance sensor are also located in the vicinity
of these two lightings. Therefore, those lightings near the
two lightings that have the highest regression coefficient
can be extracted from the schematic lighting layout diagram.
These lightings may be determined by calculating the linear
distance between the two lightings with the highest regres-
sion coefficient and the other nearby lightings, and selecting
the lightings that are near both of the top two lightings.
Lighting is considered to be ąÈnearąÉ if the calculated linear
distance is equal to or less than the maximum distance
between adjacent lightings (2.4 m in the environment shown
in Figure 2 and Figure 5). In the environment depicted in
Figure 5, it is possible to extract lightings in which the linear
distance is considered to be close to the top two lightings
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Figure 5: Concept of proposal method

(i.e., lightings 5, 8, 9, and 12). The lightings not included
in the extraction results are lightings far away from either
of the top two lightings, and can be considered to have no
influence on the illuminance sensors.

A conventional control algorithm and the schematic light-
ing layout diagram are combined in order to extract three
or fewer lightings based on the schematic lighting layout
diagram and the placement of the two lightings with the
highest regression coefficient. It is therefore conceivable
that the influence of lightings can be accurately determined,
using the regression coefficient. However, in cases in which
partitions are disposed on the desks, lighting may be blocked
even when the lightings are near the illuminance sensor. The
proposed method cannot thus be used in offices in which
partitions are used.

The problems described in section 2.3 occur when the
regression coefficients of extracted lightings are not accurate.
These problems can therefore be solved by providing the
extracted lightings with a coefficient that replaces with the
regression coefficient. In the control algorithm of the intelli-
gent lighting system, the target of optimization is focused on
the nearest lightings by assigning a threshold value T to the
regression coefficient. The provided value must therefore be
greater than or equal to the threshold value T . The influence
of the extracted lightings will never be greater than that
of the two lightings with the highest regression coefficient
that were used in the extraction process. For this reason,
these lightings are provided with a value that is between the
retained regression coefficient and the threshold value T .

Furthermore, it is possible that the regression coefficient
of a lighting that does not influence the illuminance sensor
may exceed the threshold value T . Therefore, the lightings
that are not included in the extraction results in the proposed
method are provided with a value which is less than the
threshold value T . It is thereby possible to search for an
optimal lighting pattern that is not influenced by error in the
regression coefficients.
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3.2 Improving Energy Conservation Through
Dimming Control of Lightings That Have No
Influence On Illuminance sensors

In the intelligent lighting system, in order to address
movement of illuminance sensors and to improve the safety
of the office environment, the lightings that have no influence
on illuminance sensors are turned down to the lowest pos-
sible illumination level. However, turning off the lightings
that have no influence on illuminance sensors is an effective
measure when improving energy conservation is a priority.

In the proposed method, the lightings that have an influ-
ence on illuminance sensors can be extracted, while, at the
same time, the lightings that have no influence on illumi-
nance sensors can be identified. Turning off these lightings
makes it possible to retain only those lightings necessary to
achieve the desired illuminance while still improving energy
conservation.

On the other hand, moving illuminance sensors in lo-
cations, where lightings have been switched off, makes it
impossible to achieve an appropriate illuminance. Therefore,
after illuminance sensors are moved, all of the lightings
that have been switched off are switched on to the lowest
luminance level, and the lightings that have an influence
on illuminance sensors are once again extracted, using the
proposed method. Movement of the illuminance sensors is
thus determined on the basis of the amount of variation in
illuminance. Office workers are determined to have moved
illuminance sensors when inexplicable variation in illumi-
nance occurs in the illuminance of the lightings.

4. Verification Experiment
4.1 Overview of Verification Experiment

A verification experiment was carried out in order to
demonstrate the effectiveness of the proposed method. In
the experiment, fifteen lightings and two illuminance sensors
were arranged as depicted in Figure 6. White fluorescent
lamps made by Panasonic (FHP45EN), which are capable of
being dimmed from 30 to 100%, were used as the lightings.
The number of illuminance sensors was kept to a minimum
in order to clearly demonstrate the turning-on of lightings in
optimal locations.

In the experiment environment, an illuminance conver-
gence experiment was carried out using a control algorithm
(the proposed method) in which the proposed method was
incorporated with a conventional control algorithm (conven-
tional method: ANA/RC). The regression coefficient was
calculated from 60 steps of data (approximately 120 sec-
onds), and this regression coefficient was used to extract the
lightings that influence the illuminance sensors. Additionally,
in the proposed method, the lightings that have no influence
on the illuminance sensors are switched off.

The lightings are initially switched on at 100% and the
target illuminance of the illuminance sensors A and B are
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Figure 6: Experiment environment

set to 400 lx and 600 lx, respectively. Furthermore, the
illumination sensor B is moved to the location P shown in
Figure 6 after 300 steps. A single step takes two seconds.

4.2 Verification of Feasibility of Achieving a
Desired Illuminance

Figure 7 and 8 show the history of the illuminance
detected by the illuminance sensors in both the conventional
method and the proposed method. The data for the conven-
tional method only shows cases where the regression coef-
ficient was accurately obtained by the illumination sensors.

It can be confirmed from Figure 7 and 8 that the desired
illuminance was achieved. In the proposed method, the
illuminance detected by the illuminance sensor B suddenly
dropped in comparison to the conventional method after 300
steps had elapsed. However, this is because the illuminance
sensor B had been moved to a location in which the lightings
were switched off. The illuminance immediately increased
after the illuminance sensor B was moved, which confirms
that the movement of the illuminance sensor B was detected
and that the lightings which had been switched off were then
switched on. The lightings that influenced the illumination
sensor were then once again estimated, and the desired
illuminance was again achieved. The above results confirm
that the control algorithm incorporating the proposed method
has the same capability as the conventional method to
achieve a desired illumination.

4.3 Verification of Extraction of Lightings That
Influence the Illuminance Sensors

In order to confirm the effectiveness of extracting the
lightings that influence lighting sensors, Figure 9 and Fig-
ure 10 show the states of the lightings before and after the
illumination sensor is moved. These figures show the lighting
states at the 250th step prior to the illumination sensor being
moved and at the 550th step after the illumination sensor is
moved.
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In the conventional method shown in Figure 9-(a) and
10-(a), the closer they were to the illumination sensor, the
higher level lightings were switched on at, and the lightings
that were further away from the illumination sensor were
switched on at the lowest possible lumination. This occurred
in response to the movement of the illumination sensor,
and illustrates that in this method even lightings, which
have very little influence on the illumination sensor, must
remain on. On the other hand, in the proposed method
shown in Figure 9-(b) and 10-(b), lightings in the vicinity of
the illumination sensor were switched on, lightings further
away from the illuminance sensor were switched off. The
lightings that were switched off are the ones not included
in the extraction results of the proposed method, and are
determined to have no influence on either of the illuminance
sensors.

As illustrated in Figure 8, the desired illuminance can
be achieved using only the switched on lightings. And this
confirms that the lightings which influence the illumination
sensors can be precisely extracted.

4.4 Verification of Energy Conservation
Figure 11 shows the power consumption history in the

conventional method and the proposed method. As can be
confirmed from Figure 11, the power consumption in the
initial state of the experiment was set to 100%, and the power
consumption in the proposed method can be reduced by
approximately 15%, compared to the conventional method.
This demonstrates that switching off the lightings which
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have no influence on the illumination sensors improves
energy conservation.

5. Summary
In this paper, the authors have proposed a method for

more accurately extracting lightings that influence illumi-
nation sensors in an intelligent lighting system. The exper-
imental results confirm that the lightings which influence
illumination sensors can be precisely extracted according
to the position of the illumination sensors, and that the
proposed method has the same capability to achieve a desired
illumination as the conventional method. Furthermore, it
was also confirmed that energy conservation is improved
by switching off the lightings which have no influence on
the illuminance sensors. From this, the proposed method is
expected to provide the same behavior as intelligent lighting
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systems that have previously been introduced into actual
offices, even in office environments where office worker
movement is unpredictable.

The authors will be introducing an intelligent lighting
system that incorporates the proposed method at the Tokyu
Corporation’s RISE Office in August of 2012, and will carry
out detailed verification experiments.
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Abstract - This paper describes research applying 

computational document classification methods to the 

domain of biblical paleography.   Ancient manuscripts 

were preserved by the laborious process of hand-copying 

from prior versions.  The scribes often made changes in 

spelling, word usage and syntax.  Further, scribes might 

delete or alter passages that reflect a theology or 

understanding different from the scribe’s contemporary 

view.  Additional material not found in the prior 

version(s) might be inserted, perhaps combining 

information from other sources.  In this paper, we 

examine over a hundred different versions of a single 

apocryphal gospel, the Protoevangelium of James, in 

order to group the documents into families of related 

documents in order to better understand the history of the 

document and how it evolved over time.  This research 

uses the computational techniques of k-means analysis, 

hierarchical clustering, and correspondence analysis to 

find similarities and differences between documents.  

These results are then compared to the work of Daniels 

and Zervos, scholars in the field of biblical paleography 

who have studied this gospel. 

 

Keywords: Natural language processing, machine 

learning, clustering.  

 

1 Introduction 

Paleography is the study of ancient writing including 

deciphering, understanding, and dating manuscripts.  

Prior to the printing press, documents were preserved by 

hand-copying existing sources.  In the ancient world, 

because spelling, vocabulary, and syntax were not 

standardized and changed over time, scribes often made 

modifications in order to make the text more accessible 

to current readers.  If multiple prior versions existed, a 

scribe might decide to merge content from those 

documents or choose content from one source over 

others.  Further, because of theological issues, a scribe 

might decide to delete or amend passages that seemed to 

contradict the scribe’s current theological understanding.  

Passages might also be inserted from other (perhaps 

unrelated) sources in order to introduce or reinforce a 

particular theological point.  As a result of this process, 

an ancient biblical manuscript like Genesis or The 

Gospel of Mark exists today in hundreds of different 

versions.  Which version is the “correct” version?  Which 

version most closely resembles the earliest (perhaps no 

longer extant) version?  Can we tell which documents 

were the source documents for later versions?  Can we 

trace the evolution of a document, and thus see the 

influences of evolving linguistics and theologies?    

In this paper, we will explore techniques that have 

been used in authorship attribution, document 

classification, and data visualization in order to explore 

these questions.   We will analyze a collection of 

documents which are all versions of the Protoevangelium 

of James, an apocryphal manuscript whose original dates 

may be from 200 CE or earlier.   These documents have 

been studied by biblical paleographers, B. Daniels [1] 

and George Zervos [9], and we will compare the results 

using these computational techniques with these 

researchers’ prior analyses.    The goal of this study is to 

1) corroborate past results, 2) discover new connections 

between documents, and 3) suggest to paleographers 

particular features or passages that deserve more 

exploration.    

 

2 Textual criticism and the 

Protoevangelium of James 

Textual criticism is the area that aspires to remove 

errors (whether intentional or unintentional) in an attempt 

at coming as close to creating the “original” or source 

documents(s) as possible. The hallmark of this type of 

work is a critical apparatus to show variant readings 

alongside a primary text (also called a base text).  
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The Protoevangelium of James (PJ) most likely dates 

back to the middle to later part of the 2nd Century CE 

[10]. This document has been known by several names. 

In the earlier years of its life it was likely called Book of 

James as it is referred to in the writings of Origen who 

died in the middle of the 3rd Century CE [2]. As its most 

commonly known name in the literature today implies, 

proto-gospel means just that -- it is a story before the 

gospels or life of Jesus. It seems to have been composed 

largely in reaction to the accusations by contemporary 

critics that were assaulting the burgeoning religion on the 

grounds that the parents of its messiah were commoners. 

The writer of this document portrays Joseph as a rich 

building contractor and Mary as herself being 

immaculately conceived and brought up (with her 

chastity protected) as a revered temple virgin perhaps in 

direct response to these accusations.  

 

 

Figure 1: A scanned page of the Protoevangelium of 

James from Bodmer V, a, dated c. 200. 

 

This document is also intriguing as the oldest existing 

manuscript is complete and it is significantly different 

from its closet contemporary versions as well as the 

majority of the later surviving examples (Figure 1). PJ 

also enjoys the luxury of, while not being part of the 

canon, being widely copied and distributed throughout 

the ancient world, especially in those eastern traditions 

with highly developed Mariological themes. Mariology 

is, as its name implies, the study of Mary the mother of 

Jesus. This term has a much more profound meaning to 

the traditions that evolved in the eastern world.  In fact, 

there are Eastern Orthodox feast days established based 

on information in this document.  While all of the 

documents we will be performing computations on are in 

Greek, there are surviving copies of this document in 

many languages including Coptic, Syriac, Ethiopic, 

Armenian, Georgian, and Slavonic. There is also a 

scholarly notion that an Arabic copy might have 

“influenced Qur’anic and later Islamic understandings of 

the place of Mary in the Christian tradition” [5], yet 

another way this text has impacted western religion. 

 

For this study, the focus is on two separate collections 

of this gospel. These collections that are the basis for the 

dataset come from the dissertations from Duke 

University of Daniels (BD) [1] and Zervos (GZ) [9]. 

These collections are both presented in their own critical 

apparatus. A critical apparatus in this context is an 

accepted way of showing how different copies of the 

same documents vary (called variant readings).   There 

are over 167 extant Greek versions of the PJ.  Scholars 

have found that the earliest copy (from the Bodmer V 

collection [8]) is decidedly different from the base text 

used by Daniels and the base text used by GZ.  

3 Authorship attribution and document 

classification techniques 

3.1 Authorship attribution techniques   

While this research does not attempt to identify 

particular authors, the techniques employed in authorship 

attribution are relevant as an introduction.  While there 

were previous attempts dating back to the 19th century at 

using statistical measures in attributing authorship, it was 

not until the publication of  Inference and Disputed 

Authorship: The Federalist  by Mosteller and Wallace in 

1964 that this area of  “non-traditional” authorship 

attribution study  gained widespread attention [5]. 

Previous work had attempted to use features such as 

average sentence length and rate of use of articles and 

pronouns. They found that while the rates of use in the 

case of some words such as “the” did not vary in a 

statistically significant manner from author to author, the 

use of what they refer to as connector words, such as 

“upon”, can vary by as much as 3 standard deviations.  

Mosteller and Wallace used such features as word counts 

and rate of use of specific, non-article or pronoun words. 

By examining the distributions of individual words it was 

discovered that some word rates were best described by a 

Poisson distribution and others were better approximated 

with a negative binomial distribution.  Bayesian 

inference was then applied using the probabilities 

calculated using the appropriate distribution. Their 

analysis was ultimately to come down on the side of 

supporting the historical notion that Madison was likely 

the author of the 12 then-disputed Federalist papers. 

Their study also outlines a basic work flow of technique 

application that is still followed. 
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3.2 Document classification techniques 

More recently, with the profusion of massive amounts 

of textual data via the internet, document classification 

techniques have been used to compute the similarity 

between documents.  The core of these techniques relies 

on using term frequency (TF) and inverse document 

frequency (IDF).   Term frequency can be computed as 

simply taken a count of a term within a document.  To 

prevent a bias towards longer documents, this value may 

be normalized by a variety of techniques.  In this study, 

we normalize term frequency by dividing by the 

maximum frequency of any word in the set of 

documents.  f(t, d) is the frequency of a word in a 

document”   

 
Inverse document frequency weights each feature in 

inverse proportion to its relative occurrence, thus giving 

infrequently used words higher importance.  We employ 

the standard IDF formula: 

 
where t is the term or word, D is the set of documents, 

|D| is the number of documents, and the denominator is 

the number of documents where the term t appears.      

These two measures can them be combined to compute 

the relative importance a word is to a document in a 

measure known as the term frequency-inverse document 

frequency (tf-idf): 

 
 

For each feature selected (and as described below in our 

Research Experiment we will use features other than 

complete words), we compute a log normalized vector in 

multi-dimensional space of TF-IDF values.    

3.3 Machine learning techniques 

We then employ a number of well-established techniques 

in machine learning/document classification such as k-

means analysis, hierarchical clustering, as well as DCA 

correspondence analysis, a technique often used in 

ecologists in the study of populations [6].  For all of these 

techniques, we use the statistical programming package, 

R, which contains libraries to support all of these 

analyses plus corresponding visualization tools. 

3.4 Similar research applied to ancient texts    

Research has been done by Finney [3] in the study of 

ancient manuscripts where he employs similar techniques 

in his analysis of ancient documents. His work focuses 

on a difficult (and different) problem in comparing 

different versions of the same document: namely, 

automatic alignment of the texts.   The alignment 

problem is also commonly encountered in machine 

translation. 

4 Research Experiment 

4.1 Data set 

All of the versions of the Protoevangelium of James 

(PJ) used in this study are in Greek. Our analyses 

examine 135 documents:  89 manuscripts analyzed by 

Daniels [1], 45 by Zervos [9], and Bodmer V (the oldest 

known version of PJ) [8].  Using OCR-software (Read 

Iris Pro), the original documents are scanned and 

converted to UTF-8 character codes.  Then each 

document was put into an HTML-like document format 

for review by human readers where proofreading was 

done in multiple passes by multiple persons to better 

ensure data accuracy and integrity.   

Our experiments examined the full set of documents 

(135) as well as a subset of the oldest 32 manuscripts 

(those definitively dated before 1100 CE).    

4.2  Feature selection 

This research uses a composite feature space 

consisting of unigrams (single Greek words), bigrams 

(neighboring pairs of words), and character sequence n-

grams of length 2, 3, 4, and 5.   The reason for the 

inclusion of character n-grams was to capture variations 

in letter patterns and spelling that occurred in the 

millennia from the time of the first document to the most 

recent documents in the collection.   Obviously, there 

will be overlap in the feature set (as some words are 5 

characters or less); however, an analysis conducted by 

removing some of those character n-gram features 

produced slightly worse results (not included in this 

article).  The feature space is very large, over 85,000 

unique tokens.   Fortunately, the techniques employed all 

typically work very well with large feature spaces.   

4.3 Analysis techniques 

Using the “vegan” library within R [6], we computed 

several analyses: 

 Sorensen (Bray/Curtis) similarity index cluster 

analysis 

 Detrended correspondence analysis (DCA) 

 Nonmetric Multidimensional Scaling (NMDS) 

 Canonical correspondence analysis (CCA) 

 K-means clustering 

for each document and for each chapter within the 

document.   

5 Results 

Using the ordination plotting function (ordiplot in R), 

we can visualize the results of DCA, CCA and NMDS 
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analyses.  For brevity, we present only the ordiplot from 

the DCA in this paper.   For the full set, the DCA 

ordination plot is presented in Figure 2.  For the subset 

including only the oldest 32 manuscripts, refer to Figure 

3.  Note that the document numbers used are the ones 

given by BD and GZ.    

Cluster analysis visualization using dendrogram (tree) 

is also an intuitive appealing technique for examining 

differences and simulations.  Using Bray-Curtis and the 

hclust function within R we obtained the results for the 

complete set (Figure 4) and the oldest 32 documents 

(Figure 5).   

5.1 Comparison with Daniels and Zervos 

In their respective PhD dissertations, Daniels [1] and 

Zervos [9] analyze the documents based on their own 

observations focusing on the inclusion or absence of 

various passages.  Further, they made use of where the 

documents were located or found.  Several subsets of 

documents were found at particular monasteries.  Often, 

multiple versions of the document found at one 

monastery were found to be extremely similar, 

presumably because these documents were copies of each 

other and earlier documents.   The computational analysis 

we performed does not take into account any of this 

information.   

One group of documents is described as the largest by 

both BD and GZ consisting of 003, 005, 103, 115, 118, 

201, 204, 206, 214, 502, and 609. The hierarchical plot 

(Figure 4) shows all of these manuscripts as being in the 

same cluster. This corresponds to groups E and G from 

the DCA groupings (Figure 2). GZ suggests that 612 and 

409 might also be close, and we do place them in the 

same group in the hierarchical clustering as well as being 

in Group C on the DCA groupings (Figure 2). However, 

it is not near the rest of the mentioned manuscripts. This 

is intriguing and should be examined with the knowledge 

of the Greek language.  

 

Another family widely agreed upon is the one made 

up from 112, 208, 212, 402, 407, 511, 616, 702, 705, 

709, and 901. All with the exception of 702 and 709 

came from the St. Panteleimonus monastery in Athens 

(so we identify this group by the same name). It is 

interesting to note that GZ specifies that there are two 

sub-groups in this family consisting of 511, 702, and 709 

that follow 212 and 616, 705, 901 that follow 208,402. 

The hierarchical plot confirms all of this information 

(Figure 4). Also notice this group corresponds with 

Group D in our DCA groupings (Figure 2). 

 

The group 601, 606 is also highlighted. Document 601 

has in its sub-group 512, 615, 619 and 606 with sub-

group 617, 703, 707, 803, 805, and 902. Our plot also 

confirms these observances (see DCA Group I, Figure 2). 

In looking at the tree it seems proper to place the 601, 

606 group and its associated documents into the 

Panteleimon family. It is also worth noting that 621, 631, 

and 704 (Group H) are mentioned by GZ as being in this 

group as well. It was found that while these three 

documents were indeed found to be similar, they were 

placed a good distance from the rest of its other 

neighbors and should be examined by experts for further 

analysis. 

 

Next we examine the group from the monastery of 

Vatopedi on Mt. Athos. This group consists of 111, 218, 

501, 513, 801, and 802. Again this is all confirmed in 

both the hierarchical (Figure 4) and DCA (Figure 2) plots 

where it shows up as group E. The group that is now 

being called the Jerusalem group consists of 202, 508, 

603, 622, and 708. These are lumped in with our DCA 

Group A (Figure 2). As an aside, GZ notes the similarity 

of 509 and 604 and also 210 and 220. This information is 

also confirmed in our plots. 

5.2 Chapter by chapter results 

The results of the full document analysis while 

providing a great deal of information and striking results 

also shows some confusion with respect to some 

documents. This is especially clear with the DCA Only 

Old plot. There are two dynamics that contribute to this 

effect: The first is that the letter groupings were 

established from the full set which includes the very 

tightly grouped but also very different traditions that do 

not seem to be present in the earliest documents in our 

set. The second reason is that a more detailed 

examination of the chapters shows that there is a great 

deal of variation contained within each manuscript in 

certain sections versus others. This is where visualization 

of the correlation matrices (corrplot in R) truly shines. It 

provides a way to see how each chapter breaks down, and 

that indeed we have situations where in one chapter the 

scribe is using content from one tradition and then 

another in different sections.  Figure 6 presents the 

correlation plots for each chapter of the oldest 32 

documents. Clearly, there are families that emerge per 

chapter that are not as apparent when examining the 

entire document as a whole.    

6 Conclusion and future work 

The identification of “families” of related copies of 

the same base document has traditionally required 

laborious and detailed study of the documents including 

some knowledge of the physical history of the 

documents.  The computational techniques described in 

this paper produced results that were remarkably similar 

to scholars’ analyses.   What makes this result 

particularly exciting to the paleographers studying this 

document is that there are scores and perhaps hundreds 
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more copies of the Protoevangelium of James that have 

not been carefully analyzed yet.  These algorithms can 

automatically suggest which documents are related and 

which are dissimilar.  Further, these algorithms can 

actually point to which features are most relevant for 

distinguishing the documents.  Such tools will be 

invaluable to researchers as they incorporate new 

versions of the documents into their study.   

While this study has focused on the PJ document, 

there are no limitations to language or document set.  

This methodology can be used to explore any collection 

of ancient texts to suggest document family histories.     
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Figure 2 Detrended Correspondence Analysis (DCA) plot 

of the full data set 

 

Figure 3 DCA plot of the subset of 32 oldest manuscripts 

 

 

 

 

 

Figure 4 Hierarchical Clustering with Bray-Curtis on full data set 
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Figure 5 Hierarchical clustering using Bray-Curtis on the 32 oldest documents 

 

  

 

Figure 6 Correlation plot chapter-by-chapter of the 32 oldest documents
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Abstract— Default Logic employs assumption-based default
rules to draw plausible consequences in face of incomplete
information. In ontology representation, there are two kinds
of relations between concepts: subsumption relation and
default subsumption relation. Subsumption relation is tran-
sitive, whereas default subsumption relation is transitive by
default. Both default transitivity of default subsumption and
default inheritance of default property should be represented
as defaults about defaults, i.e. two-level defaults. None of
existing default logics can represent two-level defaults. In
this paper, we propose two-level default theories which
augment default theories with two-level defaults. A two-
level default theory can be divided into two levels and its
extensions can be generated by two steps. We prove that
normal two-level default theories cannot reduce to normal
default theories. Specifically, there is a normal two-level
default theory such that there exists no normal default theory
such that they share the same set of extensions.

Keywords: Default subsumption, Default Transitivity, Two-level
default, Extension, Irreducibility

1. Introduction
Default Logic enables plausible reasoning based on de-

fault rules when faced with incomplete information. Since
Default Logic was originally introduced by Raymond Reiter
[1], many variants have been developed either to respect
some intended properties, or to realize more appealing
intuitions, or to solve computational difficulty.
• Prioritized versions of Default Logic implicitly or

explicitly specify a priority relation over defaults and thereby
tend to the extensions derived by the preferred rules only,
such as [2][3].
• Justified Default Logic [4] and Constrained Default

Logic [5] guarantee the existence of extensions. Constrained
Default Logic and Rational Default Logic [6] enforce the
joint consistency of the justifications of all applied defaults
in an extension. Cumulative Default Logic [7] respects a
“cumulativity" property.
• In order to generate intuitively more appealing ex-

tensions, Disjunctive Default Logic [8] adopts a special

strategy dealing with disjunctive formulae; Weak extensions
[9] check the validity of the prerequisite of a default against
the ultimate extension that will be generated rather than the
consequents that have been generated.
• Some variants attempt to reduce computational diffi-

culty by restricting their base language to decidable subcases
of First-Order Logic language, say propositional logic lan-
guage [10][11], terminological logic language ALCF[12],
and OWL DL language [13].

Default Logic has a wide range of applications because
incomplete information and defaults can be naturally found
in many application areas, such as commonsense reasoning
[14], nonmonotonic inheritance networks [15][16], and in-
formation retrieval [17].

An ontology is a formal, explicit specification of a shared
conceptualization [18]. In ontology representation, the back-
bone of an ontology consists of a hierarchy of concepts
(unary predicates), which is formed by subsumption relation
between concepts. In addition, there is default subsumption
relation between concepts, which means any instance of a
concept is also an instance of another concept by default.
Formally, a ontology can be represented as a triple (C,⊑
,⊑d) where C is a set of concepts, ⊑ is the subsumption
relation between concepts, and ⊑d is the default subsump-
tion relation between concepts. For example, consider the
following information about birds, stated in the form of a
theory:  Bird ⊑Wing, Bird ⊑d Fly,

Sparrow ⊑ Bird,
Ostrich ⊑ Bird, Ostrich ⊑ ¬Fly


Subsumption relation is transitive; formally,

X ⊑ Y, Y ⊑ Z
X ⊑ Z

(1)

where X,Y, Z can be any concepts. Using this default in
the theory derives “both sparrow and ostrich have wings".
In contrast, default subsumption relation is not transitive but
transitive by default; formally

X ⊑ Y, Y ⊑d Z : X ⊑d Z

X ⊑d Z
(2)
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where X,Y, Z can be any concepts. Applying this default to
the theory make it possible to infer Sparrow ⊑d Fly. On
the contrary introducing Ostrich ⊑d Fly would cause in-
consistency with fact Ostrich ⊑ ¬Fly, and thus application
of the default is blocked. Let X = Sparrow, Y = Bird, Z =
F ly. Since statement B ⊑d F can be interpreted as a default
B(x):F (x)

F (x) , the default (2) is equivalent to the form

∀x(S(x)→ B(x)), B(x):F (x)
F (x) : S(x):F (x)

F (x)

S(x):F (x)
F (x)

which is called a two-level default. As in the example, the
two-level default can be used to represent default inheritance
of default property. That is, the default property “can fly by
default" of the notion “Birds" can be defaultly inherited by
its subconcepts “Sparrow" and “Ostrich". None of existing
default logics can represent such kind of two-level defaults.
Therefore, it is interesting and significant to study the default
theories that contain both defaults and two-level defaults.

In this paper, we introduce the notion of Two-level Default
Theories (TDTs), which augments a default theory with
two-level defaults. A two-level default theory is a triple
(W,D,D2), where W is a set of formulas, D a set of
defaults and the negation of defaults, and D2 a set of two-
level defaults. A two-level default theory is normal if all
defaults are normal and all constituents of two-level defaults
are normal defaults, called Normal Two-level Default The-
ories (NTDTs). A two-level default theory can be divided
into two levels, and its extensions are generated by two steps.
Firstly, (D,D2) constitute a default theory, called default-
level default theory. The two-level defaults in D2 are applied
to extend D, generating a set of defaults and the negation
of defaults, called default-level extensions. Secondly, W and
all defaults in a default-level extension constitute a default
theory, called formula-level default theory. The defaults in a
default-level extension are applied to extend W, generating
a set of formulas, called formula-level extensions. Finally,
any formula-level extension is regarded as an extension of
the two-level default theory (W,D,D2).

Normal two-level default theories (NTDTs) are more
expressive than normal default theories (NDTs). All NDTs
are NTDTs, whereas there are some NTDTs that cannot
reduce to NDTs. More specifically, NTDTs have property
of irreducibility: there is a NTDT such that there is no NDT
such that they share the same set of extensions.

Our contributions include the following aspects:
• introduce the notions of two-level defaults and two-level

default theories;
• analyze the properties of extensions of a (normal) two-

level default theory;
• present a procedure of generating all extensions of a

normal two-level default theory;
• prove that there exist some normal two-level default

theories that cannot reduce to normal default theories.

The rest of this paper is structured as follows: In section
2, we review Default Logic and Prioritized Default Logic.
In section 3, we present the basic definitions and general
properties about extensions of default-level default theories.
In section 4, we present the basic definitions and general
properties about extensions of two-level default theories, and
present a procedure of computing extensions. In section 5,
we present and prove the irreducibility property of normal
two-level default theories. Finally, we conclude our work
and discuss some promising directions.

2. Preliminaries
In this section we review Reiter’s Default Logic[1] and

Brewka’s Prioritized Default Logic[3].

2.1 Reiter’s Default Logic

Definition 1: (Defaults) A default is any expression of
the form

δ =
α : β1, ..., βn

γ
,

where
• α, β1, ..., βn, γ are all first order formulae and n ≥ 1;
• α is called the prerequisite of δ, denoted as pre(δ);
• β1, ..., βn is called the justifications of δ, denoted as

just(δ);
• γ is called the consequent of δ, denoted as cons(δ);
• δ is a closed default if none of α, β1, ..., βn, γ contains

a free variable; otherwise it is a open default;
• δ is normal if it has the form α : β/β.
A default can be intuitively interpreted as follows: if α

is known, and if it is consistent to assume β1, ..., βn, then
conclude γ.

Definition 2: (Default Theories) A default theory is a
pair

T = (W,D)

where
•W is a set of closed formulae and D is a set of defaults;
• T is a closed default theory if every default of D is

closed; otherwise it is an open default theory;
• T is a normal default theory if every default of D is

normal.
Given a default theory, an extension of it can be derived

by applying as many defaults as consistently possible. In-
tuitively, an extension represent a acceptable set of beliefs
that an agent might have with the given default theory.
Extensions were originally given a fixed point definition;
here we present a more intuitive definition, also due to Reiter.

Definition 3: (Extensions) Let T = (W,D) be a closed
default theory, and define E0 = W and

Ei+1 = Th(Ei) ∪ {γ |
α : β1, . . . , βn

γ
∈ D, α ∈ Ei,

¬β1, . . . ,¬βn ̸∈ E}.
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Then, E is an extension of (W,D) if E =
∪∞

i=0 Ei.
In the case of an open default theory, W and D are

converted into skolemized forms, and any open default is
converted into a set of closed defaults by assigning ground
terms (over the Herbrand universe [1]) to all free variables
occurring in the open default. For example, given an open
default bird(x) : fly(x)/fly(x) and two facts bird(tweety)
and bird(clyde), the default theory represented is equal to(

{bird(tweety), bird(clyde)},{
bird(tweety):fly(tweety)

fly(tweety) , bird(clyde):fly(clyde)fly(clyde)

} )
In the future discussions, we implicitly assume that default
theories are closed when computing extensions.

The following propositions describe general properties of
the extensions of a general default theory.

Proposition 1: (Existence) A default theory may have
zero, one, multiple extension(s).

Proposition 2: (Consistency) A default theory (W,D)
has an inconsistent extension iff W is inconsistent. Further-
more, if (W,D) has an inconsistent extension, then it has
no other extension.

Proposition 3: (Minimality) Let E1 and E2 be two ex-
tensions of a default theory (W,D). If E1 ⊆ E2, then
E1 = E2.

If a default theory is normal, there are some additional
properties about extensions, including semi-monotonicity,
existence and orthogonality.

Proposition 4: (Semi-monotonicity) Let D1 and D2 be
two sets of normal defaults and D1 ⊆ D2. If E1 is an
extension of (W,D1), then there exists an extension E2 of
(W,D2) such that E1 ⊆ E2.

Proposition 5: (Existence) A normal default theory has
at least one extension.

Proposition 6: (Orthogonality) Let E1 and E2 be two
extensions of a default theory (W,D). If E1 ̸= E2, then
E1 is inconsistent with E2.

2.2 Prioritized Default Logic
Brewka present a prioritized version of Reiter’s Default

Logic for normal defaults[3]. A prioritized normal default
theory supplements a normal default theory with a priority
order over the defaults. The priority order defines some
constraints about which defaults should precede which other
defaults when there are multiple applicable ones. As a result,
defaults of lower priority are applied only if this does not
lead to a conflict with those of higher priority. Following a
tradition in the field of nonmonotonic reasoning, δ1 < δ2 is
used to represent that δ1 has a higher priority than δ2.

Definition 4: (Prioritized Default Theories) A priori-
tized default theory is a triple

T< = (W,D, <)

where
• (W,D) is a normal default theory;

• < a strict partial order on D;
• a fully prioritized default theory is a prioritized normal

default theory whose priority order is a strict well order.
Definition 5: (Active Defaults) A default δ = α : β/β is

active in a deductively closed set of formulas E (i.e. E =
Th(E)) if α ∈ E and ¬β ̸∈ E and β ̸∈ E.

Definition 6: (Prioritized Extensions) Let (W,D,≪)
be a fully prioritized normal default theory, and E a set
of formulas. E is the prioritized extension of (W,D,≪) if
E =

∪∞
i=0 Ei where E0 = Th(W) and

Ei+1 =


Ei if no default is active in Wi,

Th(Ei ∪ cons(δ)) o.w., where δ is ≪ -minimal
default that is active in Ei.

E is a prioritized extension of a prioritized normal default
theory (W,D, <) if E is the prioritized extension of a fully
prioritized default theory (W,D,≪) where <⊆≪.

The following theorem states the relation between priori-
tized extensions and extensions.

Theorem 1: For any set of formulas E, E is an extension
of a normal default theory (W,D) iff there is a well order
≪ on D such that E is the prioritized extension of a fully
prioritized normal default theory (W,D,≪).

3. Default-level Default Theories
In accordance with the definitions and properties of nor-

mal default theories, we define default-level normal default
theories and default-level extensions, present the properties
of default-level extensions.

3.1 Basic Definitions
Definition 7: (The Negation of Defaults) The negation

of a normal default is any expression of the form

¬α : β

β
,

where α, β are both first order formulae, and ¬ is a logical
connective. Sometimes we use α ̸→d β as an abbreviation
of the negation of a normal default.

Consider the example bird(x) ̸→d swim(x), which
means “Abnormally, birds can swim". Notice the difference
between bird(x) ̸→d swim(x) and bird(x)→d ¬swim(x).
The latter means “Normally, birds cannot swim". Intuitively,
bird(x) →d ¬swim(x) entails bird(x) ̸→d swim(x), but
bird(x) →d ¬swim(x) is not implied by bird(x) ̸→d

swim(x). Notably, ¬¬δ means δ, i.e. the negation of the
negation of a normal default is the default itself.

Definition 8: (Consistency) Let D be a set of normal
defaults and the negation of normal defaults. D is incon-
sistent if there exists a normal default δ such that δ ∈ D
and ¬δ ∈ D; otherwise D is consistent.
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Definition 9: (Normal Two-level Defaults) A normal
two-level default is any expression of the form

θ =
δ1, . . . , δn : δ

δ

where
• δ1, . . . , δn, δ is either a normal default or the negation

of a normal default, and n ≥ 0;
• δ1, . . . , δn is called the prerequisite of θ, denoted as

pre(θ);
• δ is called the justification and the consequent of θ,

denoted as just(θ) and cons(θ) respectively;
• If δ1, . . . , δn, δ are all closed, then θ is closed, otherwise

θ is open.
Intuitively a two-level default can be interpreted as fol-

lows: if δ1, . . . , δn are known, and if it is consistent to
assume δ, then conclude δ.

Definition 10: (Default-level Default Theories) A
default-level default theory is a pair

Tδ = (D,D2)

where D is a set of normal defaults and the negation of
normal defaults, and D2 is a set of two-level normal defaults.

Definition 11: (Default-level Extensions) Let Tδ =
(D,D2) be a default-level default theory, and define{

E0 = D

Ei+1 = Ei ∪ {δ | δ1,...,δn:δδ ∈ D2, δ1, . . . , δn ∈ Ei,¬δ ̸∈ Eδ}.

Then, Eδ is an extension of (D,D2) if Eδ =
∪∞

i=0 Ei.
Corresponding to Prioritized Default Theories and their

extensions, we can define Default-level Prioritized Default
Theories and their extensions.

Definition 12: (Active Two-level Defaults) Let θ =
δ1, . . . , δn : δ/δ be a normal two-level default, and D a set
of normal defaults and the negation of normal defaults. θ is
active w.r.t. D if δ1, . . . , δn ∈ D and ¬δ ̸∈ D and δ ̸∈ D.

Definition 13: (Default-level PDTs) A default-level pri-
oritized default theory is a triple

T<
δ = (D,D2, <)

where
• (D,D2) is a default-level normal default theory;
• < is a strict partial order on D2;
• a default-level fully prioritized normal default theory is a

default-level prioritized normal default theory whose priority
order is a strict well order.

Definition 14: (Prioritized Extensions) Let (D,D2,≪)
be a fully prioritized default-level normal default theory,
(D,D2, <) a prioritized default-level normal default theory,
Eδ a set of normal defaults and the negation of normal
defaults.

Eδ is the extension of (D,D2,≪) if Eδ =
∪∞

i=0 Ei where
E0 = D

Ei+1 =


Ei if no default is active in Ei,

Ei ∪ cons(θ) o.w., where θ is ≪ -minimal
default that is active in Ei.

Eδ is an extension of (D,D2, <) if Eδ is the prioritized
extension of a fully prioritized default theory (D,D2,≪)
where <⊆≪.

3.2 General Properties
A default-level default theory can be viewed as a propo-

sitional default theory. Hence, the extensions of a default-
level default theory satisfy consistency and minimality; the
extensions of a normal default-level default theory satisfy
semi-monotonicity, existence, and orthogonality.

Proposition 7: (Consistency) Let Eδ be an extension of
a default-level default theory Tδ = (D,D2). If D is
consistent, then Eδ is consistent.

Proposition 8: (Minimality) Let Tδ = (D,D2) be a
default-level default theory. If E1 and E2 are extensions
of Tδ and E1 ⊆ E2, then E1 = E2.

Proposition 9: (Semi-monotonicity) Let D2
1 and D2

2 be
two sets of normal two-level defaults and D2

1 ⊆ D2
2. If E1

is an extension of (D,D2
1), then there exists an extension

E2 of (D,D2
2) such that E1 ⊆ E2.

Proposition 10: (Existence) A normal default-level de-
fault theory always has an extension.

Proposition 11: (Orthogonality) Let (D,D2) be a nor-
mal default-level default theory. If E1 and E2 are extensions
of (D,D2) and E1 ⊆ E2, then E1 is inconsistent with E2.

The following theorem states the relation between prior-
itized extensions and extensions, which provides an opera-
tional method of constructing extensions for normal default-
level default theories.

Theorem 2: For any set Eδ of normal defaults and the
negation of normal defaults, Eδ is an extension of a normal
default-level default theory (D,D2) iff there is a well order
≪ on D2 such that Eδ is the prioritized extension of a fully
prioritized normal default-level default theory (D,D2,≪).

4. Two-level Default Theories
In this section, we formally define two-level default theo-

ries and their extensions, discuss extension’s properties, and
propose a procedure of computing extensions of NTDTs.

4.1 Basic Definitions
Definition 15: (Two-level Default Theories) A two-level

default theory is a triple

T = (W,D,D2)

where
•W is a set of closed formulae,
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• D is a set of defaults and the negation of defaults,
• D2 is a set of two-level defaults,
• T is a normal two-level default theory (NTDT) if all

defaults in D are normal and all two-level defaults in D2

are normal.
A two-level default theory can be divided into two levels.

The motivation can be presented in terms of syntax and
computation. On the syntactic side, two-level defaults and
defaults lie in different syntactic levels. Two-level defaults
are defaults about defaults, which are applied to extend a
set of defaults, whereas defaults are defaults about formulas,
which are applied to extend a set of formulas.

On the computational side, dividing two-level defaults
and defaults into different levels simplifies the computation
of extensions. As the fixed point definition of extension in
Default Logic, an extension is generated after applying as
many defaults as possible. After computing the extensions of
the default theories at default level and at the formula level
respectively, it is guaranteed that neither two-level default
nor default or can be applied.

Intuitively we can describe the procedure of computing
all extensions of a two-level default theory (W,D,D2)
as follows. Firstly, D and D2 constitute the default-level
default theory. Applying the two-level defaults of D2 to
D generates default-level extensions. Secondly, for each
default-level extension E2, W and the defaults in E2 con-
stitute a formula-level default theory. Applying the defaults
in E2 to W derives formula-level extensions. Finally, any
formula-level extension is viewed as an extension of the two-
level default theory .

A default-level extension may contain the negation of
normal defaults. The negation of normal defaults do not take
part in generating extensions. This property meets human
intuitions. Suppose we know “Student(Chandler)" and
“Student(x) ̸→d Swim(x)". Intuitively we conclude nei-
ther “Chandler can swim" nor “Chandler cannot swim". One
function of the negation of a default is to prevent a two-level
default from generating a new default.

Definition 16: Let D be a set of defaults and the negation
of defaults. We define

D+ =

{
δ ∈ D

∣∣∣∣δ = α : β

β

}
.

Definition 17: (Extensions) A set of formulas E is an
extension of a two-level default theory (W,D,D2) if there
is a set of defaults and the negation of defaults Eδ such that{

Eδ is a default-level extension of (D,D2),
E is a formula-level extension of (W,E+

δ ).

4.2 General Properties
Below we present the properties of a two-level default

theory, including consistency and non-minimality; and the
properties of a normal two-level default theory, including
semi-monotonicity, existence, and non-orthogonality.

Proposition 12: (Consistency) Let E be an extension of
a two-level default theory T = (W,D,D2). If W is
consistent, then E is consistent.

Proof: Since E is an extension of T, there must
be a default-level extension Eδ of T such that E is an
extension of (W,E+

δ ). According to consistency property of
extensions of DL default theories, we have E is consistent
if W is consistent.

Proposition 13: (Non-minimality) There is a two-level
default theory such that it has two extensions E1 and E2

such that E1 ⊂ E2.
Proof: We prove this proposition by creating a two-

level default theory that has two strictly inclusive extensions.
See the example in the irreducibility theorem (section 5).

Proposition 14: (Semi-monotonicity) Let T1 =
(W,D,D2

1) and T2 = (W,D,D2
2) be two normal

two-level default theories such that D2
1 ⊆ D2

2. If E1 is an
extension of T1, then there is an extension E2 of T2 such
that E1 ⊆ E2.

Proof: Since E1 is an extension of T1, there must be
a default-level extension D∗

1 such that E1 is an extension
of (W,D∗

1). By the semi-monotonicity property of default-
level extensions, there exists a default-level extension D∗

2

of T2 such that D∗
1 ⊆ D∗

2. By the semi-monotonicity
property of formula-level extensions, there exists a formula-
level extension E2 of T2 such that E1 ⊆ E2. That is, E2

is an extension of T2 and E1 ⊆ E2.
It worth noting that the same conclusion is not true for

T1 = (W,D1,D
2
1) and T2 = (W,D2,D

2
2) such that

D1 ⊆ D2 and D2
1 ⊆ D2

2. This can be illustrated by the
following example.

Example 1: Let T1 = ({α}, ∅,
{

:δ
δ

}
), T2 =

({α}, {¬δ},
{

:δ
δ

}
). T1 have one default-level extension

{δ} and one formula-level extension E1 = Th({α, β}). T2

have one default-level extension {¬δ} and one formula-level
extension E2 = Th({α}). That is, we have E2 ⊆ E1. �

Proposition 15: (Existence) A normal two-level default
theory always has an extension.

Proof: Let T = (W,D,D2) be a normal two-level
default theory. By the existence property of default-level
extensions, (D,D2) always has an extension, say Eδ . By
the existence property of formula-level extensions, (W,E+

δ )
has an extension, say E, which is an extension of T.

Different default-level extensions are inconsistent, and
distinct formula-level extensions corresponding to identical
default-level extension are inconsistent. However, distinct
formula-level extensions corresponding to different default-
level extensions might be consistent.

Proposition 16: (Non-orthogonality) There is a normal
two-level default theory such that it has two extensions E1

and E2 such that E1 is consistent with E2.
Proof: We prove this proposition by creating a normal

two-level default theory which has two consistent extensions.
See the example in the irreducibility theorem (section 5).
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4.3 Extension Computation
In this section we present a procedure for computing all

extensions of a given normal two-level default theory and
prove its correctness.

Procedure 1 Computing-Two-Level-Extensions

Input: (W,D,D2); // normal two-level default theory
Output: E ; // the set of all extensions

1: E ← ∅;
2: for all well order ≪2 over D2 do
3: E2 ← D;
4: while there is an active two-level default w.r.t. E2

in D2 do
5: θ ←≪2-minimal active two-level default w.r.t.

E2;
6: E2 ← E2 ∪ cons(θ);
7: end while
8: D ← D ∪E2;
9: end for

10: for all E2 ∈ D do
11: for all well order ≪1 over (E2)+ do
12: E1 ← Th(W);
13: while there is an active default w.r.t. E1 in

(E2)+ do
14: δ ← ≪1-minimal active default w.r.t. E1;
15: E1 ← Th(E1 ∪ cons(δ));
16: end while
17: E ← E ∪E1;
18: end for
19: end for
20: Return E ;

Procedure 1 takes three parameters (W,D,D2) which
denotes a normal two-level default theory , and outputs all
extensions of the normal two-level default theory.

Lines 2-9 generate all default-level extensions of default-
level default theory (D,D2). To generate all default-level
extensions, it needs to enumerate all possible well orders
over D2 (line 2). Lines 3-8 compute the extension of
(D,D2,≪2). The variant E2 is used to store the value of
the extension, which is initialized with D (line 3). Lines 4-7
iteratively apply the ≪2-minimal active default to E2 until
there is no active two-level default in D2. Then a default-
level extension E2 is generated and put into D (line 8).

For each default-level extension E2 ∈ D, the defaults in
E2 and the set of formulas W constitute a TDL formula-
level default theory (W, (E2)+) (line 10).

Lines 11-18 generate all formula-level extensions of
formula-level default theory (W, (E2)+). To generate all
formula-level extensions, it needs to enumerate all possible
well orders over (E2)+ (line 11). Lines 12-17 compute the

extension of (W, (E2)+,≪1). The variant E1 is used to
store the value of the extension, which is initialized with
Th(W) (line 12). Lines 13-16 iteratively apply the ≪1-
minimal active default to E1 until there is no active default in
(E2)+. Then a formula-level extension E1 is generated and
put into E (line 17). Any formula-level extension is regarded
as an extension of the two-level default theory (W,D,D2).

Procedure 1 is not a decidable procedure because the First-
Order Logic inference is undecidable. Our objective is to
propose an operational method of deriving extensions for
two-level default theories. The following theorem prove the
correctness of our algorithm.

Theorem 3: The output of the procedure Computing-
Two-Level-Extensions with input parameters (W,D,D2)
are exactly all extensions of the two-level default theory
(W,D,D2).

Proof: The correctness of the procedure follows from
theorem 2 and theorem 1 immediately.

5. Irreducibility of NTDTs
The following theorem states that there exists a normal

two-level default theory (NTDT) whose extensions cannot
be exactly generated by any single normal default theory
(NDT), which implies that NTDTs have stronger expres-
siveness than NDTs.

Theorem 4: (Irreducibility) There is a normal two-level
default theory T2 such that there is no normal default theory
T such that, for any set of formulas E, E is an extension
of T2 iff E is an extension of T.

Proof: Construct a NTDT T2 such that
(1) T2 has 3 default-level extensions E1,E2,E3;
(2) T2 has 7 default-level extensions

E11,E12,E21,E22,E31,E32,E33;
(3) E11 is consistent with E21.
Let A=Archaeopteryx, B=Bird, D=Dinosaur, F=Feather,

T=Teeth.
Let T2 = (W,D,D2) is a TDL normal default theory,

where

W = {A(x)},

D =

 B ⊑d F, F ⊑d ¬T, A ⊑d T,

D ⊑d T, T ⊑d ¬F, A ⊑d F

 ,

D2 =


true : A ⊑d B

A ⊑d B
,
A ⊑d B : A ̸⊑d D

A ̸⊑d D
,

true : A ⊑d D

A ⊑d D
,
A ⊑d D : A ̸⊑d B

A ̸⊑d B

 .

Then, T2 has three default-level extensions:

E1 = D ∪ {A ⊑d B,A ̸⊑d D} ;
E2 = D ∪ {A ⊑d D,A ̸⊑d B} ;
E3 = D ∪ {A ⊑d B,A ⊑d D} .
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E1 corresponds to two formula-level extensions:

E11 = Th({A(x), B(x), F (x), T (x)}),
E12 = Th({A(x), B(x), F (x),¬T (x)});

E2 corresponds to two formula-level extensions:

E21 = Th({A(x), D(x), F (x), T (x)}),
E22 = Th({A(x), D(x),¬F (x), T (x)});

E3 corresponds to three formula-level extensions:

E31 = Th({A(x), B(x), D(x), F (x), T (x)}),
E32 = Th({A(x), B(x), D(x),¬F (x), T (x)}),
E33 = Th({A(x), B(x), D(x), F (x),¬T (x)}).

We can see that E11,E21; E11,E31; E21,E31;
E12,E33; and E22,E32 are all consistent. According to
the orthogonality property of extensions of normal default
theories, there is no normal default theory T such that both
E11 and E21 are extensions of T.

6. Conclusion and Discussions
In an attempt to represent the default transitivity of default

subsumption between concepts in ontologies, we introduced
two-level defaults and two-level default theories as a hier-
archical variant of classical defaults and default theories.
We also present the properties and computing procedure
of extensions of two-level default theories. In addition, we
prove that normal two-level default theories cannot reduce
to normal default theories. To represent default reasoning
in ontologies, two-level default description logic need to be
further considered in the future.
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Abstract - For common Nussbaum gain method, there exists 
a disadvantage that the nonlinear gain of the controller is 
unbounded essentially, which will cause many weaknesses 
because of the high gain of the controller.  A new concept, 
which is called bounded Nussbaum gain function, is firstly 
proposed in this paper.  What is different from the common 
Nussbaum gain function is that it can reduce the gain of the 
whole controller. And even better than that, it can ensure the 
gain of the controller is bounded. So the gain of the whole 
system can be controlled as small as possible, which is 
meaningful for the realization of many controllers in many 
actual nonlinear physical systems. Also, the new Nussbaum 
gain function is applied in a one order control system to give 
a example. Finally, The stability of the control system with the 
new Nussbaum function is proved and the simulation is done 
to testify the rightness and effectiveness of the new method. 

Keywords: Unknown control direction; Nussbaum gain; 
Bounded function; Adaptive 
 

1 Introduction 
  The Nussbaum gain method can deal with the unknown 
control direction problem, which is discussed in many papers 
recently[1-18]. But the use of  common Nussbaum gain 
function also cause that the gain of the whole system will 
increase nonlinearly, so the common Nussbaum function is 
unbounded essentially[1-18]. Although the controller with 
high gain can increase the stability of the system, it also cause 
many problems such as: the high gain will make the system 
highly sensitive to the interference of noise, or it will make 
the system reach the saturation area earlier, or for some actual 
systems, the high gain will make the controller too difficult to 
be realized[19-21]. In one word, if the gain of a system is too 
high, the control method will lost its physical 
meaning( because it can not be realized). So it is only a 
mathematically meaningful method.  

These weaknesses caused by high gain are fatal for 
control systems. For example, methods in paper [20] and [21] 
are very effective for many ideal mathematical models, but it 
still have many problems to be solved if it is applied in some 
real and practical objects such as missiles and other weapon 
systems. That it just because of the using of high gain 
observer ,which do brings some advantages, that may cause 
many bad and dangerous effect and even unknown risk. So it 
is meaningful for a responsible engineer to analyze some 

characteristics of a controller such as boundedness.  Some 
other factors such as the sampling period or system damping 
characteristics are also very important and they have close 
relationship with the stability of a nonlinear system. 
Unfortunately, it is too difficult to make clear all those 
relationships. So in this paper we only study the easy 
boundedness characteristic. We will try to research other 
complex factors in our future work. 

To solve the unknown control direction problem, a 
increase sequence is skillfully constructed in [18] and it can 
take the place of the Nussbaum gain. Meanwhile, a switching 
mechanism is adopted to decide the time of gain switching 
based on a energy function. If the energy of the system is 
increase, then switching mechanism will change the gain of 
the controller into another bigger gain with an opposite sign 
according to the above increase sequence. The system is 
guaranteed to be stable and the same conclusion as the 
Nussbaum gain method is achieved through a different angle 
of study. In this paper, a new concept of bounded Nussbaum 
gain function is adopted to improve the increase sequence 
method. Finally, we use a simple one order system to show 
the effect of the proposed method. According to the 
simulation result, we can make a conclusion that not only the 
control law is simplified, but also the system is more stable. 
Most important of all, the gain of the whole system is 
guaranteed to be bounded. So the problems caused by high 
gain method in [18] will not appear with the bounded 
Nussbaum gain method. 

2 Definition and lemma 
In this paper, the concept of bounded Nussbaum gain 

method is proposed firstly. Then to draw a  comparison 
between the common Nussbaum method and the bounded 
Nussbaum gain method,  a simple one-order system is 
research by using the above two different methods.  So the 
definition and advantages and weaknesses of the bounded 
Nussbaum gain method can be testified. 

Definition 1:  A bounded function ( )N χ is called a 
bounded Nussbaum-type function, if it has the following 
characteristics 

0

1limsup ( )
s

s
N x dx

s→∞
→∞∫
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0

1liminf ( )
s

s
N x dx

s→∞
→ −∞∫

 

Definition 2: A bounded function ( )N χ is called a 
bounded Nussbaum-K type function, if it has the following 
characteristics 

0

1limsup ( )
s

s
N x dx K

s→∞
>∫

 

0

1liminf ( )
s

s
N x dx K

s→∞
< −∫

 

Lemma 1:  If ( )N χ is belonged to Nussbaum-1 type 
function, then ( )KN χ is belonged to Nussbaum-K type 
function. 

Lemma 2: Assume ( )V t and ( )tχ are smooth function 
defined on the interval [0, )ft , for [0, )ft t∀ ∈ , ( ) 0V t ≥ , 
and if the following inequality holds 

0 0
( ) ( ( ) ( ) 1)

t
V t c g N dτ χ χ τ≤ + +∫  

Where 0c is a proper constant, 1 0c > , q is a positive 

odd constant ， ( )g τ is an time-varying parameter in an 
unknown closed interval, then ( )V t , ( )tχ is bounded in the 
closed interval[0, )ft . 

3 Bounded Nussbaum Gain Method 
To make it simple, we take a one order system as an 

example to illustrate the bounded Nussbaum gain method. 
Considering the following one order system 

 3x x gu= +  (1) 

Where g is a time-varying parameter in an unknown 
closed interval, we define a new variable as 

dz x x= −  

Then we have 

 3z x x gu= = +  (2) 

Design a virtual control law as 

 3d
zu x k z= − −  (3) 

And design a common Nussbaum gain method and a 
bounded Nussbaum gain method respectively as follows: 

 ( ) du N k u= −  (4) 

 2
1( ) cosN k k k=  (5) 

 2 / 4
2 ( ) cosbN k K k=  (6) 

It is obvious that if we choose ( )N k as 1( )N k , the 
control law is a common Nussbaum gain control law and if 
we choose ( )N k as 2 ( )N k , the control law is belonged to the 
bounded Nussbaum gain control law. So we have 

 ( ) d d
zz k z gN k u u= − − −  (7) 

Choose a Lyapunov function as 

 21
2

V z=  (8) 

Define  

 dk zu=  (9) 

Then we have 

 
2

1

2
1

( )

(1 ( ))

d dV k z gN k u z u z

k z gN k k

= − − −

= − − +
 (10) 

Do the integral computation on both side of the 
equation, we have 

 

2
10 0

( )2
10 (0)

( ) (0) (1 ( ))

( ) (0) ( )

t t

t k t

k

V t V k z dt gN k kdt

k z dt gN k dk k k t

− = − − +

= − − + −

∫ ∫
∫ ∫

(11) 

Then we got 

 

( )2
10 (0)

( ) ( )

(0) ( ) (0)

t k t

k
V t k z dt gN k dk

k k t V

= − −

+ − +

∫ ∫  (12) 

With the help of the characteristic of Nussbaum gain 
method, it is easy to prove the system is bounded and stable. 

Now the stability of the one order system with common 
Nussbaum gain method and Bounded Nussbaum gain method 
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is proved , then the stability of using the Nussbaum-k type 
function is discussed as below. 

First, we assume g is a bounded time-varying 
parameter in the close interval[-1/K,1/K], and we set ( )N k in 
Equ.(12) as a Nussbaum-K type function, then ( )k t  can be 
proved bounded as follows. 

We use the apagoge and assume ( )k t is unbounded. 
First, we assume ( )k t →+∞ , then according to the 
characteristic of ( )N k , we have 

0

1limsup ( )
s

s
N x dx K

s→∞
>∫

 

It means that there exists ( )k t such that 

( )

(0)
( ) ( )

k t

k
N k dk Kk t>∫

 

Meanwhile according to the mean value theorem of 
integration and the characteristic of Nussbaum gain function, 
there exists ( )k t such that 

( )

(0)
( ) ( ) 0

k t

k
gN k dk k t> >∫

 

Then we get 

 ( ) ( ) (0) 0V t k t V≤ − + <  (13) 

So it is obviously contradict with a definition of 
Lyapunov function. 

Then we assume ( )k t →−∞ ,  

0

1liminf ( )
s

s
N x dx K

s→∞
< −∫

 

Then there exists ( )k t such that 

( )

(0)
( ) ( )

k t

k
N k dk Kk t> −∫

 

Meanwhile, according to the mean value theorem of 
integration and the characteristic of Nussbaum gain function , 
there exists ( )k t such that 

( )

(0)
( ) ( ) 0

k t

k
gN k dk k t− − <∫

 

Then we have 

 ( ) ( ) (0) 0V t k t V≤ − + <  (14) 

So it is also contradict with the definition of the 
Lyapunov function. Then the above assumption that ( )k t is 
unbounded does not hold.  

Above all , we get ( )k t is bounded. And with the help 
of Baralat lemma, it is easy to prove that the system is stable. 

4 Example and simulation 
According to the above control law design, we 

choose 12zk = and set the desired value as 5dx = , and the 
unknown control gain is defined as follows 

1.5 10
1.5 10

t
g

t

≤⎧ ⎫
= ⎨ ⎬− >⎩ ⎭  

The simulation result can be showed as Fig. 1 to Fig.4 
by using the common Nussbaum gain method. And choose 

2bK =  and use the bounded Nussbaum gain method, the 
simulation result can be showed as Fig.5 to Fig.8. 
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Fig. 1 Curve of tracking response 
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Fig. 2  Curve of control 
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Fig. 8  Curve of ( )N k  

 

By the comparing of the above two methods, we can 
make a conclusion that the control signal is obviously 
reduced by using the bounded Nussbaum gain method. Also 
the Nussbaum gain ( )N k  is reduced and meanwhile the gain 
of the whole system is reduced. 

With further simulation, we find that when we set the 
unknown control direction as 

3 10
3 10

t
g

t

≤⎧ ⎫
= ⎨ ⎬− >⎩ ⎭  

Although we use the same simulation algorithm and 
simulation step, it is necessary to reduce the simulation step 
when the simulation program with common Nussbaum gain 
method reach the time of 10.021 second，but the simulation 
can be successfully completed without reducing the 
simulation step by using the bounded Nussbaum gain method. 

5 Conclusions 
 In this paper, a novel concept, which is called Bounded 
Nussbaum gain function, is proposed. It is different from the 
common Nussbaum gain functions that the gain of the 
function is bounded. Also, it still satisfies the characteristics 
of Nussbaum gain method. So it is a totally special Nussbaum 
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gain function which can reduce the gain of the whole system. 
Also the stability of the controller with the bounded 
Nussbaum gain method is given in this paper. And the 
comparison in simulation between the common Nussbaum 
gain method and the bounded Nussbaum gain method 
obviously show the advantage and effectiveness of later 
method. We will try to research other complex factors such as 
system damping characteristics in our future work. 
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Abstract: Tool state in the CNC milling machines will determine 

the product quality. An efficient tool state monitoring system will 

protect machinery from severe damages. For determining the state of 

the cutting tools in a milling machine there is a great variety of 

models in the industrial market, however those systems are not 

available for all companies because of their high costs and 

requirements of modifying the machining tool in order to attach the 

system sensors in the machine. This paper presents a sensorless 

intelligent dual system which classifies the cutters status in a CNC 

milling machine. The tool state is mainly determined through the 

analysis of the cutting forces drawn from the spindle motors currents. 

The tool classification is made by a Supervised SOM (Self Organized 

Maps), a MLP (Multilayer Perceptron) or both, achieving a 

reliability of 98%.  

 
Keywords: tool ware, wavelet transform, supervised SOM, Multilayer 

Perceptron, tool monitoring system. 

 

 

1 Introduction 

 

One of the main objectives of any company is to satisfy the 

customer needs by producing high quality products, optimizing 

costs by improving the manufacturing processes. In order to 

achieve the quality specifications it is important to eliminate 

variations during the production processes. For manufacturing 

companies the use of on line tool condition monitoring systems 

is essential in order to detect either breakage or tools ware to 

avoid poor quality production pieces due to the state of cutting 

tools and even preventing damage of machines. 
 

Neural Networks (ANN) is one of the most common and 

reported methods used in monitoring systems that classifies tool 

state, it is widely used because of  its adaptive learning, self-

organization, fault tolerance and real-time operation, providing 

good solutions for classification or decision making problems. 

Examples of ANNs applied to tool condition classification are 

found in [1], [2], [3] and [4]. 

 

Literature suggests that exists a correlation between cutting 

forces (static and dynamic) and tool wear [5], and those 

parameters may be studied in several forms, such as the based on 

changes of friction force between cutting tools and workpieces 

[6]. In several works it has been decided to analyze the cutting 

forces in order to determine the level of tool wear [7], [8], [2] 

and [3]. In order to evaluate cutting forces [9] and [10] 

developed simulation models that determine cutting forces with 

more precision than analytical models due to the application of 

Multi Layer Perceptron (MLP). 

 

The use of sensors is common, however, their application is 

limited because of the narrow operating range defined by the 

manufacturer, and usually system designs are made considering 

specific work conditions, which do not allow adjustments of 

manufacturing operations. In many occasions it is necessary to 

make machine modifications to place sensors. All those negative 

aspects are not presented in the proposed system because of its 

sensorless operation. It is presented the proposal of an intelligent 

system, with low cost and easy incorporation to the original 

process to classify physical condition of the cutting tool in a 

milling machine, helping to prevent defects in the working pieces 

and avoiding severe damage on the machine tool. 

 

This paper is organized as follows: Section 1 introduction, 

Section 2 is related to the monitoring system, and finally in 

Section 3 conclusions are presented. 

 

2. Development 
 

2.1. Monitoring System. 

 
A retrofitted CNC milling machine, model FNK25, with a 

head tool of two carbide inserts was used for testing the 

intelligent classifier. The correct set up of cutting parameters is 

an important step in the milling process. Parameters selection 

depends on the material hardness, type of cutter and work piece 

finish, among others. This choice will determine whether or not 

the final product meets the quality specifications (dimensions, 

finish, etc.). The stages that compose a milling process are 

shown in figure 1. 

 

The milling parameters are shown in Table 1. The milling 

process was made on ASTM-4130 steel, and using cutters of 

different states such as new (good conditions), worn (with 

several degrees of wear) and broken. 
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Figure 1. Stages of a milling process 

 
Table 1. Milling parameters 

 

 

Values of spindle speed, depth of cut and feed rate were varied 

between the ranges shown in table 1 for each case. Signals 

from the motor spindle driver were acquired to determine the 

cutter status; these signals are a direct representation of the 

cutting forces. A Tektronik MSO4000 oscilloscope was the 

instrument used to acquire the signals. Finally, to obtain the 

neural networks inputs, a features extraction from the acquired 

data was made by digital signal processing techniques. Figure 2 

represents the general system stages. 

 

 
Figure 2. Monitoring system stages 

 

 

 

 

 

 

2.2. Data Acquisition. 
 

As mentioned before, the cutting forces will be the main 

parameter to be analyzed [11]; one of the points where is 

possible to acquire these signals is the spindle motor. Thus for 

avoiding the use of sensors, in this research the motor driver is 

proposed as the data source. The original signal presents the 

cutting force as its main component; however, it is important to 

mention that signals from the servo driver have severe noise 

interference by the ball-screw and the switching noise due to 

the associated digital systems [12]. Because of this, previously 

to the digital processing is necessary to filter the spindle 

current signals. Figure 3 shows the signal processing system, 

which was used to obtain the cutting forces. 

  

 
Figure 3. Experiment setup 

 

For noise elimination, the original signal was filtered using a 

band-pass filter. A Finite Impulse Response (FIR) digital filter 

was chosen because it has a linear phase response. Table 2 

presents the parameters of the applied filter; this was designed 

using the filter design and analysis tool from MatLab.  

 
Table 2. Filter parameters 

Filter characteristics 

Filter type Bandpass 

Design method Kaiser window 

Sampling frequency  6250 Hz 

Order Filter 20 

Cutoff frequencies fc1  20 Hz  

 fc2  138 Hz 

 

Figure 4 displays an unfiltered signal (a) and its corresponding 

filtered signal (b). The filtering process removes noisy 

components and preserves the embedded cutting force. 

 
 

To consolidate the classification process a data compression 

procedure was performed. This was done by the Wavelet 

Transform (WT), which implements a mapping of the time-

domain to a time-scale representation, preserving the temporal 

aspect. The figure 5 shows a signal with different compression 

levels by applying a Daubechies-5 Wavelet function, it can be 

seen that those levels have the same pattern but a different 

resolution. The maximum transformation level is determined 

by the desired resolution, for this study the fifth level was 

selected, this allows to achieve a data reduction from 1024 to 

only 32 points per sample. 

 

Parameter Value  

Spindle speed 300 – 450  rpm  

Cutting depth 1 – 1.5  mm  

Feed rate 100 - 120  mm / min  
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Figure 4. (a) Unfiltered signal. (b) Filtered signal. 

 

 
 
Figure 5. Data compression levels. The Y-axis represents the cutting 

force and the X-axis is the sample number 

 

 

 

 

 

2.3. Intelligent Classification. 
 

In order to select the optimal networks for tool state 

classification, several Multi Layer Perceptron (MLP) type 

networks with supervised training were tested. Self-Organizing 

Maps (SOM) with supervised and unsupervised training were 

supervised, this represents a significant variation because SOM 

networks are usually unsupervised trained. Some of the tested 

MLP networks included [3, 10, 10, 3], [3, 8, 8, 3], [3, 8, 12, 3] 

and [3, 8, 10, 3] structures. Figure 6 shows one of the MLP 

tested. The activation function is a sigmoid function and 

learning rate of 0.2.  

 

It was decided to test a SOM network as classifier, due to its 

low sensitivity to noise, it is an appropriate tool to classify this 

kind of signals. Some of the analyzed structures were [4, 4], [4, 

8] and [8 8], these were trained using both supervised and 

unsupervised learning. The supervised training was made 

adding a supervisor agent, which is an array of [N 1], where N 

is the number of existing classes. Figure 7 shows a [4, 4] SOM 

network with a neighborhood of 1. 

 

 
Figure 6. Multilayer Perceptron [4 8 8 3]. 

 

 
Figure 7 SOM-type artificial neural network [4,8], with neighborhood 

1 

 

The classifier was tested using two different kinds of ANNs 

with different size and training types. There are differences in 

the networks performance, but they are not significant. As 

summary, the Table 3 shows the achieved error during the 

training of the MLP networks and Table 4 shows the error 

using ANN SOM supervised. 
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Table 3. Error of MLP networks 

Cutting depth 

(mm) 

Feed rate 

(mm/min) 

Spindle speed 

(rpm) 

Epoch Neuron in 

hidden layers 

Error 

1 100 300 1000 [8,8] 0.001397 

1 100 450 1000 [8,8] 0.001298 

1 120 300 1000 [10,10] 0.00099 

1 120 450 1000 [10,10] 0.00099 

1.5 100 300 1000 [8,10] 0.00099 

1.5 100 450 1000 [8,10] 0.00099 

1.5 120 300 1000 [8,12] 0.00099 

1.5 120 450 1000 [8,12] 0.00099 

 

Table 4. Error of MLP networks 

Cutting depth 

(mm) 

Feed rate 

(mm/min) 

Spindle speed 

(rpm) 

Epoch Structure Error 

1 100 300 1000 [4,4] 0.001197 

1 100 300 1000 [4,8] 0.001318 

1 100 300 1000 [8,8] 0.00099 

1.5 120 450 1000 [4,4] 0.00199 

1.5 120 450 1000 [4,8] 0.00099 

1.5 120 450 1000 [8,8] 0.00099 

 

 

Figure 8 shows the way as the error decreases, there is not an 

important difference among the obtained errors when the 

number of neurons in the hidden layers is bigger than 8. The 

neural network that is considered as suitable for using in the 

proposed intelligent classifier should have at less eight 

neurons in the hidden layers. For validating the network 

performance two types of inputs were tested, signals 

previously used during the training and signals not used for 

the training process. Figure 9 shows the convergence of the 

ANN SOM supervised and unsupervised. 

 

Figure 8. Error during neural networks training 

 

 
   Figure 9. Error during neural networks training 

 

For testing the monitoring system we can use one, two or 

both ANNs (MLP and SOM supervised). Some of the worn 

cutters were used during the training. To guarantee a good 

classification system it must identify either a broken or worn 

cutter. Figure 10 shows some results of correct 

identifications. 
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Figure 10. Status classification of tool using two and one 

ANN. 

 

 

3. Conclusions 
 

Cutting force variations have been correlated to the tool wear 

by using one or two Artificial Neural Network, as a 

consequence the correct classification of the cutting tool 

condition is achieved. The ANNs approach had made 

possible the online and fault tolerant monitoring of the tool, 

besides the system presents the advantage of not having to 

stop the machine for knowing the tool condition. From test 

using both training types, the SOM supervised obtained a 

faster convergence than SOM unsupervised. The presented 

tool condition monitoring system is sensorless, thus the 

machinery will not be modified if the system is attached to its 

structure. 

 

There is not a significant difference in the achieved error 

when the MLP networks have a size more than [8, 8] neurons 

in the hidden layer, or when del SOM has an structure [8,8]; 

however, computationally it represents a considerable 

difference in resources consumption, for that reason is not 

appropriate to comprise more neurons. So this is the suitable 

size for a network which is going to be considered as 

classifier in the proposed system. 

 

The proposed neural network is able to classify breakage 

levels greater than 0.3 mm with a confidence level of 98%, 

with the same confidence level it also determines the good 

condition of the tool. The wear tool can be resolved with an 

efficiency of 94% when the wear is greater than 0.25 mm. Its 

reliable confidence level avoids the damage to the machinery, 

the tool and the piece, which is the main objective of a tool 

condition monitoring system. In the worst case if the 

monitoring system fails the workpiece will need to be re-

worked with a new cutting tool, since the damage will be just 

a piece of a lower quality finish. Future work will try to 

identify two levels of wear tool, in addition to the breakage 

and the good working conditions. 

 

The maximum compression level of the signal was achieved 

with five levels of data processing. To verify that the original 

signal may be recovered, an inverse wavelet transformation 

was made, verifying that the signal is completely recoverable. 
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Abstract - Since digital devices such as computers are 

vulnerable to attack by criminals, digital forensics is very 

important. Understanding digital forensic procedures 

will help to capture vital information which can be used 

to prosecute an intruder that compromises a digital 

devices or network. A large amount of information is 

produced, accumulated, and distributed via electronic 

means.  It is necessary for forensic experts to increase 

their abilities to gather evidence from digital devices. 

Also, implementing security mechanism and guidelines to 

digital forensic investigative process is needed to 

correctly analyze evidence. The advancement of the 

digital forensic investigation requires a new design, 

improved mechanism and processes. Forensic experts 

are faced with growth in data. Huge amount of data has 

expanded and grown in recent years and attempts to 

consume the storage space available. There is need to 

understand the importance of a digital forensic 

investigative framework.  

 

Keywords: autonomous coding,  security 

mechanism,  security threat, data processing, 

investigative framework 

1. Introduction 

Digital forensic has been defined as the use of 

scientifically derived and proven methods toward the 

identification, preservation, collection, validation, 

analysis, interpretation, documentation and presentation 

of digital evidence derived from digital sources for the 

purpose of facilitating or furthering the reconstruction of 

events found to be criminal, or helping to anticipate 

unauthorized actions shown to be disruptive to planned 

operations (Reith et al, 2002). This definition covers the 

broad aspects of digital forensics from data acquisition to 

legal action. It describes digital forensics as a synonym 

for computer forensics, and defines it as the use of 

scientific methods toward the preservation, collection, 

validation, identification, analysis, interpretation, 

documentation, and presentation of digital evidence 

derived from digital sources for the purpose of 

facilitation helping to anticipate unauthorized actions 

exposed to be disrupting intended operations. The 

influence of information technology is pervasive in our 

private and professional lives. The use of the internet, 

email and chat groups has changed the ways in which 

interaction is carried out as a society. This important 

change is also apparent in organizations and the 

economy. The information technology has become the 

foundation for communications, banking, transformation 

etc. However, this has been capitalized on by the criminal 

in the society. Today, traditional criminal investigations 

need to be supported with digital evidence collection 

tools and techniques. This need has led to the 

development of digital forensic science and specifically 

computer forensic. The aim of this research is to study 

the main activities or processes necessary for digital 

forensic investigation and to examine existing digital 

forensic models and the importance and need for an 

investigative framework. The research also identifies the 

need of a security mechanism that contributes to a good 

security level of digital forensic investigation process and 

as a measurement tool for integrity of digital object. 

2. Digital Evidence 

Digital evidence is by nature fragile. It can be altered, 

damaged or destroyed by improper handling or improper 

examination. It is easily copied and modified, and not 

easily kept in its original state, precaution should be 
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taken to document, collect, preserve and examine digital 

evidence (Carrier, 2003).  Buttressing this point is 

looking at one of the research carried out by (Sommer, 

2009) he emphasized that data from computer can be 

accurately preserved and presented in court and like 

every other evidence digital evidence must be authentic, 

accurate, complete and convincing to juries, digital 

evidence is different from every other evidence in that it 

can change from moment to moment within a computer 

and along a transmission line, it can easily be altered 

without trace and can be changed during evidence 

collection. The main problem is how do expert measure 

the reliability of digital evidence? 

Digital evidence is a data of investigative value that is 

stored on or transmitted by a digital device. Therefore 

digital evidence is “hidden” evidence in the same way 

that Deoxyribonucleic Acid (DNA) or fingerprint 

evidence is hidden. In its natural state, digital evidence 

cannot be known by the content in the physical object 

that holds such evidence. Investigative reports may be 

required to explain the examination process and any 

limitation (Pollitt, 2007). Digital forensic techniques are 

used primarily by private organisations and law 

enforcement agencies to capture, preserve and analyze 

evidence on digital devices. Digital evidence collected at 

a crime scene has to be analyzed and connections 

between the recovered information need to be made and 

proven. The search for digital evidence is a tedious task 

that consumes time. An extremely large amount of 

evidence needs to be processed in a very limited time 

frame which leads to delay in processing schedules. 

3. Digital forensic investigation 

process 

The investigative process is structured to encourage a 

complete, accurate investigation, ensure proper evidence 

handling and reduce the chance of mistakes created by 

preconceived theories and other potential pitfalls. This 

process applies to criminal investigations as well as 

public and private inquiries dealing with policy violations 

or system intrusion. Investigators and Examiners work 

hand in hand in a systematic and determined manner in 

an effort to present accurate and reliable evidence in the 

court. While in the court evidence are handed over to the 

prosecutors who scrutinize the findings and decide 

whether to continue or discontinue the case. 

A good investigative framework should aim at providing 

to the investigators and examiners, structured and precise 

logical flow of event that collectively seeks to provide: 

 Acceptance: steps or process and methods have 

earned professional consent 

 Reliability: methods used can be trusted to 

support findings. 

 Usability: the process can be repeated and 

applied by all regardless of time and place. 

 Flexibility: the process or component is easily 

modified for use. 

 Integrity: the state of evidence proven to be 

unaltered. 

 Documentation: the process is recorded from 

start to finish for testimonial evidence. 

4. Existing digital forensic model 

The first DFRWS was held in Utica, New York (2001). 

The goal of the workshop was to provide a forum for a 

newly formed community of academics and practitioners 

to share their knowledge on digital forensic science. The 

audience were military, civilian, and law enforcement 

professionals who use forensic techniques to uncover 

evidence from digital sources. The group created a 

consensus document that drew out the state of digital 

forensics at that time. The group agreed and among their 

conclusions was that digital forensic was a process with 

some agreed steps. They outline processes such as 

identification, preservation, collection, examination, 

analysis, presentation and decision (Palmer, 2001). Some 

of their identified matrixes were identified by the group 

as fundamental processes, although many will debate the 

forensic nature of each step of the process. This can be 

called a comprehensive or an enhanced model of the 

Department of Justice (DOJ) model because it was able 

to cover stages that were not covered in any previous 

model, such as presentation stage. The main advantage of 

DFRWS is that it is the first large-scale organisation that 

is lead by academia rather than law enforcement, this is a 

good direction because it helps define and focus the 

direction of the scientific community towards the 

challenge of digital forensic, but the DFRWS model is 

just a basis for future work.  

Reith et al (2002) examined a number of published 

models/framework for digital forensics. The basis of this 

model is using the ideas from traditional (physical) 

forensic evidence collection strategy as practiced by law 

enforcement (e.g. FBI). The authors argued that the 

proposed model can be term as an enhancement of the 

DFRWS model since it is inspired from it. Using this 
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model, future technologies and the technical details 

required to forensically analyse them can be instantiated 

to provide a standard methodology for providing 

electronic evidence (Reith et al, 2002). This will improve 

the science of forensic because it involves a basis for 

analysing new digital technology while at the same time 

provide a common framework for law enforcement and 

the judicial system to feasibly work within a court of law. 

Carrier and Spafford (2003) proposed a model, which the 

authors provide a review of previous work and then map 

the digital investigative process to the physical 

investigation process. The model known as the Integrated 

Digital Investigation Process was organised into five 

groups consisting of 17 phases.  End to End Digital 

Investigation adopted by (Stephson, 2003) consist of 9 

activities. It combined an extended digital forensic 

investigation process. The model takes into account the 

source of the incident, destination of the incident and the 

intermediate devices along the path through the network 

Baryamueeba and Tushaba (2004) suggested a 

modification to Carrier and Spafford’s (2003) Integrated 

Digital Investigation Model. The model is known as 

Enhanced Digital Investigation Process, the authors 

described two additional phases which are traceback and 

dynamite which seek to separate the investigation into 

primary crime scene (computer) and secondary crime 

scene (the physical crime scene). The goal is to 

reconstruct two crime scenes to avoid inconsistencies. 

Ciardhuain (2004) argues that the existing models are 

general models of cybercrime investigation that 

concentrate only on processing of evidence in cybercrime 

investigation. The author proposed an extended model 

for cybercrime. It provides a good basis for 

understanding the process of cybercrime investigation, 

tackling certain activities such as presenting the 

information flow in an investigation and captures its full 

scope and not just processing the evidence. Even though 

the model was generic, it concentrated on the 

management aspect. The author argues that the available 

models are generic model of cybercrime investigation 

focusing on investigative process such as gathering, 

analysing and presenting the evidence. The model is 

designed to assist public and corporate forensic 

investigations. The model assists in the development of 

model investigative tools. The investigative tools for 

conducting investigation are not provided.  

Freiling and Schwittany (2007) proposed a model for the 

purpose of introducing a new process framework to 

investigate computer security incidents and its aim is to 

combine the two concepts of incident response and 

computer forensic to improve the overall process of 

investigation. The framework focuses generally on the 

analysis of digital evidence. Perumal (2009) proposed a 

model that clearly defines that the investigation process 

will lead into a better prosecution as the very most 

important stages such as live data acquisition and static 

data acquisition has been included in the model to focus 

on fragile evidence. Polli et al (2010) proposed a generic 

model for network forensic analysis based on various 

existing digital forensic model, it covers tools, process 

model and framework implementation. This was 

specifically for the network based investigation. 

The Systematic Digital Forensic Investigation Model 

proposed by (Agawal et al, 2011).  This model has been 

developed with the aim of helping forensic practitioners 

and organizations for setting up appropriate policies and 

procedures in a systematic manner. The proposed model 

in this paper explores the different processes involved in 

the investigation of cyber crime and cyber fraud in the 

form of an eleven stage model. The model focuses on 

investigation cases of computer frauds and cyber crimes. 

The application of the model is limited to computer 

frauds and cyber crimes. 

The Relational Reconstruction model was proposed by 

(Ademu et al, 2011). The model identifies the need for 

reconstrcution and interaction. The investigator should 

have consistent interaction with all resources for carrying 

out the investigation. Knowing the need of the victim and 

determined to meet the need is important. Better case 

goal can be defined. Optimal interaction with tools used 

by an investigator is very important. Tools need to be 

used by people who knows how to use them properly 

following a methodology that meets the legal 

requirement associated with the particular jurisdiction. 

Investigators need to have the patience, to stay on the 

target and have to learn any new techniques while 

performing an investigation. Very little testing has been 

formalized in this field for the specific need of digital 

forensic, investigators wishing to be prudent should 

undertake their own testing methods and this should be a 

normal part of the process used in preparing for legal 

matters and this should also meet the leal requirement of 

the jurisdiction. The model also help capture the 

expertise of investigation as a basis to the development of 

advanced tools incorporating techniques such as 

identifying the Visual Basic Integrated Development 

Environment with a set of rich features which are likely 

to be required for developing tools that can assist digital 

investigators during digital forensic investigation.   

5. Why the need for investigative 

framework 
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Digital evidence is admissible in court as long as the 

process used to produce the evidence is known to 

produce reliable results. According to Kruse II (2002), 

the basic forensic methodology known as the three A’s is 

evidence must be acquired without altering or damaging 

the original, investigator must authenticate that recovered 

evidence is the same as the originally seized data and 

data must be analyzed without modifying it. Digital 

evidence must not be modified or damaged during any 

part of the investigation process. Hash sums should be 

calculated on collected digital evidence data, and also the 

source of the evidence and compared to ensure the 

authenticity and integrity of the data.  

An investigative framework should provide a process for 

conducting a digital forensic investigation. There are 

multiple factors complicating the investigative process. 

The more clearly the investigative process is defined, the 

more likely an investigation will be successful if such 

process is used for investigation (Ademu et al, 2012). An 

investigative framework, properly thought out and 

constructed would give a step by step process for 

conducting an investigation into a suspected digital 

device. A clear and structured process will allow 

investigators and examiners determine early in the 

investigation that an attack has occurred and it can also 

lead them to a final conclusion Casey (2002). It is 

important to know that this does not imply that all such 

conclusions are successful. A worrying large percentage 

of investigation ends with the conclusion that the victim 

was attacked, but the source of the attack cannot be 

determined. 

Casey (2004) discussed that the U.S. Supreme Court 

provides certain criteria in the Daubert vs. Merrel case 

that may be used as guidelines by courts to determine 

whether or not evidence is admissible in court. 

Conventional applications in the jurisdiction therefore 

have to adhere to the requirements stipulated by the 

Daubert standard to allow the evidence they collect to be 

admissible in court. Few investigators have the time and 

skill to evaluate and analyze their chosen tools to 

determine whether or not it obeys the rules of the criteria 

stated by the Daubert standard. Even though the tools 

obeys the rule to the criteria and perform well in a trusted 

environment, they may give inconsistent results in an 

untrustworthy environment Casey (2004). This is because 

some software applications rarely contain all the 

operating logic needed to perform basic functionality that 

can be supplied by external drivers or the operating 

system, the application rely rather on libraries and drivers 

may be compromised to produce results that are 

inconsistent with the digital evidence. 

6. Impact of security threat on 

investigative framework 

Since digital devices such as computers are vulnerable to 

attack by criminals, security inclined digital forensics is 

very important. Understanding digital forensic 

procedures and techniques will help to capture vital 

information which can be used to prosecute an intruder 

that compromises a digital device or network. Also, 

deciding on the specific tools for computers or other 

digital devices that are needed to correctly analyse 

evidence is crucial. There is great need for information 

security guidelines integrated in the investigation process 

that can assist in establishing digital evidence.  

 

Chaikin (2007) raised the issue of reliability as a 

limitation of digital evidence. The author explained that 

cyber attackers are rarely held accountable for their 

illegal actions, and one explanation for the lack of 

successful prosecution of cyber attackers is damage on 

digital evidence. Digital evidence is different from 

evidence created, stored, transferred and reproduced from 

a non-digital format. Digital evidence is temporary 

(short-lived) in nature and can easily be manipulated and 

this characteristic of digital evidence raises issues as to 

its reliability. Since courts have become more familiar 

with the vulnerabilities of digital evidence, they 

scrutinise the reliability of digital evidence with specific 

emphasis on its content and processes of gathering the 

digital evidence. The defence counsels increasingly 

challenge both the admissibility and the weight of digital 

evidence. There is need for improved competencies in 

handling digital evidence. As the role of information 

technology expands, so has the importance of 

information security. The increase in the use of 

information technology has led to the appearance of new 

areas of vulnerability. Although more time and effort is 

being put into developing security products, the potential 

consequences of security failure are also growing.    

 

As computer and network play an increasingly important 

role in businesses and for digital investigation, so have 

been the dangers of malicious software. Also, as the 

computing industry has grown larger, the market has 

become dominated by a few leading brands. A malicious 

program that exploits bugs or vulnerabilities in one of 

those market leaders is a threat to thousands of 

organisations (Champlain, 2003). Since digital devices 

such as computers are being used by digital investigators, 

there is need for investigators to understand the dangers 

of malicious code or the practices that carry a risk of 

digital evidence being contaminated and leading to 

unacceptability in the court or during internal hearings. 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 525



 

IJESAT | Mon-Mon 2http://www.ijesat.org                    

          5 

Infection of a network by malicious code can usually be 

traced back to some instances of careless or risky 

behaviour, for instance a floppy disk or other storage 

device infected with a virus can infect an investigation 

workstation. Once the workstation is infected the virus 

can spread either by itself or with human assistance to 

other workstation in the network. If a computer is 

infected with a worm for example, it may automatically 

send infected  mail attachment to all of the addresses in 

the address book. Malicious code is an increasing 

problem because the increasing complexity of programs 

has made more susceptible to attack. Also a few program 

suites dominate the market, so viruses can spread very 

quickly. Malicious code can enter the local network 

through a single workstation, but most attacks come 

through a network gateway. The network can come under 

attack in different ways, but one common way is 

importation of executable code into the network. Digital 

devices connected to the internet are also vulnerable to 

attack through their internet connections.  

One of the most important elements of information 

security is protecting the computer network and users 

from malicious code. The internet is infested with viruses 

and worms that can do a lot of damage to the computers 

and most importantly to the data they store. Increasingly 

is the continuous experience of cybercrime threats. The 

growth of threats indicates that more types of threats will 

be faced. Also, there will be continuous need for 

countermeasures of security to control them. The nature 

of this countermeasures might be technological 

operational. The following are important security 

measures required for digital forensic investigation 

process: 

 

6.1 Application and Content Based Security 

Security technologies have important role in securing the 

systems and applications supporting the major aspect of 

digital forensic investigation processes. Technologies 

such as Antivirus, Firewalls, Cryptography and Security 

Protocol (Anderson, 2001) contribute to the success of 

the digital forensic investigation process by providing 

those involve in digital investigation high trust for the 

digital evidence collected. In a case of not having all, 

some or any of the security measures will have a negative 

impact and can be considered a threat on the digital 

evidence. It is important that all attachment for example 

email attachment are scanned before being opened. 

Attachment may contain code that will infect other files, 

care must be taken in working on attachment and 

executable files. 

 

6.2. Applying Software Security Patches 

It's common for security flaws to be identified in 

software that has been released  for sale to the public. 

Some of these flaws can leave the system open to attacks 

by malicious code (Champlain, 2003). Software vendors 

offer free patches to eliminate known flaws. Digital 

Investigators should ensure that all relevant software is 

updated with patches as soon as they are made available. 

Occasionally, a number of patches may be issued 

together as a service park.  

 

6.3. Avoid Using Unsecured Window Shared 

Folders 

The use of unsecured Windows shared folders should be 

avoided. Some worms for instance worms can spread 

across the network through such shares, infecting all 

hosts that have unsecured shared folders. 

 

6.4. Operational Procedure 

A good security guideline will have incident response 

process, security operational procedures. 

 

During the investigation, it was important to ensure that 

all the investigation process were conducted ensuring that 

the security mechanism were available and all necessary 

activities conducted. It is important for any investigation 

to be able to prove the integrity of digital evidence. One 

way that this can be achieved is for investigators to 

ensure that security mechanism and policies were 

followed during the investigation, And also the security 

mechanisms must be integrated in the investigation 

process to ensure that digital information are secured 

from security threats and vulnerabilities that can alter 

digital object such as the computer and its information 

hence altering the digital evidence. 

 

 

7.  Conclusions 
Digital evidence must be precise, authenticated and 

accurate in order to be accepted in the court. Digital 

evidence is fragile in nature and they must be handled 

properly and carefully. Detailed digital forensic 

investigative processes provide important assistance to 

forensic investigators in establishing digital evidence 

admissible in the court of law.  

There is need for a security mechanism that contributes 

to a good security level of digital forensic investigation 

process and as a measurement tool for the integrity of 

digital object. Malicious code or software is an increasing 

problem in digital forensic investigation because of the 

increasing complexity of programs and toolkits deployed 

has made them more susceptible to attack. Also a few 

program suites dominate the market, therefore viruses 

can spread very quickly. Malicious program can enter the 
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network through a single workstation, but most attacks 

come through a network gateway.   

This research identifies that the digital forensic 

community needs a security mechanism that will 

contributes to a good security level for digital forensic 

investigation process. The security requirement are 

identified as application and content based controls that 

recommends the need for Antivirus software, firewall, 

cryptography and security protocol for the success of 

digital forensic investigation process.  It's common for 

security flaws to be identified in software that has been 

released for sale in the public. Some of these flaws can 

leave the system open to attacks by malicious program, 

for this purpose the second step of security requirement is 

applying software security patches. It is recommended 

for relevant software to be updated with patches as soon 

as they are made available. Due to the nature of digital 

object, they can be easily contaminated by malicious 

program. It is recommended that the use of unsecured 

Windows Shared folders should be avoided. It is also 

recommended as good practice for digital forensic 

investigators to follow operational procedures during 

investigation. 

The digital forensic community needs a structure 

framework as identified in this research for rapid 

development of standard operational procedures that can 

be peer – reviewed and tested effectively and validated 

quickly. Digital forensic practitioners can benefit from 

the iterative structure provided in this research to build a 

forensically sound case and also for the development of 

consistent and simplified processes of digital forensic 

investigation that can be a guideline for standard 

operational procedure and a framework for developing 

future technology in the digital forensic investigation. 
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Abstract - This study represents a vector model of intellect 

and it also demonstrates entered by the authors the notions of 

vectors of intelligence and preparedness for a given type of 

intellectual activity and the scalar action on implementation of 

intellectual activity. Based on Field Theory, the mathematical 

substantiation of the wave nature of intelligence and 

intellectual activity has been received. The boundary value 

problem has been formulated and solved in order to assess the 

change of the condition of the student’s preparedness to 

certain intellectual activity. The solution of this problem will 

allow prediction of the development of the process of 

intellectual activity as well as to study the possibility of the 

processes of interference among separate kinds of 

intelligence. 

Keywords: Multiple intelligences, field theory, wave 

processes. 

 

Using the terminology of the theory of complex 

systems, it can be said that the intelligence of each one of us is 

a complex self-organizing system which is growing out of the 

integration of multiple heterogeneous personality traits [1]. 

The state of this system is described by a huge number of 

individual characteristics (parameters) – the number of 

degrees of freedom of the intellect. Based on the theory of 

multiple intelligence proposed by H. Gardner [2], we can 

make an assumption that the order parameters of the human 

intellect are relatively autonomous cognitive abilities by 

which people differ from each other and which make a 

significant influence on their learning and work.  

A remarkable confirmation of Gardner’s theory was 

the result of a large-scale experiment conducted by the 

researchers from the University of Western Ontario in Canada 

and the London Museum of Science [3]. That experiment was 

to study the activity of various areas of human brain. It 

showed that while solving problems of the test, the volunteers 

had stepped up many areas of the brain responsible for 

completely different functions. «We propose that human 

intelligence is composed of multiple independent 

components», the authors said following Gardner’s statement. 

 That is to say that the main feature of intelligence is 

that its manifestation can be expressed through a certain 

number of order parameters (or variables that can be observed 

in practice), defining the dimension of intelligence (a priori, it 

is possible to state that intellect has N manifestations). Any 

state of the object (intelligence) in an N – dimensional space 

can be considered as a vector whose components along the 

corresponding axes define the given intellectual state and 

express their characteristics (competences) for different types 

of intelligence.  

Setting the parameter action is an expression of the 

internal motion of a human being, the process of achieving a 

specific result while using available types of intelligence. The 

scalar quantity (Д) of an activity as of a process leading to the 

result should be connected with the change in time of an 

intellectual activity. To describe an activity, the use of one of 

the concepts of the intelligence vector (И⃗⃗ ) is insufficient. A 

competent (effective) human action in solving certain tasks 

can be defined by the preparedness of intellect to implement 

certain kinds of activity. If intelligence is a vector quantity (П⃗⃗ ) 
in a space of dimension N, then the preparedness must also be 

a vector quantity (П⃗⃗ ) in the same space (with the axes relevant 

to each type of intelligence).  

The main difference between intelligence and 

preparedness is the problem of their measurability. The 

magnitude of the vector of intelligence is fundamentally not 

the measured value, while the magnitude of the vector of 

preparedness for some components of intelligence can be 

measured, for example, an individual’s mathematical abilities 

can be measured in test points. 

When searching for solutions, a person uses a whole 

set of different kinds of intelligence, the totality of which can 

be considered as a certain hypersurface (denoted S) in the 

space of the vector of intelligence. This allows us to introduce 

the concept of the vector flow of intelligence (let us designate 

it as (Фи) as the scalar multiplication of the vector of 

intelligence (И⃗⃗ ) by the value area of the hypersurface S and 

the vector of normal (�⃗� ) to the hypersurface S: 

Фи = И⃗⃗ 𝑆�⃗� = И⃗⃗ 𝑆    (1) 

The value of the (Д) should be greater, the greater and 

faster the time variation of the flux of intelligence (Фи) is. In 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 529



the proposed approach of the values of Д and Фи should be 

connected as follows:  

Д =
𝜕Фи

𝜕𝑡
   (2) 

where t – is time, and 
𝜕Фи

𝜕𝑡
 defines the rate of the change in 

intellectual activity, and the value  

Фи = ∫ И⃗⃗ 𝑑𝑆 .   (3) 

If the value of the action (Д) can be determined 

through the operations with the vector of intelligence (И⃗⃗ ), then 

it must also be determined through the operations with the 

vector of readiness (П⃗⃗ ): 

Фи = П⃗⃗ 𝑆�⃗� = П⃗⃗ 𝑆    (4) 

In the construction of the hypersurface S in N – 

dimensional space of the variables which express the 

manifestations of intelligence, the hypersurface should be 

limited to the closed–loop L. According to the models of 

vector analysis we can introduce the concepts of the 

circulation of the vector of intelligence (И⃗⃗ ) and the vector of 

preparedness  (П⃗⃗ ) along the closed–loop L. 

Д = 𝛼1 ∫ П⃗⃗ 𝑑𝑙  where ∫ П⃗⃗ 𝑑𝑙  determines the circulation 

of the vector of preparedness in the closed–loop L, and  1 – 

is a coefficient of proportionality and dimension which 

transmits the measure units of circulation into the activity 

units. 

On the other hand 

 Д =
𝜕ФИ

𝜕𝑡
=

𝜕

𝜕𝑡
∫ И⃗⃗ 𝑑𝑆 = ∫

𝜕И⃗⃗ 

𝜕𝑡
𝑑𝑆    (5), 

 the value 𝑑𝑆 , does not depend on time t. In this case, we can 

use the value representation of  𝑑Фи = ∫ И⃗⃗ 𝑑𝑆 . 
Using these relations we can write down that: 

∫
𝜕И⃗⃗ 

𝜕𝑡
𝑑𝑆 = 𝛼1 ∫ П⃗⃗ 𝑑𝑙     (6) 

Application to circulation of the vector of preparedness 

of Stokes’ Theorem allows us to write down the followed: 

𝛼1 ∫ П⃗⃗ 𝑑𝑙 = 𝛼1 ∫ 𝑟𝑜𝑡П⃗⃗ 𝑑𝑆 = ∫
𝜕И⃗⃗ 

𝜕𝑡
𝑑𝑆 .   (7), 

Since the variable and the region of integration in the 

last two integrals are the same, then: 
𝜕И⃗⃗ 

𝜕𝑡
= 𝛼1𝑟𝑜𝑡П⃗⃗       (8), 

It should be noted that the rate of the change of the flux 

of the vector of preparedness can be reduced in proportion to 

the size of the stream itself (
𝜕ФП

𝜕𝑡
~ − ФП), that is connected to 

the fact that the greater the stream of the vector of 

preparedness is, the harder and harder it is to maintain its 

change in time (it requires more and more resources). 

In accordance with the above methodology, we can 

write down the followed: 
𝜕ФП

𝜕𝑡
= ∫

𝜕П⃗⃗ 

𝜕𝑡
𝑑𝑆 = −𝛼2 ∫ И⃗⃗ 𝑑 𝑙 − 𝛼3Фп =

−𝛼2 ∫ 𝑟𝑜𝑡И⃗⃗ 𝑑𝑆 −𝛼3 ∫ П⃗⃗ 𝑑𝑆       (9) 

where ∫ И⃗⃗ 𝑑𝑙  – is the circulation of the vector of intelligence 

in the closed-loop L, which characterizes the local state of 

intellect and stimulates further change of its preparedness. 

And 2 – is a coefficient of proportionality and dimension 

taking the units of measure of the circulation of the vector of 

intelligence in the rate of change of the units of measure of the 

flux of the change of the vector of preparedness, and 3 – is 

the aspect ration and dimension transforming the units of 

measure of the vector of preparedness into the units of 

measure of the change of flux of the vector of preparedness. 

The use of Stokes’ Theorem in this case leads to the following 

result: 
𝜕П⃗⃗ 

𝜕𝑡
= −𝛼2𝑟𝑜𝑡И⃗⃗ − 𝛼3П⃗⃗        (10) 

Let us act on both sides of the equation (1) using the 

operator 𝑟𝑜𝑡 and let us express 𝑟𝑜𝑡И⃗⃗  from the equation (10) 

and by having used differentiation in t, we obtain the equation 

(11): 

𝑔𝑟𝑎𝑑 𝑑𝑖𝑣П ⃗⃗  ⃗ − ∇2П⃗⃗ = −
1

𝛼1𝛼2
 
𝜕2П⃗⃗ 

𝜕𝑡2
−

𝛼3

𝛼1𝛼2
 
𝜕П⃗⃗ 

𝜕𝑡
    (11) 

Similarly, 

𝑔𝑟𝑎𝑑 𝑑𝑖𝑣И ⃗⃗  ⃗ − ∇2И⃗⃗ = −
1

𝛼1𝛼2
 
𝜕2И⃗⃗ 

𝜕𝑡2
−

𝛼3

𝛼1𝛼2
 
𝜕И⃗⃗ 

𝜕𝑡
    (12) 

The vector of preparedness also characterizes the fixed 

state of readiness, and in the physical sense 𝑔𝑟𝑎𝑑 𝑑𝑖𝑣П⃗⃗ = 0, 

while  grad divИ⃗⃗  can (and/or it should) be different from zero. 

Thus, the basic equations proposed on the basis of Field 

Theory Models of implementation of competences will be as 

follows: 

∇2П⃗⃗ =
1

𝛼1𝛼2
 
𝜕2П⃗⃗ 

𝜕𝑡2
+

𝛼3

𝛼1𝛼2
 
𝜕П⃗⃗ 

𝜕𝑡
     (13) 

𝑔𝑟𝑎𝑑 𝑑𝑖𝑣И ⃗⃗  ⃗ − ∇2И⃗⃗ = −
1

𝛼1𝛼2
 
𝜕2И⃗⃗ 

𝜕𝑡2
−

𝛼3

𝛼1𝛼2
 
𝜕И⃗⃗ 

𝜕𝑡
    (14) 

Let us dwell on the consideration of the equation (13). 

The equations of the form of (13) are known in Mathematics 

and Physics as the wave equations with damping which 

describe the propagation of waves in media with absorption – 

the damped waves. Thus, in this study we presented a 

rigorous mathematical justification of the wave nature of 

intellectual activity.  

In addition, the received mathematical model allows 

solving a number of applied problems. In particular, learning 

processes can be described in specific situations for given 

boundary and initial conditions of individual learning as the 

foundation for the subsequent selection of an optimal method 

of teaching. 

Education under the given conditions. A model for the 

formation of a point source of the given type of intelligence. 

 In the simplest one–dimensional case (where the 

preparedness П will be a scalar quantity), and when we 

consider the preparedness change, for example in cases of 

formation of logical-mathematical intelligence, the equation 

(13) can be written down in a scalar form: 

∇2П(𝑥, 𝑡) =
1

𝛼1𝛼2
 
𝜕2П(𝑥,𝑡)

𝜕𝑡2
+

𝛼3

𝛼1𝛼2
 
𝜕П(𝑥,𝑡)

𝜕𝑡
    (15) 

Let the boundary and initial conditions are: 
𝜕П(𝑥,𝑡)

𝜕𝑡
|
𝑥=0

= 0     (16) 

𝜕П(𝑥,𝑡)

𝜕𝑡
|
𝑥=𝐿

= 0     (17) 

 

Π(𝑥, 0) = 𝑓(𝑥) = П0𝛿(𝑥 − 𝑥0)    (18) 
𝜕П(𝑥,𝑡)

𝜕𝑡
|
𝑡=0

= 𝜑(𝑥) = 0   (19) 

We can introduce the expression for the function of 

students’ preparedness during the formation of a given type of 

530 Int'l Conf. Artificial Intelligence |  ICAI'13  |



intelligence as the function of a point source located at time 

t=0 in the point of х = x0 (formula (20)) as follows: 

 

Π(𝑥, 𝑡) =

2Π0

𝐿
𝑒−𝑏𝑡 ∑ 𝑐𝑜𝑠 {𝜋𝑛

𝑥0

𝐿
} 𝑐𝑜𝑠 {𝜋𝑛

𝑥

𝐿
}

{
 
 

 
 

𝑐𝑜𝑠 {𝑡√
𝜋2𝑛2𝛼2

𝐿2
− 𝑏2} +∞

𝑛=1

𝑏

√𝜋
2𝑛2

𝐿2
𝛼1𝛼2−

𝛼3
2

4

𝑠𝑖𝑛 {𝑡√
𝜋2𝑛2

𝐿2
𝛼1𝛼2 −

𝛼3
2

4
}

}
 
 

 
 

    (20) 

 

Figure 1 shows one of the possible graphs illustrating 

the results of theoretical calculations performed by the 

formula (20). 

 
Fig. 1. The time dependence for the wave of the formation of a 

given type of intelligence at the point source 

 

Figure 1 shows that the preparedness П(x,t) is a wave 

process with a variety of maxima of different sizes. It is 

important to note that the position of maxima of preparedness 

during the training process over time shifts to higher points, 

which is consistent with the observed in practice learning 

outcomes. The preparedness value spreads in waves in the 

domain of its definition from the initial skills (the low values 

of the parameter X) to the skills of higher level (the greater 

values of the parameter X). Such a wave can be seen as a 

process of structuring space  competences in which at first, 

simple competences (the area of low values of their parameter 

X) are formed, and then more and more complex competences 

are formed (the area of high values of their parameter X). A 

point source model is a good approximation for study of the 

evolution of a given type of intelligence in the process of its 

formation as it allows to obtain solutions for different 

conditions. In particular it is possible to consider a 

periodically operating source of training if we set its function 

S (x,t). In this case, the decision will be the convolution of the 

functions of the point source П (x,t), given by the formula (20) 

and S (x,t).  

 

Conclusions:  

 Human intelligence can be viewed as a vector in 

a field and in the space which dimension is 

determined by the number of types of 

intelligence. 

 Human intellectual activity can be seen as a 

wave process.  

 The wave nature of intellectual activity on 

formation and implementation of competences 

involves the possibility of the appearance of 

interference processes of blending skills at 

which their essential mutual strengthening takes 

place (or easing can also take place for those 

skills which are negative by nature (a positive 

education)). The interference is characteristic of 

the so-called coherent waves. This will help 

understand what features should be present in 

different processes of creating competencies so 

that they start mutually reinforcing each other. 

 The wave models of building skills and 

competences can develop new and efficient 

algorithms for control and management of 

intellectual development in particular areas. 
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Abstract An introduction to a radical new approach to solving 
the many challenges of Artificial Intelligence (AI) in 
humanoid robotics. Through the use of a Relational Robotic 
Controller (RRC) and Relational Correlation Sequencer 
(RCS) modules, including a self-location and identification 
coordinate frame, behavioral programming techniques may 
be employed to achieve human-like levels of AI for the 
identification, recognition, visualization, and comprehension 
of the input signals. Behavioral programming techniques may 
also be applied to auditory signals and to the control of a 
verbal-phoneme sound generator, to achieve human-like 
levels of AI for declarative-verbal capabilities of a humanoid 
robot. The approach described herein represents a paradigm 
shift in today’s analytical-programming methodology. 
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1 Introduction 
  By the 1950's the theoretical foundation for Artificial 
Intelligence (AI) had been established [1] [2] and Alan 
Turing, arguably, the founder of AI, posed the question: 
“When is a machine thinking?” More than 60 years later, this 
question has not been answered satisfactorily. In the discipline 
of AI, the question may be reworded to: “When does a 
machine display human-like levels of AI?” 
Alan Turing’s approach to an answer was in terms of the 
behavior of the machine. He devised a “Turing test” based on 
the conversational behavior of the machine; and deemed any 
machine that passed the test to be a thinking machine [2] [3]. 
In this paper we describe a building path for a machine that 
can reach human-like levels of AI, defined in terms of the 

behavior of the machine. It describes a behavioral 
programming approach for the design of a smart RRC based 
humanoid robot, called an RRC-Humanoid Robot. The RRC-
Humanoid Robot is a human-like robotic system, controlled 
by a proprietary Relational Robotic Controller (RRC) [4] [5] 
[6] [7]. 
 

1.1 But First, a Note About Human-like Levels 
of AI  
 
1.1.1 Human intelligence is experiential intelligence. 
Humans learn from, and remember their experiences 
throughout their lifetime.  A behaviorally programmed RRC-
humanoid robot emulates the experiential intelligence of a 
human. 
 
1.1.2 Humans have a self-location and identification 
coordinate frame that is trained from infancy to give the 
human brain a proprioceptive self-knowledge capability. Even 
a baby, with a self-knowledge capability, instinctively knows 
the location of every surface point on its body; the location of 
its flailing limbs; and by extension, the location of every 
coordinate frame point in the near space defined by its flailing 
limbs. The fundamental design characteristic of the RRC-
Humanoid Robot is a centralized hub of intelligence, a 
proprietary module that is the centralized “self location and 
identification” coordinate frame of the system. This module 
gives the RRC-Humanoid Robot a robotic form of 
proprioceptive knowledge, similar to human proprioceptive 
intelligence. In the RRC-Robot, the self-knowledge capability 
is the basis for all knowledge. 
 
1.1.3 In order to achieve contextual, or ‘self-knowledge’ of 
visual data, auditory data, olfactory data, gustatory data, and 
vestibular data, all the data obtained from those other human-
like sensors must be related and correlated with the self-
knowledge, self location and identification coordinate frame.  
 
1.1.4 The human brain relates, correlates, prioritizes and 
remembers sensory input data.  Similarly, to achieve human-
like intelligence, relating, correlating, prioritizing and 
remembering input patterns must be the essential analysis 
tool. In contrast, most robotic computers are designed to 
calculate, compute and solve problems related to sizes, 
distances, shapes, and colors of objects recorded in the Field 
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Of View (FOV) of the visual system or sensed by the other 
sensors.  
 
1.1. 5 Human intelligence is gained only from the 6 external 
sensors: tactile, visual, auditory, olfactory, gustatory, and 
vestibular sensors. These sensors provide for the 
consciousness associated with human ‘feeling,’ ‘seeing,’ 
‘hearing,’ ‘smelling,’ ‘tasting,’ and ‘balancing.’ The recording 
monitors of the RRC-Humanoid Robot emulate the external 
sensors of humans. 
 
1.1.6 In a smart RRC-Humanoid Robot, the mechanical 
robotic body and associated sensors simulate the human body 
and the human sensors. Also the control system operates in a 
manner similar to the human brain; that is, by relating and 
correlating the input data rather than computing and 
calculating distance, size, and shape. 
 

2.0 Behavioral Programming and the 
Development of Human-like AI
 Behavioral programming is achieved by training the 
humanoid robot to control its body, limbs, and verbal-
phoneme sound generator on the basis of input data from the 
six external sensors. It is an experiential supervised 
programming technique analogous to the autonomous learning 
of a human.  Behavioral programming techniques are 
employed for all the sensory input signals of the humanoid 
robot.  
For example, the tactile input signals are used to define the 
central hub of intelligence, the self-nodal map/coordinate 
frame, of the humanoid robot. The behavioral programming 
technique employed for the self location and identification 
‘self-knowledge’ coordinate frame is an itch-scratch 
methodology, wherein the robot is fully trained and 
remembers how to a) reach and touch (scratch) all points 
located on the surface of the robotic body, and all points in the 
near space surrounding the robotic body, b) to identify and 
locate all such points, and c) to identify and locate all the “end 
joint” body parts (ends of fingers, elbow, knee etc.) used to 
scratch all the itch points. When the level of training reaches 
the threshold of ‘self-knowledge,’ the Self Nodal Map 
Module and associated TSMs will facilitate the robotic 
identification and recognition of all body parts, and the 
navigation of all movable parts of the robot towards any and 
every itch point located on the surface of the robotic body and 
all points in the near space surrounding the robotic body.    
The totality of the programmed “self location and 
identification” data, stored in a TSM-memory module, is the 
basis for the “self-knowledge” level of intelligence. 
Analogous to the proprioceptive knowledge of a human, a 
RRC-Robot with a fully programmed ‘self-knowledge’ 
capability ‘knows,’ behaviorally, the location of every surface 
point of the robotic body, the location of flailing limbs, and by 
extension, the location of every coordinate frame point in the 
near space defined by flailing limbs.  

In the visual and auditory RRC-Humanoid systems, 
experiential intelligence is obtained by performing behavioral 
programming on the processed raw data coming from the 
video visual recording monitor and the auditory recording 
monitor. The raw data is processed in an Interface Circuit, 
inputted to the RRC and then behaviorally programmed to 
reach human-like levels of AI. Behavioral programming 
reaches the level of experiential human-like intelligence, 
when the RRC-Humanoid Robot demonstrates behaviorally 
that it has identified, recognized, visualized and 
comprehended in the same manner as does a human, the 
signals coming from the visual sensors, or the auditory 
sensors.  The following sections will describe the processing 
of the raw data in the Interface Circuit, and the behavioral 
programming of the processed data within the RRC-
Humanoid Robot. On completion of behavioral programming, 
the RRC-Humanoid Robot demonstrates behaviorally human-
like levels of AI for the identification, recognition, 
visualization or comprehension of the processed raw data. 
Length 

 
3.0 Processing the Visual Raw Data in the 
Interface Circuit and Behaviorally 
Programming the Processed Data.  

3.0.1 The Interface Circuit stage:  The visual raw 
data consists of the output of the two CCD arrays of the 2-
video visual cameras of the visual recording monitor. This 
data is inputted to the Interface Circuit.  The Interface Circuit 
generates a real time 3D-photometric image that is a high 
fidelity representation of the real objects that gave rise to that 
image. The Interface Circuit includes a processing stage for 
the calibration and projection of the 3D-photometric image 
onto the self-location and identification Nodal Map Module, 
the centralized ‘self-knowledge’ coordinate frame of the 
system. 
 

3.0.2 Behavioral Programming of the Calibrated 3D-
photometric Image: Once the 3D-photometric image is 
calibrated and projected onto the self-knowledge Nodal Map 
Module of the RRC, The RRC-Humanoid Robot is 
behaviorally programmed to control its body and limbs, and 
the verbal phoneme sound generator in relation to the 3D-
photometric image. The 3D-photometric image is identified, 
recognized, visualized, and comprehended by generating 
different words by the verbal phoneme sound generator or 
undertaking distinguishing body or limb actions based on the 
3D-photometric image. The following aspects of the image 
are processed: a) The rainbow of colors between the 4000 
Angstrom- purple and the 8000 Angstrom-red. b) All objects 
in the field of view of the robotic system. And c) All shapes, 
forms and colors of the 3D-objects in the field of view of the 
robotic system.  

The identification, recognition, visualization and 
comprehension of all objects, shapes, colors, and forms is 
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achieved behaviorally. The RRC-Robot behaviorally moves 
its body and limbs, and controls its verbal phoneme sound 
generator so as to distinguish the various identifications, 
recognitions, visualizations and comprehensions of all objects 
in the FOV of the visual system. 

Note: Behavioral-programming of the Auditory RRC-
Humanoid Robot generates an operational definition of the  
‘identification’, ‘recognition’ and ‘comprehension’ levels of 
AI.  Any human need merely verbally ask the RRC-Robot to 
identify, recognize, comprehend, or visualize any color or 
3D-object in the FOV, in order to obtain a response that is 
indistinguishable from the response of another human. 

For example: A person can hold an ‘apple’ in front of the 
Robot and ask the Robot to “Identify the object I am holding 
in front of you.” A fully programmed Auditory RRC-
Humanoid Robot will respond: “That is an apple.”  The robot 
could also demonstrate comprehension of the image by 
responding verbally with encyclopedic data relating to the 
object, etc. 

 
4.0 Processing the Auditory Raw Data in 
the Interface Circuit and Behaviorally 
Programming the Processed Data.  
 
4.0.1 The Interface Circuit Stage: The auditory raw data 
consists of the output of the sound receiving microphones that 
are sensitive to the auditory frequency range of zero to 20,000 
cps (simulating the human ear). When a talking sound is 
applied to the ear-like receiving microphones, they generate a 
sequence of frequencies and amplitudes as a function of time. 
These frequencies and amplitudes may be illustrated in an 
amplitude-frequency-time (a-f-t)-diagram. This (a-f-t) data is 
inputted to the Interface Circuit.  
The Interface Circuit stage performs the following functions: 
a) It processes the a-f-t data into collective modalities that 
have been selected to be characteristic of 120 phoneme-sound 
combinations present in the English language. b) With the aid 
of a spectrum analyzer, the collective modalities are tuned to 
the selected phoneme sound combinations in the English 
language, to musical sounds or to environmental noise. c) It 
performs behavioral speech processing on sequential sets of 
phoneme sounds and identifies and recognizes these 
sequential sets as “ words” or “sentences” formed by the 
person speaking to the microphones of the auditory recording 
monitor. (Note: The behavioral speech processing performed 
in the Interface Circuit stage is described in the next section). 
d) The Interface Circuit may be programmed to recognize, 
identify and correct, incorrect grammatical structures.  e) In 
addition the (a-f-t) data must be formatted within the Interface 
Circuit so that it is compatible with the RRC-Phoneme Sound 
Generator and the input to the RRC-Multi-dimensional Nodal 
Map Module [4] [5] [6] [7]. 

The final output of the Interface Circuit stage: The ‘words and 
sentences,’ music or environmental noise are inputted to their 
respective Multi-dimensional Nodal Map Modules of the 
RRC-Humanoid Robot, for behavioral programming.  
 
4.0.2 Behavioral Programming of the Words and Sentences 
Inputted to the RRC-Multi-dimensional Nodal Map Module:  
Once the words and sentences are projected to the Multi-
dimensional RRC-Nodal Map Module, the RRC-Humanoid 
Robot is behaviorally programmed to control body and limbs, 
and the verbal phoneme sound generator in relation to the 
words and sentences applied to the Multi-dimensional Nodal 
Map Module. Words and sentences are identified, recognized, 
and comprehended by behaviorally programming the RRC-
Robot to generate different words by the verbal phoneme 
sound generator or undertaking distinguishing body or limb 
actions based on the words or sentences applied to the Multi-
dimensional RRC-Nodal Map Module. The following 
behavioral programming procedures are undertaken: 1. 
Training to repeat, read, and write phoneme-sound based 
words and sentences by relating and correlating the acoustic 
content with the visual image represented by the signals. 2. 
Training the robot to comprehend the meaning of a ‘heard’ 
word. 3. Training to verbally describe experiential sensory 
data obtained from the visual, tactile, olfactory or gustatory 
sensors. 4. Training the robot to get into a ‘conversational 
Mode,’ 5. Training the robot to respond to commands, etc. 
 
 
5.0 Speech Processing by Behavioral 
Programming the Auditory RRC-
Humanoid Robot: Recognizing the Acoustic 
Sequential Set of Phoneme-signals as Phonetic 
Words and Sentences.   
5.1 The Problem:  
 The problem of converting the perceived acoustic 
spectrographic (a-f-t) properties of language into an 
identifiable phonetic structure is an ill posed problem, similar 
to the inverse optics problem [8]. There is not a simple one to 
one mapping between the acoustic properties of speech and 
the phonetic structure of an utterance. Co-articulation (the 
segmentation problem) is generally identified as the major 
source of the problem. Co-articulation gives rise to difficulty 
in dividing the acoustic signal into discrete “chunks” that 
correspond to individual phonetic segments and a lack of 
invariance in the acoustic signal associated with any given 
phonetic segment. 
Note: The usual methods for solving the problem includes 
lexical segmentation processing (co-articulation), word 
recognition processing, interactive-activation processing, 
context effect processing, syntactic effects on lexical access 
processing, lexical information and sentence processing, 
syntactic processing and intonation-structure processing. 
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5.2 The Behavioral Speech Processing Methodology for 
Solving the Inverse Auditory Problem. 
Because of the complexity in the mapping between the 
acoustic signal and phonetic structure, an experiential, 
behavioral programming methodology was developed for 
‘unpacking’ the highly encoded, context dependent speech 
signals. ‘Unpacking’ is performed in the Interface Circuit by 
programming the RRC to repeat and ‘remember’ (in the TSM-
memory modules) the ‘heard’ words and sentences of multiple 
speakers.  
Further ‘unpacking’ is performed by behavioral 
programming techniques that includes the following: First, 
by relating, correlating, associating and calibrating the heard 
verbal speech with the corresponding visual and tactile data 
obtained in the visual and tactile coordinate frames in which 
the robot is operating. Next, by training the RRC-Robot to 
be sensitive to such factors as acoustic phonetic context, 
speaker’s ‘body language,’ speaking rates, loudness and 
‘emotion laden’ intonations. The Auditory RRC-Humanoid 
Robot takes into account the acoustic consequences of such 
variations when mapping the acoustic signal into the 
phonetic structure. The problems of speaker’s ‘body 
language,’ ‘emotion laden’ intonations, acoustic phonetic 
context, speaking rates, and loudness is solved in the 
Auditory RRC by coordinating the search engines of the 
visual and tactile systems with the search engine of the 
Auditory RRC-Humanoid Robot. speaking rates, loudness 
and ‘emotion laden’ intonations. The Auditory RRC-
Humanoid Robot takes into account the acoustic 
consequences of such variations when mapping the acoustic 
signal into the phonetic structure. The problems of speaker’s 
‘body language,’ ‘emotion laden’ intonations, acoustic 
phonetic context, speaking rates, and loudness is solved in 
the Auditory RRC by coordinating the search engines of the 
visual and tactile systems with the search engine of the 
Auditory RRC-Humanoid Robot.  

 
6.0 Innovative Features of RRC-
Humanoid Robots: How the Invention 
Differs From, and is an Improvement 
Over, What Currently Exists.   

Present day humanoid robots have never before been 
programmed with human-like AI that includes human-like 
identification, recognition, visualization and comprehension 
of a) the words and sentences ‘heard’ by an Auditory RRC-
Humanoid Robot, b) the full array of sizes, distances, shapes, 
and colors of objects recorded in the FOV of the Visual RRC-
Humanoid Robot, and c) a capability to respond verbally and 
intelligently to the queries or statements spoken by humans, 
or the visual signals observed by the robot. The RRC-
Humanoid Robot does so because of innovative features that 
have been incorporated into the system. The following 
description of innovative features is divided into 3 parts; Part 
1 describes innovative features that are common to the Visual 

and Auditory RRC-Humanoid systems. Part 2 describes 
features that are unique to the Visual-RRC-Humanoid Robot. 
Part 3 describes features that are unique to the Auditory-
RRC-Humanoid Robot. 
 
6.1 Part 1-Innovative Features Common to the 
Visual and Auditory RRC-robots  

6.1.1 Incorporation of the RRC ((Rosen A, & D.B. Rosen, 
2003, 2006a,b,c): The RRC is an operating system that has 
been designed (by reverse engineering the functional 
characteristics of the human brain) to relate, correlate, 
prioritize and remember visual and auditory input data. 
Relating, correlating, prioritizing, and remembering visual 
and auditory input patterns is the essential analysis tool 
required to achieve human-like intelligence levels and to 
reduce the amount of programming required to a bounded 
number of programming steps.      

• Compared to other systems: Most other computer 
systems are artificially intelligent by calculating, computing 
and solving problems related to speech processing, or sizes, 
distances, shapes, and colors of objects recorded in the FOV 
of the visual system. They are not programmed to achieve 
human-like levels of AI. 

6.1.2 Incorporation of the Relational Correlation Sequencer 
(RCS): An RRC consists of sets of RCS-modules and 
associated memory units called Task Selector Modules 
(TSMs) that operate by relating and correlating the input 
signals and prioritizing and remembering important 
correlations. The RCS is a proprietary module described by 
Rosen and Rosen (Rosen A, & D.B. Rosen, 2003, 2006a,b,c). 

 • Compared to other systems: Most other robotic 
systems are not made up of modules specifically designed to 
relate and correlate the input signals and prioritize and 
remember important correlations. 

6.1.3 Incorporation of a Behavioral Programming 
Methodology for Training the Humanoid Robot. 

Behavioral programming is achieved by training the 
humanoid robot to control its body, limbs, and verbal-
phoneme sound generator on the basis of input data from the 6 
external sensors. It is an experiential supervised programming 
technique analogous to the autonomous learning of a human.  
The disadvantage of behavioral programming is that the RRC-
Robot must be a fully built, mechanically operational system 
before behavioral programming techniques can be initiated. 
The advantages of behavioral programming is that it yields 
human-like levels of artificial intelligence never before 
programmed into a computer, as follows: 

a) Tactile behavioral programming yields a self-
location and identification level of intelligence 
analogous to the proprioceptive intelligence and self-
knowledge of a human. 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 535



b) Visual behavioral programming yields a behavioral 
form of intelligence for the identification, recognition, 
visualization, and comprehension of visual images 
analogous to humans. As a matter of fact, the 
operational definition of human-like identification, 
recognition, visualization, and comprehension is 
derived from the behavioral programming 
methodology. 

c) Auditory behavioral programming yields a 
behavioral form of intelligence for the identification, 
recognition, and comprehension the “heard” sound 
input signals, and the capability to respond verbally 
(a behavioral control function), in the same manner 
as humans.    

d) Auditory-visual-tactile behavioral programming 
yields a behavioral form of intelligence for the 
formation of human-like abstractions and human-like 
conceptualization of the input data as related to the 
data stored in the memory system. For example, 
behaviorally, a ‘chair’ is defined as an object that the 
robot can ‘sit on.’ Then the robot is trained to 
identify and recognize these objects by behaviorally 
‘sitting on them.’ Thus a ‘bean bag,’ a bar stool, a 
recliner, or a folding chair would all be identified 
conceptually as chairs.  And the robot has thereby 
achieved a level of abstraction for the concept of a 
chair. In a similar manner the robot may be trained to 
recognize and identify common nouns representing 
such everyday objects as  ‘doors’ (a closeable 
entrance or egress opening of an enclosed space), 
table, tree, and verbs that are descriptive of ‘freedom,’ 
‘slavery,’ ‘democracy,’ and ‘totalitarianism.’ 

6.1.4 Incorporation of a Central Hub of Intelligence: The 
RRC-Humanoid Robot is programmed to perform all tasks 
relative to a self-location and identification task, performed 
by a nodal map, known as the Self Nodal Map/coordinate 
frame, and associated with one of the RCSs that make up a 
RRC. It is important to stress the word “all”, since no task 
may be performed by the system that is not related to the 
centralized Self-Nodal Map/coordinate frame. The centralized 
Self-Nodal Map coordinate frame is the central hub of 
intelligence for the system.  

 • Compared to other systems: Most other intelligent 
computer systems do not relate all the programmed tasks to a 
single centralized coordinate frame or task. Therefore it is 
much more difficult to access the diverse “knowledge-data” 
stored in the computer system. 

6.1.5 Design of a ‘Self-knowledge’ Capability: A trained 
Self-Nodal Map-coordinate frame gives the robot a level of 
intelligence that may be called robotic proprioception 
knowledge or ‘self location and identification’ knowledge. 
The totality of the programmed ‘self location and 
identification’ data, stored in a TSM- memory module, is the 
basis for the ‘self-knowledge’ level of intelligence. A RRC 
Robot with a fully programmed “self-knowledge” capability 
‘knows,’ behaviorally, the location of every surface point of 

the robotic body, the location of flailing limbs, and by 
extension, the location of every coordinate frame point in the 
near space defined by flailing limbs. 

 • Compared to other systems:  Most other computer 
systems don’t have proprioceptive knowledge or a “self-
knowledge” capability-coordinate frame to which all other 
data may be related. They do not internalize the data into a 
self-knowledge coordinate frame; that is, they do not relate all 
the programmed tasks to a single centralized coordinate 
frame. Examples of such machines, which do not have a self-
knowledge capability, are the famous Turing machine and the 
chess playing computers that always win when playing 
against a human competitor.   

6.1.6 Design of an “Awareness”-Monitoring Capability: In 
order to be capable of achieving a level of programmed 
intelligence that can be termed human-like ‘awareness’ of the 
input data, the robotic system must constantly monitor the 
sensory data throughout the operational lifetime of the robot, 
and relate the monitored data to the ‘self-knowledge’ 
coordinate frame. When tactile sensors that form a protective 
covering of the robotic body, constantly monitor the 
environment around the robotic body for any possible tactile 
activation, then robotic ‘self-knowledge’ becomes another 
level of intelligence called ‘robotic self-awareness’ of the 
tactile environment around the robot. Robotic self-awareness 
coupled with ‘self-knowledge’ of the tactile sensory data may 
lead to a behavioral robotic reaction to the data that is 
analogous to the human-like modality, the sensation of 
‘feeling touch-pain,’ associated with the pressure exerted on 
tactile mechano-receptors (pressure transducers).  

 • Compared to other systems: Most other computer 
systems designed to perform monitoring or surveillance do 
not have a human-like ‘awareness’ capability unless the 
monitored data is constantly related to a ‘self-knowledge’ 
coordinate frame.  

6.1.7 Internalization of the Data: In the RRC-Humanoid 
Robot, the sensory data obtained by any recording monitor 
must be ‘internalized’ with respect to the ‘self-knowledge’ 
memory module. Internalization means that the data from 
each of the sensors must be related and correlated with the 
self-knowledge memory module in a manner such that the 
robot develops ‘self-knowledge’ of the visual data, the 
auditory data, the olfactory data, and the gustatory data. The 
‘self-knowledge’ level of intelligence may therefore be 
gained for the auditory, olfactory, and gustatory sensors, in 
addition to the visual sensors. 

 • Compared to other systems: Most other computer 
systems do not have a ‘self-knowledge’ level of 
intelligence capability. And they certainly cannot extend 
that self-knowledge capability to other sensors. That is, 
self-knowledge cannot be extended to the visual, 
auditory, olfactory, and gustatory sensors.  
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6.1.8 Quantifying the Amount of Programming Required to 
Achieve Human-like Levels of AI: With the internalization 
process in place, achieving human-like intelligence of the 
sensory data is dependent on the amount of behavioral 
training or programming performed on a RRC-Humanoid 
Robot. It is a software development involving relations and 
correlations between signals wherein ‘robotic self-
knowledge,’ ‘robotic awareness,’ ‘robotic comprehension,’ 
‘robotic visualization,’ and ‘sensation’ generation within the 
RRC, all refer to the level of training programming of the 
various modules of the RRC. The RRC-Robot may be 
programmed behaviorally to the level of intelligence of a 
human that learns all the relational and correlational data 
taught in the public educational system grades K-I through K-
12. The number of relations, correlations, and the priority 
levels stored in the TSM-memory modules of such an RRC-
Robot increases proportionally to the data learned in grades 
K-1 through K-12. And the total ‘knowledge’ gained by the 
system may be quantified by the number of relations and 
correlations programmed and stored into the system as the 
robot is trained from grade K-1 to grade K-12.   

 • Compared to other systems:  The designers of most 
other intelligent-computer systems have never quantified the 
level of intelligence programmed into their system by the 
number of relations and correlations between the various 
sensory data inputs.  

6.2 Part 2: Innovative Features of the Visual 
RRC-Humanoid Robot. 

6.2.1 A Paradigm Shift in Methodology: Formation of a 3D-
photometric Image. The analytical-programming employed 
by the Visual RRC-Humanoid Robot is a fundamental 
paradigm shift in the methodology generally employed by 
other computer vision systems. The shift in emphasis is from 
methodologies involving calculations of image size, distance, 
shape, form, and color, to an analytical methodology 
involving the formation of a 3D-photometric image within the 
controller, and relating, correlating, prioritizing and 
remembering various aspects of a 3D-photometric image.  

In the Visual RRC-Humanoid Robot great emphasis is placed 
on the formation within the controller of a 3D-photometric 
image that is a high fidelity representation of objects/colors 
present in the FOV of the visual system. It is that image that 
is calibrated, applied to the 3D-coordinate frame defined by 
the ‘self-knowledge’ Nodal Map Module, and related and 
correlated with other input data. In the Visual RRC-
Humanoid Robot, a human-like level of visualization 
intelligence is obtained by behavioral programming 
techniques applied to relating, correlating, prioritizing, 
remembering and acting on various aspects of the 3D-
photometric image. The super-position of the visual 3D-
photometric image onto the self-knowledge, itch-scratch, 
coordinate frame, facilitates the internalization of the 3D-
photometric image and the development of the visualization 
level of AI.  

 • Compared to other systems: The formation of a 
high fidelity 3D-photometric image in the Interface Circuit of 
the Visual RRC-Robot is a unique, innovative and 
advantageous way to analyze the image, internalize the image, 
and reach the ‘visualization’ level of artificial intelligence.  
 
6.2.2 Design of an Interface Circuit Compatible with 
Human-like Levels of AI: The visual Interface Circuit not 
only generates a 3-D photometric image, it also magnifies and 
displaces the image so that it is adjusted with, and completely 
calibrated with, the Euclidean itch-scratch, self location and 
identification coordinate frame, the so called self-knowledge 
coordinate frame of the system.   
 • Compared to other systems: The interface Circuit is 
highly dependent on the Nodal Map Module input system of 
the RRC, a proprietary module of the Visual RRC-Humanoid 
Robot.  
 
6.3 Part 3: Innovative Features of the Auditory 
RRC-Humanoid Robot 
The Auditory RRC-Humanoid Robot is a Visual RRC-
Humanoid robot equipped with an auditory microphone 
monitor and verbal phoneme sound generator and 
programmed to reach human-like levels of declarative-verbal 
AI. The following innovative features are incorporated into 
the system. 
 
6.3.1 A Paradigm Shift in the Analytical-Programming 
Methodology Employed in Speech Processing Systems: The 
behavioral programming methodology employed by the 
Auditory RRC-Humanoid Robot is a fundamental paradigm 
shift in the methodology generally employed by other 
computer speech processing systems. The shift in emphasis is 
from analytical programming methodologies involving 
calculations of acoustic signal pattern that are mapped onto 
phonetic structures, to an analytical methodology involving 
experiential or behavioral programming by relating, 
correlating, prioritizing, repeating and remembering various 
aspects of the of the acoustic signals. 
 
6.3.2 Design of an Interface Circuit Compatible with 
Human-like Levels of AI: The innovativeness of the Auditory 
RRC-Humanoid Robot also lies in the design of an interface 
that facilitates a) the internalization and the human-like ‘self-
knowledge’ level of intelligence of the auditory data; b) The 
design of a multi-dimensional p-phoneme vector space, input 
to the multi-dimensional Auditory Nodal Map Module; and c) 
The incorporation of a RCS that forms a babbling Sequence 
Stepper Module to facilitate repetitive programming. 
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Abstract— Multiple-choice knapsack problem (MCKP) is a
well-known NP-hard problem and it has a lot of applications
in the real-world and theory. In this study, the Artificial
chemical reaction optimization algorithm (ACROA) that uses
integer string code is developed to solve MCKP. Four specific
reaction operators are designed to implicate local and global
search. A new penalty function that aims to force the
algorithm search in both infeasible and feasible search space
is suggested. The experiment on MCKP test set demonstrates
that ACROA is superior to GA.
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rial; multiple-choice; knapsack problem.

1. Introduction
Given m classes Ni = {1, . . . ni}, i = {1, . . . ,m} of

items to pack in some knapsack of capacity W . Each item
j ∈ Ni has a cost cij and a size wij , and the problem is
to choose one item from each class such that the total cost
is minimized without having the total size to exceed W .
The multiple-choice knapsack problem (MCKP) may thus
be formulated as:

minimize
m∑
i=1

ni∑
j=1

cijxij (1)

subject to

m∑
i=1

ni∑
j=1

wijxij ≤W, (2)

ni∑
j=1

xij = 1, ∀i ∈ {1, 2, . . . ,m}, (3)

xij ∈ {0, 1},∀i ∈ {1, . . . ,m}, j ∈ Ni. (4)

All coefficients cij , wij , and W are positive numbers, and
the classes N1, . . . , Nm are mutually disjoint.

MCKP is known as an NP-hard (Non-deterministic
Polynomial-time hard) problem [1]. The problem has a large
range of applications: Capital Budgeting [2], Menu Planning
[3], transportation programming [4], nonlinear knapsack
problems [2], sales resource allocation [3], design of infor-
mation systems [5], etc. The MCKP also appear by Lagrange
relaxation of several integer programming problems [6].

Since MCKP is an NP-hard problem. The exactly algo-
rithms have complexity time in exponential functions. The
heuristic algorithm has an advantage in finding approximate
optimal in polynomial time. One of the well-known heuristic
algorithm is GA [7]. Although GA is pioneer in solving
MCKP, yet it has a drawback that it get stack in local optima.

Recently, Artificial chemical reaction optimization algo-
rithm has been proposed in [8]. The ACROA is mimic from
chemical reaction process. The ACROA is suggested with
two encoding types: real code and binary. It is successful in
multiple-sequence alignment, data mining, global numerical
optimization, and others [8], [9].

In this study, the ACROA that uses integer string code
is developed to solve MCKP. In the proposed algorithm,
four specific reaction operators are designed to implicate
local and global search. A new penalty function that aim
to force the algorithm search in both infeasible and feasible
search space is suggested. The experiment on MCKP test
set demonstrates that ACROA superior to GA.

The rest of the paper is organized in sections: Section 3
briefly gives the original framework of ACROA, and GA.
Section 4 explains the modification of the original ACROA
to adapt it to the MCKP problem. We survey the behavior of
ACROA and compare the simulated results of the ACROA
with GA in Section 5. We conclude this paper and suggest
potential future work in Section 6.

2. Genetic algorithm
In [7], a GA is proposed to solve MCKP. A chromo-

some is presented as m genes corresponding to m classes
of items. The ith gene takes an integer number from a
mutually exclusive set ni, where Ni = {1, 2, ..., ni}, for
i = {1, 2, ...,m}. Thus the position of a gene is used
to represent class that object belong to, and the value of
the gene is used to represent the item selected from the
class. For crossover and mutation, uniform crossover and
random perturbation are used for genetic operations. For
selection, roulette wheel selection is used, it also used elitist
method. If the best chromosome of preceding population
is not selected to new population, the elitist will replace
a randomly chromosome in new population by the best
one. For evaluation, A penalty method is proposed to a
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fitness function to help the algorithm to search optimal
solution from both the feasible and infeasible sides of the
solution space. Let xk be the kth chromosome in the current
population and xkij be the corresponding decision variables,
the fitness function is given as follows.

fk(xk) =
m∑
i=1

ni∑
j=1

cijx
k
ij

The penalty coefficient pk is calculated as:

pk =

{
0 if (2) is satisfied
ψ0(
∑m

i=1

∑ni

i=1 wijx
k
ij −W ) if otherwise.

where ψ0 is the large positive penalty value. And, the
evaluation function is presented as follows:

eval(xk) =
1

fk(xk) + pk
, k = {1, 2, . . . , popsize}

3. Artificial chemical reaction optimiza-
tion algorithm

The ACROA is a heuristic method proposed by Alatas
in [8]. It inspired from the chemical reaction process. In
the chemical reaction process, the system tends toward
the highest entropy and the lowest enthalpy. The chemical
reactions possess efficient objects, states, process, and events
that can be designed as a computational method. Enthalpy or
potential energy for minimization problem and entropy for
maximization problem can be utilized as objective functions
for the interested problem.

At the beginning, a reactantNum number of reactant
(solution) is generated. In the iteration phase, when the
terminated criteria no met, then according to the condi-
tion (randomly variable), one chemical reaction operator
is selected to execute. The reactants update work same as
reversible reaction that help the objective function to grow
forward to optima.

In ACROA, there are two chemical reaction types namely
bimolecular reactions and monomolecular reactions. Bi-
molecular reactions are synthesis reaction, redox2 reaction,
and displacement reaction; this type of reaction requires
two reactants participating. Bimolecular reactions are redox1
reaction and decomposition reaction; one reactant is required
in this reaction type. The ACROA flow chart of which is
depicted in Fig. 1 and an outline of the algorithm is given
in Algorithm 1. More details about ACROA can be found
in [8], [9].

4. Design ACROA for MCKP
4.1 Solution Representation

An integer string is used to represent a reactant(solution).
The yi receives an integer in Ni, it represent yi ∈ Ni is
chosen. The string length is m corresponding to a solution

Algorithm 1 ACROA algorithm

Input: Problem-specific information (the objective func-
tion f, constraints, and the dimensions of the problem)
Assign parameter values to reactantNum.
Setting the initial reactants and evaluation.
while stop criterion not met do

Do chemical reactions.
Reactants update.

end while
Output: The best solution.

Fig. 2: Solution presentation

in MCKP. The solution presentation is depict in Fig. 2. By
defining an indicator variable, yi is as follows:

yi = j if xij = 1, j ∈ Ni, i = 1, 2, . . . ,m

4.2 Objective and penalty functions
Let x be chromosome in the current population and xij

be the corresponding decision variables. In the reaction, the
enthalpy is not negative and the enthalpy is decreasing in the
reaction process. To adopt to enthalpy, it is set as follows:

enthalpy(x) =
m∑
i=1

ni∑
i=1

cijxij + g(x) (5)

where g(x) is penalty function as following:

g(x) =

{
0 if (2) is hold
Ω0 + (

∑m
i=1

∑ni

i=1 wijxij −W ) if otherwise.

where Ω0 is a given positive constant. The idea here
is that, for violate solution will have a larger enthalpy. It
forces the algorithm search both sides of search space that
is feasible and infeasible domains.

4.3 Reaction operators
In this paper, we proposed integer string code for MCKP.

Five specific problem reaction operators are explained as
following.

4.3.1 Synthesis

In this operator one reactant will be created from two
original reactants. It responds to the diversifications in the
algorithm. The synthesis operator in [10] is redesigned for
this problem. The pseudocode of the synthesis operator is
described in Algorithm 2.
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Fig. 1: ACROA flow chart [8]

Algorithm 2 synthesis(x1, x2)
Input: Reactants x1 and x2
for i← 1 to n do

Get t randomly in [0, 1]
if (t > 0.5) then
x

′
(i)← x1(i)

else
x

′
(i)← x2(i)

end if
end for
Output: x

′

4.3.2 Displacement

This operator creates two new reactants from two original
reactants. Each position of the two reactants strings are con-
sidered for information swapping based on a randomly gen-
erated mask similar to the mask used in uniform crossover
used in genetic algorithms [8]. At the position where the
mask value is 0, the reactants values are exchanged, other-
wise the reactant values does not change.

4.3.3 Redox2

The two-points crossover is commonly used in genetic
algorithm is used. This operator responds to intensifications.

4.3.4 Decomposition

Two random points in the reactant string are selected and
the values between those points are reversed. This operator
responds to diversifications of the algorithm.

4.3.5 Redox1

This operator is implemented for diversifications. One new
reactant (solution) is generated from one original reactant.
One position ith is randomly selected from {1, . . . ,m}, and
value of yi is replaced by a random number in {1, . . . , ni}.

4.4 Reactants update
This step inspired reversible chemical reactions, chemi-

cal equilibrium test is performed. If the newly generated
reactants give better function value, the new reactant set
is included and the worse reactant is excluded similar to
reversible chemical reactions. It helps the reactants move
towards optima.
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4.5 Termination criterion check
When the given termination criterion is met, the ACROA

report the best solution. Otherwise, the chemical reaction
process is repeated.

5. Experiment and analysis
5.1 Data test set

One type of randomly generated data instances are con-
sidered, each instance tested with data-range R = 1000 for
different number of classes m and sizes ni:

• Strongly correlated data instances (SC): In knapsack
problem wj is randomly generated in [1, R] and cj =
wj + 10. For each class i generate ni items (w′

j , c
′
j)

as for knapsack problem, and order these by increasing
weight. The data instance for MCKP is then wij =∑j

h=1 w
′
h and cij =

∑j
h=1 c

′
h, j = 1, 2, . . . , ni. Such

instances have no dominated items, and form an upper
convex set.
For each instances, the capacity W is calculated as
follows.

W =
1

2

m∑
i=1

(minj∈Ni(wij) +maxj∈Ni(wij))

5.2 Parameter setting
GA’s parameters are set as in [7]: Popsize = 20, Pc =

0.8, Pm = 0.1.
For ACROA, the reactantNum is set to 20.
The terminated criteria is set the same for GA and

ACROA that is function evaluations.

5.3 Experiment results
All the algorithms were implemented in Matlab R2011b.

The test environment is set up on a personal computer with
Pentium E6700 CPU at 3.2 GHz CPU, 2G RAM, running
on Windows XP.

We have considered how the algorithm behaves for dif-
ferent problem sizes, test instances, and data-ranges.

We observe the convergence curves of three test instances
in strongly correlated test set. The three instances with
(m = 10, n = 10), (m = 100, n = 100), and (m =
1000, n = 100) are used in this experiment. Figure 3 shows
the evolution of the mean of the best total costs of CRO
over 25 runs in the three instances. It indicates the global
search ability and the convergence ability of CRO. There are
several observations and they are given as follows:

In the case (m = 10, n = 10), as depict in a) the
convergence curve of GA is tied with CRO’s, but CRO is still
better. For instance (m = 100, n = 100), the Fig. 3b) shows
that CRO have a much more quick convergence compares
with GA. For larger instance (m = 1000, n = 100), the Fig.
3c show that CRO still have a good convergence, while GA
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Fig. 3: Convergence curves of GA and ACROA on the
MCKP. The objective function value were averaged over

25 runs.

shows a very slow convergence. From the Fig. 3 shows that
CRO much more better GA in convergent rate and solution
quality when solving large MCKP.

The simulation results are shown in table 1. m and n are
number of class and number of items in a class, respectively.
time and stdDev represent the elapsed time per run in second
and the standard deviation, respectively. mean, worst and
best are mean cost, worst cost and best cost, respectively.
The maximum number of function evaluations 150 000, the
number of runs 25.

Table 1 shows the experimental results of the strongly
correlated instances. For all the proposed instances, CRO
yields superior results compared with GA. The series of
experimental results demonstrate the superiority and effec-
tiveness of CRO. In comparison with GA; CRO can get
better results in shorter time. The smaller standard deviation
(StdDev) shows that the new algorithm is more robust than
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Table 1: Simulation results for strongly correlated instances.

Instances GA CRO
m n mean best worst stdDev time mean best worst stdDev time
10 10 865 859 880 1.00 7.08 861 856 870 0.04 7.36
10 100 1621 1536 1764 2.00 13.90 1423 1421 1425 0.20 7.38
10 1000 1862 1617 1907 7.28 15.74 1247 1237 1265 0.28 7.66
100 10 1504 1344 1689 20.03 20.66 9192 9183 9198 0.03 8.97
100 100 16157 14348 18006 32.20 23.12 10012 9982 10075 22.20 8.47
100 1000 18122 15157 21757 61.04 23.94 14228 15190 16346 31.04 9.08
1000 10 124006 115035 142071 233.22 32.15 98003 97935 98493 133.22 17.89

GA.

6. Conclusion
The new approach artificial chemical reaction optimiza-

tion algorithm using encoding integer string is proposed
to solve multiple-choice knapsack problem. Five specific
problem reaction operators are presented. A new penalty
function is suggested to treat the infeasible solutions. The
experiment on a large range of data set demonstrates that the
proposed method has superior performance when compared
with GA. It has shown a significant potential in solving
MCKP. In the future, we will development a parallel version
of this algorithm that improved the efficiency.
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Abstract— In this paper a generation expansion planning in 
restructured power systems is presented based on Modified 
Shuffled Frog Leaping (MSFL) for decoupling generation 
expansion planning from transmission expansion planning. 
Also for reducing complexity of the problem the benders 
decomposition is applied in this paper which divide the 
main problem in to two sub-problems as; maximize profits 
of each GENCO (PBGEP) and the security problem wants 
to satisfy security network constraints (SCGEP). 
Accordingly, calculate value of each GENCO’s profit and 
total profit are considered as an optimization problem by 
proposed MSFL. The effectiveness of the proposed 
technique is applied over modified IEEE 30-bus system. The 
presented results demonstrate the efficiency the proposed 
technique. 

Keywords: MSFL, Generation Expansion Planning, 
Benders Decomposition, Security-Constrained Generation 
Expansion Planning. 

I.  INTRODUCTION 

The main objective of power system planning in 
regulated power systems is to meet the request of loads, 
while maintaining power system reliability. In this 
surrounding uncertainty is low. Transmission expansion 
planning is centralized and coordinated with generation 
expansion planning. Planners have availability to the 
required information for planning. Therefore, designer can 
design the least cost transmission plan based on the 
certain reliability criteria [1]. 

Composite power system expansion planning with 
open access to the transmission system has become a hot 
issue in the electricity energy industry in recent years [2-
4]. Electric market access has moved the industry from 
conventional monopolistic electricity markets to 
competitive markets [4-6]. In a competitive market, the 
price of the delivered energy and the quality of energy 
supply including voltage quality and reliability of service 
are the main factors for business success. A key factor in 
today’s competitive environment is the orientation toward 
customer’s needs and willingness to pay for quality [4]. 
Composite system expansion planning addresses the 

problem of broadening and strengthening an existing 
generation and transmission network to optimally serve a 
growing electricity market while satisfying a set of 
economic and technical constraints [5-6]. The problem is 
to minimize the cost subject to a reliability level 
constraint. Various techniques including branch and 
bound, sensitivity resolution, Bender decomposition, 
Simulated Annealing (SA), Genetic Algorithms (GA), 
Tabu Search (TS), and Greedy Randomized Adaptive 
Search Procedure (GRASP) have been used to study the 
problem [7-8]. 

In this paper Generation Expansion Planning (GEP) is 
discussed. GEP is one of the strategic planning for every 
country. In traditional environment, the purpose of GEP 
was to minimize system cost (investment & operation 
costs) while satisfy system load. Restructuring in power 
systems change many previous concept and redefine 
these. In restructured environment each GENCO wants to 
maximize its profit while ISO surveys system reliability 
and security [2].So, moreover size, place, type and 
construction time of new units, market price and profit of 
each GENCO have been considered. Therefore, GEP is a 
mixed-integer nonlinear problem with several constraints 
[9]. Solving this problem is very difficult. In addition, 
relation between GEP and Transmission Expansion 
Planning (TEP), is other difficulty for planners [10]. 

Also, several optimization algorithms such as 
decomposition method [6], genetic algorithm [7-8], 
artificial neural networks [9], etc. have been applied to 
solve the complicated problem; benders decomposition 
method will match GEP framework very well. In this 
paper the benders decomposition is used for decoupling 
main problem to two sub-problems. For this purpose, the 
Modified Shuffled Frog Leaping (MSFL) is proposed in 
this paper to search and find best location of wind power. 
The features and the advantages of MSFL technique, such 
as escaping from local optima snares, global optimization, 
appropriate robustness, simple mechanism and quick 
convergence ability, would make MSFL technique as a 
promising optimization approach. 
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The effectiveness of the proposed technique is applied 
over modified IEEE 30-bus system and analyzes output 
results. The presented results demonstrate the robustness 
of the proposed technique. 

II. MODEL DESCRIPTION 

The remaining assumptions are considered in this 
paper:  

• The forecasted load duration curve for a planning 
year is divided into multiple load blocks. As 
depicted in Figure 1, we use three load blocks of 
peak, medium, and base. 

• The marginal cost of the most expensive 
committed unit, which satisfies the network 
security, will be the pseudo market clearing price (MCP). 

A security constrained unit commitment (SCUC) 
algorithm is used here for the simulation of MCP.  

Figure 2 shows decomposition scheme for solving 
GEP in restructured power systems. 

 
Figure 1.  Load duration curve for a planning year 

A. Priced-Based Generation Expansion Planning 

After determining expansion value of each GENCOs 
with considering future load, each GENCO should start t’s 
planning process to maximize its profit. Profit in this 
paper defined as different between revenue from cost. 
Before GENCOs begin to plan. They should have 
generator data. this data that is for existing units and 
candidate units, included: unit type(gas, coil, etc), unit 
size, limit on the added unit per type, unit life, 
construction time, fixed cost of each unit (investment cost 
and fixed operation & maintenance costs), variable cost of 
each unit (operation costs), for of each unit, co2 emission 
of each GENCO. PBGEP is formulated as follows: 
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Outputs of this section are type, size and timing for the 

adding of new units that are as inputs of the next section. 

B. Security-Constrained Generation Expansion 
Planning 
This section includes four sub-problems itself as 

follows: 
1. MSFL sub-problem:  

In this sub-problem, ISO check planning bids of each 
GENCO to make sure that these are in acceptable level. If 
plans of each GENCOs are in the confine of MSFL output, 
ISO pass those plans and run next sub-problem. 
Otherwise, ISO should send a security signal to GENCOs 
for improving their plans. This process will be repeated 
until reach ISO desired plans. 
2. Feasibility sub-problem:  

Feasibility sub-problem formulated as follow,  
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Figure 2.  Generation expansion planning framework 

mjiPPPDP jbtDibtCibtGkmkbtL ∈−+= ,)],()()([*)()( ,,,, ϕϕϕκϕ   (14) 
)()(0 ,, ϕϕ jbtDjbtC PP ≤≤

                    
(15) 

For existing units, 
)(*)(* max,,min, itGijbtGitGi EPPEP ≤≤ ϕ

      (16) 
For candidate units, 

)(*)(* max,,min, itGijbtGitGi XPPXP ≤≤ ϕ  

max,, )( kkbtL PLP ≤ϕ
                       (17)      

If constraints (11) or (12) are not satisfied, 
corresponding benders cut will be generated as follow: 

• If DTbt* ΣND
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These n=1, 2, 3, . . . ,N−1 Bender cuts from the 
previous iterations are added to the master problem of 
resource planning to get the nth trial investment plan. The 
process will be repeated until a feasible plan is found for 
meeting the ISO’s requirement on system reliability. 
3. Security-constrained unit commitment (SCUC) sub-
problem: 

Before solving the operation sub-problem, we 
calculate the electricity MCP over the planning horizon. 
We assume the MCP is the marginal cost of the most 
expensive unit among committed units based on the 
network security [11]. SCUC is formulated as follows, the 
violations persist, the corresponding Bender cut will be 
generated as follows: 
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Then the master problem of SCUC is solved 
iteratively to provide a least-cost generation schedule, 
while supplying the load demand. 

4. Optimal operation sub-problem  
After meeting the desired system reliability level and 

calculating the MCP, the optimal operation sub-problem 
for every planning scenario, year, and load block is 
formulated as follows: 
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The optimal operation cut associated with the nth trial 
solution is: 
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III.  MSFL TECHNIQUE 

Shuffled Frog Leaping (SFL) algorithm, has been 
introduced by Eusuff and Lansey for water distribution 
system optimization, is a meta-heuristic for solving 
optimization problems [12]. SFLA is a decrease based 
stochastic search method that begins with an initial 
population of frogs whose characteristics, known such as 
memes, represent the decision variables. For this 
algorithm, the individual frogs are not the important parts; 
rather they are seen as hosts for memes and described as a 
memetic vector [13].The algorithm uses memetic 
evolution in the form of influencing of ideas from one 
individual to another in a local search. In SFL, the 
population consists of a set of frogs (solutions) partitioned 
into subsets, referred to as memeplexes. Actually the 
different memeplexes are considered as different cultures 
of frogs, each performing a local search [14].Hence, the 
positions of the frogs are presented as: 

)( gbi XXrandD −×=                      
 (35) 

And for new position: 

maxmax1 , DDDDXX iiii ≤≤−+=+          (36) 
Where,  
rand = random number between 0 and 1. 
Dmax = the maximum allowed change in a frog’s position. 

A. Modified Shuffled Frog Leaping Algorithm 
It is difficult for SFLA algorithm to overcome local 

minima when handling some complicate functions [12]. 
MSFLA starts with an initial population of “X” frogs 
created randomly like other evolutionary algorithms. The 
whole population of frogs is then partitioned into subsets 
referred to as memeplexes. The various memeplexes are 
considered as different cultures of frogs. And they are 
located at different places in the solution space (i.e., 
global search). Each culture of frogs performs a deep local 
search. Within each memeplex, the solo frogs hold 
information that can be influenced by the information of 
their frogs within their memeplex, and evolve through a 
procedure of shift of information among frogs from 

different memeplexes [14]. After a defined number of 
evolutionary steps, information is passed among 
memeplexes in a shuffling process. The local search and 
the proposed processes continue until a defined 
convergence criterion is satisfied.  

It is necessary to note that the mutation vector 
dimension is equal to the memeplexes number. Therefore, 
a position changing formula turns to the following form. 

)())()(( wbwbi XXXfXfCrandD −×−××=          (37) 
And for new position: 

iii DXX +=+1
                             (38) 

Where, 
C € [0, Cmax], 
Cmax = case dependant upper limit 
f(Xb)= The best fitness functions that are found by the 
frogs in each memeplexs. 
f(Xw)=  The worst fitness functions that are found by the 
frogs in each memeplexs. 
Similar to the original SFL, if the process produces a 
better solution, the worst frog is replaced by the better 
one. 
 
IV. CASE STUDY 

The IEEE 30-bus system depicted in Figure 3 has 44-
lines, 21-demand sides and 5-GENCOs with seven 
existing units and 22 Candidate units. The data for 
generators, forecasted peak demand with a load growth 
rate of 5%, available investment over a 15 year planning 
horizon, as well as the possible sites and types of 
candidate units and other information about the system are 
given in [15]. The initial construction cost represents the 
cost of construction at year 1. We assume that the 
construction cost will increase by 3% per year based on 
inflation. 

 
Figure 3.  IEEE 30-bus test system 

In this study, the existing units are 4 years old each, 
have a useful life of 20 years, and will be out of service 
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after 16 years. The forecasted reserve for a planning year 
is 500 MW (the largest unit available). The ISO will use 

this figure in maximizing the social welfare and 
minimizing the cost of supplying the load. 

TABLE I.  OUTPUTS OF MSFL ALGORITHM - CONTRIBUTION OF EACH GENERATOR TO LOAD 
Load bus 
number 

Load value 
(MW) 

Contribution of generator to load (MW) 
G1 G2 G3 G4 G5 G6 G7 

8 140 17.112 30.661 18.123 38.822 16.177 14.240 4.865 
10 160 2.443 13.212 12.443 30.984 20.181 30.363 50.374 
12 100 2.554 8.272 4.387 10.345 45.653 5.234 23.555 
13 120 30.098 8.382 11.345 25.534 17.347 6.716 20.578 
14 60 3.873 23.234 3.556 7.663 16.837 3.882 0.955 
15 80 1.234 4.211 3.532 7.908 25.548 5.374 32.193 
16 60 1.654 4.234 3.098 7.097 20.759 5.474 17.684 
17 80 1.567 4.098 3.786 15.345 15.393 12.098 27.713 
18 120 1.453 5.235 5.984 5.345 15.938 1.445 84.600 
19 120 1.521 2.554 102.013 8.124 0.553 0.565 4.670 
20 80 0.563 3.012 1.345 2.887 3.255 2.456 66.482 
21 80 0.563 1.334 5.574 15.181 12.987 12.187 32.174 
23 100 2.112 5.445 6.994 15.383 25.985 7.038 37.043 
24 80 2.445 7.432 5.093 15.987 10.543 12.984 25.516 
26 160 5.873 15.332 18.736 63.987 15.983 14.938 25.151 
29 60 1.644 4.987 7.377 25.276 5.543 4.224 10.949 
30 80 2.590 8.353 9.883 35.094 5.098 5.987 12.995 
Total generation (MW) 79.299 149.988 223.269 330.962 273.78 145.205 477.497 

TABLE II.  OUTPUTS OF MSFL ALGORITHM FOR THE ALL OF BUSES 
Bus Number Load value 

(MW) 
MSFL Output 

8 140 335.828 
9 0 221.993 
10 100 125.374 
11 0 290.287 
12 60 402.277 
13 80 130.338 
14 60 95.223 
15 80 95.019 
16 120 519.223 
17 120 534.388 
18 80 520.763 
19 80 80.134 
20 100 501.244 
21 80 120.918 
22 0 118.982 
23 60 355.837 
24 80 298.298 
25 0 240.198 
26 160 265.982 
27 0 226.287 
28 0 198.287 
29 60 215.127 
30 80 210.765 

 

 

 

TABLE III.  OUTPUTS OF GEP ALGORITHM - NEW UNITS OVER THE 15-
YEAR HORIZON 

Planning 
Year 

New unit added in each 
planning year 

1 - 
2 21,20 
3 - 
4 17 
5 - 
6 20 
7 - 
8 26 
9 - 
10 - 
11 - 
12 10 
13 - 
14 - 
15 - 

TABLE IV.  OUTPUTS OF GEP ALGORITHM - VALUE OF EACH GENCO’S PROFIT AND TOTAL PROFIT 
Genco1’s profit Genco2’s profit Genco3’s profit Genco4’s profit Genco5’s profit Total Profit 

260.812 840.117 416.287 0 120.762 1637.978 

 
 
At first, we calculate DLG matrix by MSFL. Where, 

the achieved results are presented in Table 1. The Table1 
shows contribution of each generator to satisfy considered 
load. The values for all the newly added generations are 
computed and compared as shown in Table 2. 
Accordingly, GENCOs with considering these data and 
other necessary data for planning run PBGEP problem to 

reach best plan that maximize its profit and submit it to 
ISO. Then, ISO with running SCGEP will accept or reject 
GENCO’s proposed plans. Results of running this 
algorithm on supposed system are shown in Table 3. 
Table 4 shows value of each GENCO’s profit and total 
profit. With comparing these results and outputs of 
MSFL, shows that selected units at planning horizon are 
in acceptable level. 

548 Int'l Conf. Artificial Intelligence |  ICAI'13  |



IV.  CONCLUSIONS 

This paper presents a generation expansion planning in 
restructured power systems is presented based on 
Modified Shuffled Frog Leaping (MSFL) for decoupling 
generation expansion planning from transmission 
expansion planning. Accordingly, calculate value of each 
GENCO’s profit and total profit are considered as an 
optimization problem by proposed MSFL. The 
effectiveness of the proposed technique is applied over 
modified IEEE 30-bus system. The presented results 
demonstrate the efficiency the proposed technique. With 
comparing these results and outputs of MSFL, shows that 
selected units at planning horizon are in acceptable level. 
In other word, with investing on this unit we ensure that 
can satisfy load without any congestion in transmission 
lines. 

NOMENCLATURES 

Indices: 
I  Existing or candidate unit 
j Load point 
k Transmission line 
m Bus 
n Trial 
b Load block 
t Planning year 
φ Scenario 
Parameters: 
B  Number of load blocks 
Capi Capacity of unit i 
CTi Required construction time for candidate unit i 
Cit Capital investment in year t 
CIit Capital investment for candidate unit i in year t 
CCjbt Curtailment cost coefficient for load j at load blockb 
in year t 
CG  Number of candidate units 
CS  Set of candidate sites 
Dkm Sensitivity of line k flow to generation at bus m 
DTbt Duration of load block b in year t 
EG  Number of existing units 
FOMi Fixed O&M cost of unit i 
TCk Transmission charge of line k 
ND  Number of load points 
NG  Number of committed units 
NL  Number of transmission lines 
OCibt Operating cost unit i among committed units atload 

block b in year t 
EibtCO2 emission of unit i among committed units atload block 
b in year t 
PL,bt required system load at load block b in year t 
PD,jbt Forecasted load point j at load block b in year t 
PD,bt Forecasted system load at load block b in year t 
PGi, min Lower limit of generation of unit i 
PGi, max Upper limit of generation of unit i 
PR,bt Forecasted system reserve at load block b in year t 
PLk, max Capacity of line k 
T  Planning horizon 
ULAUt Upper limit for the # of units added in year t 
ULACt Upper limit for generating capacity added inyear t 

δbt Acceptable limit of co2 emission at load block bin 
year t 
κbt Acceptable level of curtailment at load block bin year 
t 
εbt Acceptable level of EENS 
∆  Convergence threshold 
Variables: 
Eit State variable associated with existing unit i inyear t; 
1: on service, 0: out of service 
Iibt Commitment of unit i at load block b in year t; 

1:committed, 0: decommitted/out of service 
Rbt Electricity sale price at load block b in year t 
PC, jbt Curtailment of load j at load block b in year t 
PG,ibt Dispatched capacity of committed unit i at loadblock 
b in year t 
PL,kbt Line k flow at load block b in year t 
Xit State variable associated with candidate unit i inyear 

t; 1: selected, 0: rejected. (Xi (t−1) _ Xi t ) 
Dual variables: 
λ

n
ibt Marginal decrease in unserved energy with a 

1MWincrease in candidate unit i at load block b in 
year tassociated with the nth trial plan. 

μ

n
ibt Marginal decrease in unserved energy with a 1MW 

increase in commitment unit i at load block b in yeart 
associated with the nth trial plan. 

π

n
ibt Marginal increase in profit with a 1 MWincrease in 

candidate unit i at load block b in year tassociated 
with the nth trial plan. 
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Abstract— The Distributed Generation (DG) has created a 
challenge and an opportunity for developing various novel 
technologies in power generation. DG prepares a multitude of 
services to utilities and consumers, containing standby 
generation, peaks chopping sufficiency, base load generation. In 
this paper a planning paradigm for network upgrade based on 
Modified Shuffled Frog Leaping (MSFL) algorithm is proposed. 
SFLA is a decrease based stochastic search method that begins 
with an initial population of frogs whose characteristics, known 
such as memes, represent the decision variables. The algorithm 
uses memetic evolution in the form of influencing of ideas from 
one individual to another in a local search. The paradigm is able 
to select amongst several choices equi-cost that one assuring the 
optimum in terms of voltage profile, considering various 
scenarios of DG penetration and load demand. The proposed 
algorithm is applied over the 30 lines, 28 buses power system. 
The achieved results demonstrate the good efficiency of the DG 
using the proposed technique in different scenarios. 

Keywords: Distribution Generation, Renewable Energy Units, 
MSFLA. 

I.  INTRODUCTION 

Distributed generation, for the moment loosely defined as 
small-scale electricity generation, is a fairly new emphasis in 
the economics literature about electricity markets, but the 
concept behind it is not new at all. Recently the DG, electricity 
generation was the statute, not the exclusion. The first power 
plants only reserved electricity to consumers in the close 
neighborhood of the generation plant. The first grids were DC 
based, and hence, the reserve voltage was confined, as was the 
interval that could be used between generator and customers. 
Equilibrium demand and supply was partially done by local 
storage, i.e. batteries, which could be instantly coupled to the 
DC grid [1]. Along with DG, local reservoir is also returning 
to the arena. Later, technical evolutions, in literature as the 
egression of AC grids, allowed for electricity to be transported 
over longer distances, and economies of measurement in 
electricity generation lead to an increase in the power output 

of the generation units [2]. All this resulted in increased 
comfort and lower per unit costs and massive electricity 
systems were manufactured, including of huge transmission 
and distribution grids and big generation plants. Balancing 
requirement and supply was done by the averaging efficacy of 
the combination of large amounts of instantaneously various 
loads. Safety of supply was increased as the fracture of one 
power plant was compensated by the other power plants in the 
interconnected system. Indeed this interconnected high voltage 
system create the economy of scale in generation possible [3]. 

Also, sizing and location of the new distributed power 
plants are chosen by the producers taking into account 
economical, environmental and legal aspects that do not 
necessarily correspond to the system’s control needs in local 
distribution areas and to the distribution network operator 
(DNO) wishes [4]. On the other hand, the power injected by 
the power producers operates according to the market price 
signals and on the availability of primary energy sources, 
especially in presence of renewable energies, that introduce 
high uncertainty in power availability. All that suggests to 
DNO to apply a wary planning policy that avoids adverse 
effects on the utility feeders, especially on the voltage profile 
reducing, or even negating, the benefits 

Actually various DG elections are quick becoming 
economically viable [5]. Technologies that employ classical 
energy sources include gas turbines, micro turbines and IC 
engines. Recently, the ones that show promises for DG 
requisitions are Wind Electric Conversion Systems (WECS), 
geothermal systems, solar-thermal–electric systems, 
photovoltaic (PV) systems and fuel cells. The [6] have argued 
the benefits of DG by evaluating and quantifying in terms of 
capacity credit, energy quantity and energy cost saving. The 
impacts of betterment in voltage profile and loss reduction 
were not considered in the method. The authors have shown 
the benefits of DG with power electronic interface to supply 
ancillary services such as reactive power, voltage recline 
compensation and harmonic filtering in [7]. It has proved the 
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capability of DG to compensate voltage sag resulting from 
faults in the power system. But the materiel did not analyze 
the amount of power loss reduction due to DG installation. An 
eventual approach based on complication technique to 
quantify the benefit of voltage profile improvement involving 
wind turbine generation have evaluated in [8]. In [9] a Monte 
Carlo–based method for the adequacy assessment of 
distributed generation systems has shown. In [10] the authors 
show the solutions to prevent sensitive equations from 
disruptive operation by making use of DG in the presence of 
voltage dips. Actually the synthesis of clustering methods and 
the convex hull algorithm for corrosion of large sets in 
renewable distributed generation has demonstrated in [11]. 
The non-iterative analytical approaches to determine the 
optimal location for placing DG in both radial and networked 
systems to minimize power losses is presented in [12]. All the 
mentioned strategies are mathematically modeled and hence 
are found to be complex in its approach. 

In this paper at first section the problem formulation and 
the mathematical model is presented; in the second and third 
section the proposed MSFLA technique and the multi-scenario 
analysis are defined respectively. SFLA is a decrease based 
stochastic search method that begins with an initial population 
of frogs whose characteristics, known such as memes, 
represent the decision variables. For this algorithm, the 
individual frogs are not the important parts; rather they are 
seen as hosts for memes and described as a memetic vector. 
The algorithm uses memetic evolution in the form of 
influencing of ideas from one individual to another in a local 
search. In SFL, the population consists of a set of frogs 
(solutions) partitioned into subsets, referred to as memeplexes. 
Actually the different memeplexes are considered as different 
cultures of frogs, each performing a local search. In the last 
section some case studies are pointed out. Section five is 
concluded the paper. 

II. PROBLEM FORMULATION 

For each scenario of DG influence and of load growth, the 
problem analyzed consists in selecting some lines for network 
upgrade in a set of feasible new lines to improve the voltage 
profiles, assigned the site of the new DG [13]. 

This is a binary integer non-linear programming difficulty, 
where the decision variables are the new lines to build for 
optimal network upgrade. 

To simplify the mathematical formulation and the 
performance phase, the following formulation has been 
introduced. Each distribution network is represented as a set: 

{ }
xBxx LBU ,=                                (1) 

where Bx is the set of network nodes 

{ }
xNx bbB ...1=

                               (2) 
With Nx the number of buses of network Ux and LBx the set 

of network lines connecting the nodes bh and bk of Bx. 

{ }xxkhkhiB MiBbbbblL
x

...1,),(),( =∈==
    (3) 

With Mx the number of lines of network Ux. 
Let USTART the starting network 

{ }
STARTBSTARTSTART LBU ,=

                  (4) 
Each assigned scenario of new DG penetration and load 

connection defines an addition of NNEW buses to the NSTART 

ones of BSTART , obtaining a new set BNEW 
{ }

NEWSTARTSTARTSTART NNNNNEW bbbbB
++

= ...,...
11   (5) 

Obviously: 

NEWSTART BB ⊆                           (6) 

The set of all feasible lines for the upgrade associated to 
BNEW is: 

{ }O
BBBB NEWNEWNEWNEW

LLLL ..., 21=
           (7) 

Where: 
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∈==

  (8) 
With, MSTART the number of lines of LBSTART and M o

NEW + 
MSTART the number of new lines of the o-th solution. 

Obviously: 

]...0[, OowithLL O
BB NEWSTART

∈⊆           (9) 

The set of the network alternatives is: 

{ }
NEWBNEWNEW LBU ,=

                  (10) 
In order to identify and to select Lo

BNEW , to each line l i ∈ 
Lo

BNEW connecting the nodes bh and bk of BNEW it is 
associated a binary variable SLBoNEW

hk= SL
hk  that defines the 

state of the line l i. 
The set of variables SL

hk defines the following square matrix; 
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Where 
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else     0,

exists b and b joining l line  theif,1 khiL
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The number of no null elements of 
Ls

=
is 2. (Mo

NEW + 

MSTART). Furthermore, 
Ls

=
is a symmetric matrix with the 

elements of the main diagonal equal to zero. In particular: 
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For each combination of switches, it is defined the state of 

a matrix 
Ls

=
 that individualizes univocally the network: 

{ } NEW
O
BNEW

O
NEW ULBU

NEW
⊆= ,        (13) 
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With the formalism just introduced, the problem is to 
identify for each scenario σ the optimal network: 

{ } NEW
OPT
BNEW

OPT
NEW ULBU

NEW
∈=

σσσ
,    (14) 

That minimizes the following objective function: 
σΦmin

NEWU                       (15) 
Where Φσ represents the square mean error of the bus 

voltage: 

∑ ∑
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(16) 

Calculated for the assigned scenarioσ, with τ number of 
points characterizing the current scenario [14]. The 
optimization problem is subject to the following system 
constraints: 

∑=
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ikihikihihkih VVPP ),,,( ,,,,,, θθ
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Where Vmin and Vmax are the voltage limits and I li
max

 is the 

current limit on the OPT
Bi NEW

Ll
σ

∈ line [15]. 

Obviously, all network constraints, power injected and 
absorbed at the network buses are function of the scenario σ 
considered. 

III.  MSFL TECHNIQUE 

Shuffled Frog Leaping (SFL) algorithm, has been 
introduced by Eusuff and Lansey for water distribution system 
optimization, is a meta-heuristic for solving optimization 
problems [16]. SFLA is a decrease based stochastic search 
method that begins with an initial population of frogs whose 
characteristics, known such as memes, represent the decision 
variables. For this algorithm, the individual frogs are not the 
important parts; rather they are seen as hosts for memes and 
described as a memetic vector [17]. The algorithm uses 
memetic evolution in the form of influencing of ideas from one 
individual to another in a local search. In SFL, the population 
consists of a set of frogs (solutions) partitioned into subsets, 
referred to as memeplexes. Actually the different memeplexes 
are considered as different cultures of frogs, each performing a 
local search [18]. 

Hence, the positions of the frogs are presented as: 

)( gbi XXrandD −×=

 

                     (20) 

And for new position: 

maxmax1 , DDDDXX iiii ≤≤−+=+          (21) 

Where,  
rand = random number between 0 and 1. 
Dmax = the maximum allowed change in a frog’s position. 

A. Modified Shuffled Frog Leaping Algorithm 

The original SFLA algorithm has good performance when 
dealing with some simple problems. However, it is difficult for 
SFLA algorithm to overcome local minima when handling 
some complicate functions [19]. MSFLA starts with an initial 
population of “X” frogs created randomly like other 
evolutionary algorithms. The whole population of frogs is then 
partitioned into subsets referred to as memeplexes. The various 
memeplexes are considered as different cultures of frogs. And 
they are located at different places in the solution space (i.e., 
global search). Each culture of frogs performs a deep local 
search. Within each memeplex, the individual frogs hold 
information that can be influenced by the information of their 
frogs within their memeplex, and evolve through a process of 
change of information among frogs from different memeplexes 
[19]. After a defined number of evolutionary steps, information 
is passed among memeplexes in a shuffling process. The local 
search and the proposed processes continue until a defined 
convergence criterion is satisfied. 

It is necessary to note that the mutation vector dimension is 
equal to the memeplexes number. Therefore, a position 
changing formula turns to the following form. 

)())()(( wbwbi XXXfXfCrandD −×−××=    (22) 

And for new position: 

iii DXX +=+1                                (23) 

Where, 

C € [0, Cmax], 

Cmax = case dependant upper limit 

f(Xb)= The best fitness functions that are found by the frogs in 
each memeplexs. 

f(Xw)=  The worst fitness functions that are found by the frogs 
in each memeplexs. 

• Similar to the original SFL, if the process produces a 
better solution, the worst frog is replaced by the better 
one. 

IV.  MULTI-SCENARIO ANALYSIS 

The problem formulation before seen allows determining 
the optimal network upgrade for an assigned profile of power 
produced by DG and of power absorbed by the loads. 
Nevertheless, in the planning problem the uncertainty of data 
related to the growth of power injected and absorbed requires 
an analysis that takes into account several scenarios. One 
solution is given by the usage of a probabilistic multi-scenario 
approach that furnish to the planners data on the which is 
possible to base the decision and to see the “worst case” 
taking into account the expectation of power demand and of 
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DG penetration. 
In this way the analysis of uncertainties is combined a 

priori and their expectation can be used in a subsequent 
evaluation [20]. Each different scenario of DG penetration and 

load demand growth is characterized by a probability ℘DG
σ 

and ℘LOAD
σ respectively. All the scenarios are combined and 

the related cost function Φσ are optimized by the algorithm 
before drawn [21]. 

The probability ℘ σ =  ℘ σ 
DG. ℘ σ

LOAD is, then, associated to 
the selected optimal network UOPT

NEWσ. 
To each new line feasible l i, connecting the bus h to the bus k 
of BNEW, and for each scenario s, we associate the probability: 

OPT
BNEWL

khi sl σ
σσ ,.)( ℘=℘

                                        (24) 
After to have estimated all the scenarios, for each new 

feasible line l i we define the figure of merit Π(l i) as sum of the 
probability℘σ( li )  [22]: 

∑ ℘=∏
σ

σ )()( ii ll
                                                 (25) 

V. NUMERICAL RESULTS 

The proposed algorithm has been tested on the 30 lines, 28 
buses test network depicted in figure 2. 

Some different scenarios have been analyzed: in particular, 
we consider 4 scenarios of DG penetration and 3 scenarios of 
load demand growth. Each scenario, characterized by a 
probability ℘σ , has been obtained as variation of a reference 
scenario. In particular, table I shows the DG scenarios 
hypothesized: starting from the reference scenario σ1

DG, 
characterized by 3 new DG connected to the buses 5, 10 and 
13 and that occurs with a probability ℘1

DG=0.5, we consider 
the scenario σ2

DG with probability ℘2
DG=0.25 coming from 

the reference scenario without DG in node number 13, the 
scenario σ3

DG with probability ℘3
DG=0.15 coming from the 

reference scenario without DG in node number 5, and the 
scenario σ4

DG  whit probability ℘4
DG=0.1 coming from 

scenario σ1
DG  with cut in power produced by the DG of 20%. 

TABLE I –DG SCENARIOS ASSUMED 
 Scenario 

σ1
DG   σ2

DG   σ3
DG   σ4

DG   
Probability ℘σ

DG 50% 25% 15% 10% 

The three load scenarios depicted in table II are: the 
reference scenario σ1

LOAD characterized by a probability 
℘1

LOAD=0.55, the scenario σ2
LOAD with probability 

℘2
LOAD=0.30 and with a power load that rises of 10% 

compared with the reference scenario σ1
LOAD, and the scenario 

σ3
LOAD with probability ℘2

LOAD=0.15 and with a power load 
that fall of 10% compared with those of the reference scenario 
σ1

LOAD. 
TABLE II  – LOAD SCENARIOS ASSUMED 

 Scenario 
σ1

LOAD   σ2
 LOAD   σ3

 LOAD   
Probability ℘σ

LOAD 55% 30% 15% 

In this way we define twelve network scenarios shown in 

table III. 
In order to draw attention to the procedure pointed out, the 

solution of the scenario σ1,1 is shown. 

 
Figure 1.  Test network: initial configuration 

 

TABLE III  – NETWORK SCENARIOS 
Scenario  

Network DG LOAD Probability 
σ1,1 σ1

DG σ1
LOAD 28% 

σ1,2 σ1
DG σ2

LOAD 15.5% 
σ1,3 σ1

DG σ3
LOAD 6.5% 

σ2,1 σ2
DG σ1

LOAD 13.2% 
σ2,2 σ2

DG σ2
LOAD 8% 

σ2,3 σ2
DG σ3

LOAD 3.8% 
σ3,1 σ3

DG σ1
LOAD 8.2% 

σ3,2 σ3
DG σ2

LOAD 4.6% 
σ3,3 σ3

DG σ3
LOAD 2.2% 

σ4,1 σ4
DG σ1

LOAD 5.5% 
σ4,2 σ4

DG σ2
LOAD 2.2% 

σ4,3 σ4
DG σ3

LOAD 2.3% 

The scenario is characterized by the probability: 
℘1,1= ℘1

DG. ℘1
LOAD=0.5×0.55=0.275 

In figure 3 the result of the MSFLA procedure in the σ1,1 

scenario is shown, highlighting the new DG power plant. 
In figure 4 are shown the nodal voltages of the scenario σ1,1 

in presence of DG before and after grid upgrade pointed out 
by MSFLA. 

 
Figure 2.  Nodal Voltage in presence of DG before and after optimization in 

scenario σ1,1. 
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Figure 3.  Network obtained considering in scenario σ1,1.  

 

In the case depicted by the scenario σ1,1, the most probable, 
amongst all the feasible and equi-cost lines to build, the 
proposed procedure has proposed to build the lines connecting 
the buses 12 and 14, 12 and 15, 15 and 18, 6 and 10, 10 and 
22, 25 and 27, 27 and 30. 

The proposed procedure has been run on a Pentium IV 2.8 
GHz computer, 512 MB ram 800 MHz FSB; all the twelve 

scenarios have been considered. The simulation results are 
shown in table IV.  

In particular, the procedure proposes 4 different network 
configurations for the twelve scenarios hypothesized.  

The results of the simulations show that the optimal 
network upgrades mainly depend on DG penetration. 

In table V are shown the new lines selected by the 
procedure with the related probability. 

The last row in the table V shows, instead, the figure of 
merit Π(li) associated to the all feasible network lines. It is 
possible to note that the procedure does no select the feasible 
line l6,8 . 

TABLE IV  – SIMULATION RESULTS 
Network 
Scenario 

Number of new 
lines 

Number of total 
lines 

Computer time 
(s) 

σ1,1 9 39 55 
σ1,2 9 39 44 
σ1,3 9 39 46 
σ2,1 8 38 54 
σ2,2 8 38 51 
σ2,3 8 38 42 
σ3,1 10 40 62 
σ3,2 10 40 46 
σ3,3 10 40 46 
σ4,1 9 39 49 
σ4,2 9 39 55 
σ4,3 9 39 40 

 
TABLE V – SIMULATION RESULTS 

 Probability ℘σ (l i) 

 from to from to from to from to from to from to from to from to from to from to from to 
 6 7 6 8 6 10 9 11 12 13 12 15 14 15 15 18 10 21 25 27 27 30 

σ1,1 0 0 27% 27% 27% 27% 27% 27% 27% 27% 27% 
σ1,2 16.5% 0 16.5% 16.5% 16.5% 16.5% 0 16.5% 16.5% 16.5% 16.5% 
σ1,3 6.6% 0 6.6% 6.6% 6.6% 6.6% 0 6.6% 6.6% 6.6% 6.6% 
σ2,1 13.2% 0 13.2% 13.2% 0 13.2% 0 13.2% 13.2% 13.2% 13.2% 
σ2,2 8% 0 8% 8% 0 8% 0 8% 8% 8% 8% 
σ2,3 3.8% 0 3.8% 3.8% 0 3.8% 0 3.8% 3.8% 3.8% 3.8% 
σ3,1 8.2% 0 8.2% 8.2% 8.2% 8.2% 8.2% 8.2% 8.2% 8.2% 8.2% 
σ3,2 4.6% 0 4.6% 4.6% 4.6% 4.6% 4.6% 4.6% 4.6% 4.6% 4.6% 
σ3,3 2.1% 0 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 
σ4,1 5.2% 0 5.2% 5.2% 5.2% 5.2% 0 5.2% 5.2% 5.2% 5.2% 
σ4,2 0 0 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 
σ4,3 2.6% 0 2.6% 2.6% 2.6% 2.6% 0 2.6% 2.6% 2.6% 2.6% 
Π(li ) 70.8% 0 100% 100% 75% 100 43.2% 100% 100% 100% 100% 

 

VI.  Conclusion 

To support distribution network operator in planning 
phase in presence of distributed generation the Modified 
Shuffled Frog Leaping (MSFL) algorithm is proposed in 
this paper. Among the feasible network upgrades, the 
method selects the new lines to build that minimize the 
mean square error of the buses voltages. The proposed 
MSFL is applied to the 30 lines, 28 bus power system 
with multi-scenario analysis in order to evaluate different 
levels of DG penetration and load demand. The 
simulation results demonstrate the superiority of MSFL 
to improve significantly the bus voltages driving 

opportunely the planner in the distribution network 
upgrading phase. Further develops of the work are in 
progress in order to consider no equi-cost upgrades and 
formalizing a multi-objective optimization problem. 
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Abstract: Metallurgical processes consist of different and complex production operations. One of them is heat 

treatment. Hardness value is an important response variable for heat treatment process. Heat treatment 

parameters and interactions between each other are not known clearly. Hence it is hard to define 

convenient parameters for requested hardness value. In this study, effects of heat treatment parameters on 

hardness are modelled using back propagation artificial neural network (BPANN) model. BPANN is used 

to formulate a fitness function for predicting the value of the response based on the parameter settings and 

then Nelder-Mead algorithm takes the fitness function from the trained network to search for the optimal 

heat treatment parameters (furnace heat and heat treatment time) combination.  

Keywords: Heat Treatment, Neural Network, Hardness, Modelling, Nelder-Mead Algorithm 

1. INTRODUCTION 

High quality and cheap parts are always preferred by costumer. This situation is result of the increasing 

competition. There are some uncontrollable parameters in heat treatment process because of using different 

raw material in casting process. Trial-and-error technic has been used for investigate to optimization of 

materials processing for a long time (Song and Zhang, 2001). Thus increases cost and makes products less 

qualified. According to Lahoucine-Abaih et al. the most important control factors for the mechanical 

properties are the chemical composition and the tempering treatment after the quenching (Lahoucine-Abaih 

et al. 2007) 

In this study, Back Propagation Artificial Neural Network (BPANN) model is used for determining the 

effects of heat treatment parameters on hardness. Modelling and also prediction specialty of BPANN is 

used for increasing casting parts quality and decreasing manufacturing costs. BPANN trained with heat 

treatment parameters that determined as input and hardness value that determined output. BPANN is used 

to formulate a fitness function for predicting the value of the response based on the parameter settings and 

then Nelder-Mead algorithm takes the fitness function from the trained network to search for the optimal 

heat treatment parameters (furnace heat and heat treatment time) combination. This study is applied in a 

casting factory that produces casting grinding media for the cement and mining industries. 

The flexibility and simplicity of neural networks have made them a popular modelling and forecasting tool 

across different research areas in recent years. A variety of neural network models have been developed, 

among which the back-propagation (BP) network is the most widely adopted in the present study. 

According to Song and Zhang an artificial neural network can be applied very well to model the effects of 

the heat treatment technique on mechanical properties (Song and Zhang, 2001). 

2. BUILDING THE NEURAL NETWORK MODEL AND OPTIMIZATION 

The use of artificial neural networks has become popular. Material properties such as hardness, tensile 

strength, fatigue, and yield strength are a complex function of many parameters such as alloying elements 

and heat treatment conditions and developing theoretical models that can quantitatively predict these 
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parameters is not a straightforward task (Sidhu et al. 2012). The artificial neural networks are one of the 

most powerful modelling techniques with very quick return for the practice (Malinov and Sha, 2004). 

In this study the reasons of using neural network are; 
- Complex problems can be easily modelled  
- Does not need any prior knowledge. Appropriate samples are enough for the model 
-   Neural networks can be applied to problems that do not have algorithmic solutions or algorithmic 

solutions that are too complex to be found (Khalaj et al.  2011) 
- Applications of artificial neural networks are the cheapest in terms of costs and they are the most 

efficient in terms of time (Keskinkilic, 2010) 
Complicated and non-linear complex relationships between outputs and inputs can be modelled and 

provided sufficient reliable data is available for training by BPANN.  
 

2.1. Dataset and Input/output Parameters 

The neural relationships would be very useful to industries for designing their experiments, an eventually 

their alloy (Reddy et al. 2002). To develop a neural network with good performance, there needs to be an 

adequate quantity of experimental data available (Sha and Edwards, 2007). In this study 130 parameters 

used for BPANN model. In order to modelling heat treatment process 110 operation parameters have taken 

for learning 20 parameters picked randomly for testing. Experts opinion literal review were choosing heat 

treatment process parameters (Chang et al, 2007), (Khalaj et al.  2011). All data sets were normalized to a -

1:1 range for computation. 

Table 1. Analyse of training and test sets 

 C% Si% Mn% P% S% Cr% T C
o 

HRC 

Min 2,20 0,50 0,70 0,01 0,01 16,00 338,00 956,00 55,00 

Max 2,60 1,00 1,00 0,05 0,05 17,99 358,00 990,00 65,00 

Mean 2,42 0,68 0,88 0,03 0,03 16,75 348,33 973,57 59,14 

Std. D. 0,12 0,15 0,09 0,01 0,01 0,65 5,24 11,16 3,47 

 

Chemical properties of balls percentages of Carbon (C %), percentages of Silisium (Si %), percentages of 

Manganese (Mn %), percentages of Phosphors (P %), percentages of Sulphur (S %), percentages of Chrome 

(Cr %) are determined as input parameter for BPANN. Heat treatment process time (T) and furnace heat 

(C
o
) are determined as input parameter for BPANN as well. Measured hardness value in Rockwell (HRC), 

after heat treatment determined as output for the model(Keskinkilic and Cakar, 2012).     

 

 

Figure 1. Schematic model of Back Propagation Artificial Neural Network 
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2.2. Neural Network Training 

Before the determination of this architecture of BPANN model many different of experiments has 

performed. Figure 2 shows the determined back propagation neural network model architecture. BPANN 

has 8 neurons on input layer and two hidden layers one of them has 6 neurons and the other has 4 neurons. 

There is one neuron on output layer. The architecture was chosen as a result of these experiments gives the 

closest results. 

 

 

Figure 2. The architecture of Back Propagation Artificial Neural Network. 

 

Artificial neural network model generated with Matlab R2010a. Neural network has reached desired 

performance value (Mean Square Error) in 525th iteration as shown figure 3. Artificial neural network 

training data is given below. Momentum rate (γ) and learning rate (α) obtained by simulation. 

MSE 10
-4 

  

α 0,05   

γ 0,8   

Transfer Functions First Layer Second Layer Third Layer 

 Hyperbolic Tangent 

Sigmoid 

Hyperbolic Tangent 

Sigmoid 

Hyperbolic Tangent 

Sigmoid 
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Figure 3. Learning Curve 

 

2.3. Nelder –Mead Algorithm  

In this study Nelder–Mead Algorithm is used for optimization. This method first was introduced by 

Spendley et. al. in 1962 and later in year 1965 Nelder and Mead expanded their method (Malek and Shekari 

Beidokhti ,2006). Nelder–Mead Algorithm is a direct search method that does not use numerical or analytic 

gradients. The MATLAB r2010 program built-in routine ‘‘fminsearch()” uses the Nelder–Mead algorithm 

to minimize a multivariable objective function. .  

 

Nelder-Mead algorithm takes the fitness function from the trained network to search for the optimal heat 

treatment parameters (furnace heat and heat treatment time) combination. 

 

According to factory experiments and customer's request 90 mm. diameters grinding ball hardness value 

determined as 64 HRC and Nelder-Mead Algorithm used for searching optimum parameters. Table 2 shows 

the parameters were used for Nelder –Mead Algorithm. 

 

 C% Si% Mn% P% S% Cr% T C
o 

HRC 
(required) 

 0.8002 -0.3243 0.4876 0.4543 -0.9123  0.3042 ? ?  0.8 

formulation x1 x2 x3 x4 x5 x6 x7 x8 y_ysa 

 
 C%, Si%, Mn%, P%, S%, Cr% values comes from casting. For this parameter furnace heat (C

o
) and heat 

treatment time (T) optimized by Nelder-Mead Algorithm and figure 4 shows the result.
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Figure 4. Optimization Function Value Plot 

 

 

Fitness function of trained BPANN model is designed as M File For Matlab R2010 is below. 

function fitness1= neldermead1(v) 

x1= 0.8002; 

x2= -0.3243; 

x3= 0.4876; 

x4= 0.4543; 

x5= -0.9123; 

x6= 0.3042; 

y_ysa = 0.8; 

x7 = v(1)< 1 > -1 ; 

x8 = v(2)< 1 > -1 ; 

 a1=-0.58485*x1+0.035466*x2+0.20587*x3-0.89896*x4+0.59904*x5+0.41987*x6+1.088*x7 

0.21724*x8+1.878; 

 B1 = 2 / (1 + 2.71828182846 ^ (-2 * a1)) - 1; 

a2=0.31238*x1+0.83279*x2-0.73064*x3+0.30797*x4-0.59127*x5+0.26436*x6-0.74227*x7-0.63316*x8-

1.1742; 

 B2 = 2 / (1 + 2.71828182846 ^ (-2 * a2)) - 1; 

a3=-0.070326*x1-0.49116*x2-1.0824*x3-0.12381*x4+0.12421*x5+0.63875*x6-

0.68887*x7+0.84183*x8+0.53773; 

B3 = 2 / (1 + 2.71828182846 ^ (-2 * a3)) - 1; 
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a4=-0.26509*x1+0.79434*x2-0.090284*x3-0.86625*x4-0.60704*x5-0.030157*x6-0.041022*x7-

1.2133*x8-0.21271; 

B4 = 2 / (1 + 2.71828182846 ^ (-2 * a4)) - 1; 

a5=0.66158*x1+0.43736*x2+0.59978*x3-0.33718*x4+0.14022*x5-0.8339*x6-

0.96417*x7+0.59696*x8+1.0625; 

 B5 = 2 / (1 + 2.71828182846 ^ (-2 * a5)) - 1; 

a6=0.010804*x1-0.33588*x2+0.93053*x3-0.64992*x4-0.60707*x5-0.75099*x6-

0.89232*x7+0.73777*x8+1.6353; 

B6 = 2 / (1 + 2.71828182846 ^ (-2 * a6)) - 1; 

c1 = 0.93723*B1+0.7665*B2-0.61156*B3+0.21256*B4+0.33913*B5-1.0644*B6-1.7561; 

D1 = 2 / (1 + 2.71828182846 ^ (-2 * c1)) - 1; 

c2 = -1.3156*B1-0.021737*B2-0.94637*B3+0.1057*B4-0.49716*B5-0.84176*B6+0.4679; 

D2 = 2 / (1 + 2.71828182846 ^ (-2 * c2)) - 1; 

c3 = -0.17678*B1+0.85063*B2-0.76109*B3-0.8328*B4+0.066926*B5-0.90953*B6-0.68646; 

D3 = 2 / (1 + 2.71828182846 ^ (-2 * c3)) - 1; 

c4 = -0.38197*B1-0.72463*B2+1.0987*B3+0.9584*B4-0.1934*B5-1.0225*B6-1.5855; 

D4 = 2 / (1 + 2.71828182846 ^ (-2 * c4)) - 1; 

e1 = (-0.26368*D1+0.49131*D2-0.38967*D3+1.1713*D4+0.69527); 

 Y1 = 2 / (1 + 2.71828182846 ^ (-2 * e1)) - 1; 

 fitness1 =  abs(Y1 - (y_ysa)); 

 

3. CONCLUSIONS 

Back propagation artificial neural network model has shown good agreement with tested heat treatment 

model. Nelder-Mead Algorithm is used for optimization the parameters. The algorithm proposed here finds 

the approximate solution in a closed analytical form. Results are very useful for optimizing heat treatment 

parameters to fulfill a highly efficient output state. 

 

In this study BPANN use for just 90 mm diameters grinding ball heat treatment process. Results can be 

extended for other heat treatment parts. 
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Abstract - A new nonlinear sliding mode, which can be 
expended and used in a large family nonlinear systems , is 
skillfully constructed for supersonic missile control with 
unknown control direction. Later, by using of the Nussbaum 
gain method, the unknown control direction problem is solved 
and also the appearance of control singularity was avoided. 
So the nonlinear sliding mode method and Nussbaum gain 
method are integrated perfectly in this paper and neither one 
is dispensable. Finally, this method is applided in supersonic 
missile system and the simulation result shows the rightness of 
the proposed method.   

Keywords: Unknown control direction; Nussbaum Gain; 
Sliding Mode; Supersonic Missile; Adaptive; Control 
 

1 Introduction 
  The control system of missiles described by the 
differential equations have strong nonlinearities and time 
varying characteristics. A traditional way to design the  
autopilots is to linearize these equations under different flight 
conditions, then to apply linear design techniques to the 
linearized models and finally to schedule the control 
parameters according to different flight conditions and states.  

However, this so-called gain scheduling method is a 
tedious procedure. All the models described under different 
flight conditions should be designed one by one. Furthermore, 
it does not give an optimal solution nor guarantee stability 
robustness of the whole trajectory. Also, the assumption of 
the uncertainties and model errors are not  considered 
sufficiently.  

Adaptive backstepping controllers were designed for 
nonlinear models of missile motion in many papers. The 
nonlinearities in the class of systems that we considered is 
due to both parametric uncertainty and unknown nonlinear 
functions. The uncertainties in missile pitch plane’s model  
considered in[10] are consisted of uncertain parameters and 
unknown nonlinear functions, where the unknown functions 
represents the model error or the time varying of the system. 
The main assumption is that these unknown functions satisfy 
socalled triangular bounds conditions. In particular, the 

unknown nonlinaerities satisfy some growth conditions 
characterized by bounding functions composed of known 
functions multiplied by unknown parameters. Polycarpou & 
Ioannou [10]designed an adaptive backstepping controller 
which guaranteed the uncertain system’s uniform ultimate 
boundedness. Based on that, Seung-Hwan Kim & Yon-Sik 
Kim [12]further estimated a virtural control coefficient. 

All the above research are based on the assumption that 
the control direction is known. To make it sample, some 
paper even assume that the sign of control coefficient, which 
also appeared in [12], is negative or positive.  

But the control direction is unknown under some 
complex flight condition of supersonic or high-supersonic 
missiles. Or the sign of control coefficients will be changed 
unexpectedly in some special flight area. So the  traditional 
control law based on the known control direction will face the 
unstable threaten. 

The Nussbaum gain method can deal with the unknown 
control direction problem, which is discussed in many papers 
recently[3-21].Adaptive and backstepping technologies are 
used in many papers to construct controllers for supersonic 
missiles. But there are two disadvantages by using the 
backstepping technology. First, the control law will be more 
and more complex as the order of the system increase. 
Second, the differential bomb problem will be caused. 
Although some relative methods are proposed to solve the 
differential bomb problem, they are still very tedious.  

For missile control systems, the control direction is 
assumed to be known in many papers. In fact, as the increase 
of the velocity of missiles, it is necessary to design a 
controller that can cope with the unknown control direction 
situation because the sign of control coefficient will be 
changed unexpectedly in some special flight conditions. A 
robust sliding mode controller was designed for airplane 
flight control system in [13]. The linear model of F-14 was 
considered and error and high-order derivative of error were 
used to construct the sliding mode surface . Finally, a robust 
sliding mode control law was designed by the way commonly 
used in many papers. It is wroth pointing out that there are 
one advantage by adopting this method. It is very difficult to 
get the high-order derivative of error for many actual systems, 
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especially for flight control systems. Some times it is 
impossible to measure the derivative of error because the 
signal does not have a physical meaning. Sometimes it is 
possible to measure the signal but it is too expense to measure 
the signal accurately. So in this paper the error and the 
integral of error and else are considered to construct a new 
kind of nonlinear sliding mode surface. Also, compared with 
the backstepping method,  it is able to  make the design 
sampler by using the sliding mode method . Over all, 
considering the unknown control direction problem, a new 
kind of nonlinear sliding mode adaptive controller is designed 
for supersonic missile systems. Meanwhile, the Nussbaum 
gain method is integrated with sliding mode surface to solve 
the unknown control direction problem in this paper. 

2 Problem description 
The nonlinear model of supersonic missile’s pitch 

plane flight motion mainly discusses in this paper can be 
written as follows: 

1 2 11 11 1 12 12 1 1 3 1 1( ) ( ) ( , )x x x x g x x tθ ς θ ς= + + + + ∆  (1) 

2 2 3 21 21 1 22 22 1 2 1( ) ( ) ( , )x b x x x x tθ ς θ ς= + + + ∆  (2) 

3 3x au ax= −                                                  (3) 

Where the definition of all parameters are the same as it 
in paper[10]. The control objective is a design u  such that 
the state 1x  is able to track the desired 1

dx . 

Lemma 1: For the above model, the state 1x  can be 

converged to the desired state 1
dx , if the states of the system 

can be converged to the following sliding mode, in other 
word, it satisfies the following equation: 

 

2
1 1 1 10

2 2
2 3 1 10

( ) ( )

( ) { ( ) } 0

td d
s

t d

S x x a x x dt

x x sign x x dt

= − + −

+ + − =

∫
∫

  (4) 

Proof: Define a new variable as 

 1 1 10
( )

t dw x x dt= −∫   (5) 

If the states of system satisfies 
 2 2 2

1 1 2 3 1( ) { } 0sS w a w x x sign w= + + + =   (6) 

Then we have 
 2 2 2

1 1 2 3 1( ) ( )sw a w x x sign w= − − +   (7) 

Choose the following Lyapunov function  

 2
1

1
2

V w=   (8) 

We solve the derivative of the Lyapunov function 
along the trajectory of solution, it is easy to get 
 2 2 2 2

1 2 3 1( ) 0sV a w x x w= − − + ≤  (9) 

So we get 1 0w → and 1 1
dx x→ . 

Considering the appearance of the squared items which 
will make the control law to be tedious, we can improve the 
Lemma 1 by using a nonlinear function as follows: 

Lemma 2: For the above model, the state 1x  can be 

converged to the desired state 1
dx , if the states of the system 

can be converged to the following sliding mode, in other 
word, it satisfies the following equation: 

2
1 1 1 10

2 3 2 3 1 10

( ) ( )

( ) {( ) ( ) } 0

td d
s

t d

S x x a x x dt

x x sign x x x x dt

= − + −

+ + + − =

∫
∫

 (10) 

Considering the using of sign function in above 
equation, it is not convenient to get the derivative. So the 
sliding mode surface can be improved as follows.  

Lemma 3: For the above model, the state 1x  can be 

converged to the desired state 1
dx , if the states of the system 

can be converged to the following sliding mode, in other 
word, it satisfies the following equation: 

2
1 1 1 10

2 3

2 3 1 10

( ) ( )

( ) tan 0,

( ) ( )

td d
s

t d

S x x a x x dt

x x ac Q

Q x x x x dt

= − + −

+ + =

= + −

∫

∫
 (11) 

Considering that the equation (11) is still complex, so it 
can be improved as follows. 

Lemma 4: For the above model, the state 1x  can be 

converged to the desired state 1
dx , if the states of the system 

can be converged to the following sliding mode, in other 
word, it satisfies the following equation: 

 2 2 2
1 1 2 3 1 10

( ) ( ) ( )
td d

sS x x a x x x x dt= − + + + −∫  (12) 

In some situation, the sliding mode surface can also be 
defined as Lemma 5. 

Lemma 5: For the above model, the state 1x  can be 

converged to the desired state 1
dx , if the states of the system 

can be converged to the following sliding mode, in other 
word, it satisfies the following equation: 

 2 2 2
2 3 1 1 1 10

( )( ) ( )
td d

sS a x x x x x x dt= + + − + −∫  (13) 
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3 Nussbaum gain & Sliding mode design 
In this section, the lemma 5 is used to design the 

nonlinear sliding mode controller, and other kinds of 
nonlinear sliding mode controller can follow the same design 
procedure. First, define the sliding mode surface as 

 2 2
2 3 1 1 1 1 1(1 )( ) ( )d dS x x x x c x x dt= + + − + −∫  (14) 

Then we solve the derivative of sliding mode surface 
 

 
2 2
2 3 1 2 2 3 3

1 1 1 1 1

(1 ) (1 2 2 )

( ) ( )d d

S x x x x x x x

x x c x x

= + + + + +

− + −
 (15) 

To make the following illustration brief, we 
define 1 1

de x x= − then we have 

 

2 2
1 2 3

2 2 1 2

3 3 1 3

(1 )
2 /
2 /

f x x

f x f x

f x f x

= + +
= = ∂ ∂
= = ∂ ∂

 (16) 

Also the derivative of the sliding mode surface can be 
described as  
 1 1 1 2 2 3 3(1 )S c e f x f ex f ex= + + + +  (17) 

Considering the system model (1), we have 

1 1 2 1 11 11 1 1 12 12 1

1 1 3 1 1 1

2 2 3 2 21 21 1 2 22 22 1

2 2 1 3 3 3

(1 ) ( ) ( )
( , )

( ) ( )
( , )

S c e f x f x f x

f g x f x t

f eb x f e x f e x

f e x t auf e f eax

θ ς θ ς

θ ς θ ς

= + + + +
+ + ∆
+ + +
+ ∆ + −

  (18) 

So the ideal control can be designed as 

        

*
1 3 3 1 2

3

1 11 11 1 1 12 12 1 1 1 3

1 1 1 2 2 3 2 21 21 1

2 22 22 1 2 2 1

1 { (1 ) ( )

( ) ( )
( , ) ( )

( ) ( , )}

u c e f eax f x f S
aef

f x f x f g x

f x t f eb x f e x

f e x f e x t

θ ς θ ς
θ ς

θ ς

= − + + − −

− − −
− ∆ − −

− − ∆

(19) 

Because of the uncertainties of the model, it is 
impossible to get the ideal control, so we consider designing 
the adaptive control law as follows 

 

1 3 3 1 2
3

1 11 11 1 1 12 12 1

1 1 3 2 2 3 2 21 21 1

2 22 22 1 1 1 2 1

1 { (1 )

ˆ ˆ( ) ( ) ( )
ˆ ˆˆ ( )

ˆ ( ) ( , ) ( , )}

ddu c e f eax f x
aef

f S f x f x

f g x f eb x f e x

f e x x t x t

θ ς θ ς

θ ς

θ ς η η

= − + + −

− − −

− − −

− − −

 (20) 

Where  

1( )f S k S=  (21) 

Define 

 

1 3 3 1 2

1 11 11 1 1 12 12 1 1 1 3

2 2 3 2 21 21 1

2 22 22 1 1 1 2 1

(1 ) ( )
ˆ ˆ ˆ( ) ( )
ˆ ˆ ( )
ˆ ( ) ( , ) ( , )

dNu c e f eax f x f S

f x f x f g x

f eb x f e x

f e x x t x t

θ ς θ ς

θ ς

θ ς η η

= − + + − −

− − −

− −

− − −

 (22) 

Design the Nussbaum gain adaptive control as 
 ( ) dNu N k u= −  (23) 

where ( )N k is a Nussbaum gain function, and design 
the adaptive regulation law as: 
 dNk Su= −  (24) 

The derivative of the sliding mode surface can be 
rewritten as  

 

1 1 2 1 11 11 1

1 12 12 1 1 1 3 1 1 1

2 2 3 2 21 21 1

2 22 22 1 2 2 1

3 3 3 3

(1 ) ( )
( ) ( , )

( )
( ) ( , )

( )dd dd

S c e f x f x

f x f g x f x t

f eb x f e x

f e x f e x t

f eax au f e a u u f e

θ ς
θ ς

θ ς
θ ς

= + + +
+ + + ∆

+ +
+ + ∆
− + + −

 (25) 

It can also be further changed as 

 

1 11 11 1 1 12 12 1

1 1 3 1 1 1 2 2 3

2 21 21 1 2 22 22 1

2 2 1 1 1 2 1

3

( ) ( ) ( )

( , )

( ) ( )
( , ) ( , ) ( , )

( )dd

S f S f x f x

f g x f x t f eb x

f e x f e x

f e x t x t x t

a u u f e

θ ς θ ς

θ ς θ ς
η η

= − + +

+ + ∆ +

+ +
+ ∆ − −
+ −

 (26) 

Then it means that 
 3( ) ( )ddSS Sf S Saf e u u S ∆= − + − + Ε  (27) 

where 

 

1 11 11 1 1 12 12 1

1 1 3 1 1 1 2 2 3

2 21 21 1 2 22 22 1

2 2 1 1 1 2 1

( ) ( )

( , )

( ) ( )
( , ) ( , ) ( , )

f x f x

f g x f x t f eb x

f e x f e x

f e x t x t x t

θ ς θ ς

θ ς θ ς
η η

∆Ε = +

+ + ∆ +

+ +
+ ∆ − −

 (28) 

Design the regulation law as follows 

 
11 1 11 1
ˆ ( )Sf xθ ς= ,

12 1 12 1
ˆ ( )Sf xθ ς=  (29) 
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21 2 21 1

ˆ ( )Sf e xθ ς= ,
22 2 22 1

ˆ ( )Sf e xθ ς=  (30) 

 1 1 3ĝ Sf x= ,
2 2 3b̂ Sf ex=  (31) 

Considering that 
 1 1 1 1 1( , ) ( )f x t p x fψ∆ ≤  (32) 

 2 2 2 2 2( , ) ( )f e x t p x f eψ∆ ≤  (33) 

We design 

1 1 11 1 11
ˆ( , ) ( , , )x t S xη β= Ω   

 2 1 12 1 12
ˆ( , ) ( , , , )x t S e xη β= Ω  (34) 

11 1 11 11 11
ˆ ˆ( , , )S xβ ωΩ = Ω  

11
11 11 1

11

( )( ) tanh( )Sq x
q xω

ε
=  (35) 

12 1 12 12 12
ˆ ˆ( , , )S xβ ωΩ =Ω , 12

12 12 1
12

( )( ) tanh( )Sq x
q xω

ε
=  (36) 

11 1 1( )q p x f= , 12 2 2( )q p x f e=  (37) 

where 

 

1 1 1 1 1

2 2 1 2 1

1 1 1 2 2 1

11 1 11 12 1 12

1 1 1 2 2 1

11
11 11

11

12
12 12

12

1 11 2 1

( , ) ( , )
( , ) ( , )

( , ) ( , )
ˆ ˆ( , , ) ( , , , )

( , ) ( , )
( )ˆ ( ) tanh( )

( )ˆ ( ) tanh( )

( )

Sf x t S x t

Sf e x t S x t

Sf x t Sf e x t

S S x S S e x

Sf x t Sf e x t

Sq x
S q x

Sq x
S q x

Sq x Sq

η
η

β β

ε

ε
ψ ψ

∆ −
+ ∆ −

= ∆ + ∆

− Ω − Ω
= ∆ + ∆

− Ω

− Ω

≤ + 2

11
11 11

11

12
12 12

12

1 11 11 2 12 12

11 11 12 12

( )
( )ˆ ( ) tanh( )

( )ˆ ( ) tanh( )

ˆ ˆ( ) ( )

x

Sq x
S q x

Sq x
S q x

S S

S S

ε

ε

ψ ω ψ ω

ω ω

− Ω

− Ω

< − Ω + − Ω

< Ω + Ω

 (38) 

Define 11 1 11
ˆψΩ = −Ω , 12 2 12

ˆψΩ = −Ω , and design the 
adaptive turning law as 

 
11 11

ˆ SωΩ = ,
12 12

ˆ SωΩ =  (39) 

Then choose the Lyapunov function as 

 

2 2 2
1

, 1,2 1,2

2 2
1 2

1 1 1
2 2 2

1 1
2 2

ij i
i j i

V S

g b

θ
= =

= + + Ω

+ +

∑ ∑
 (40) 

It is easy to prove that 

 
3

3

3

( )
( )

[1 ( )]

dd

dN dN

dN

V Saf e u u

Saf eN k u Su

af eN k u S

≤ −

≤ − −

≤ − +

 (41) 

Using the integrate operation on both side of the 
inequality, we get  

 
( )

3(0)

( )

3(0)

( ) (0) [(1 ( )]

( ) (0) ( )

k t

k

k t

k

V t V af eN k dk

k t k af eN k dk

− ≤ − +

= − + −

∫

∫
 (42) 

Considering the characteristic of Nussbaum gain 
function as follows 

 
0

1limsup ( )
s

s
N x dx

s→∞
= +∞∫  (43) 

 
0

1liminf ( )
s

s
N x dx

s→∞
= −∞∫  (44) 

Using the apagoge method, it is easy to prove that 
0S → .According to the lemma 5, we can make the 

conclusion that the system is stable and the state 1x  can be 

converged to the desired value 1
dx .  

4 Example and simulation 
The supersonic model described in[2] is used to do the 

simulation as follow 

[ ( , ) ]z m z

QS
C M B q

mV
α α δ⎛ ⎞= + +⎜ ⎟

⎝ ⎠  

[ ( , ) ]m m m
yy

QSd
q C M B

I
α δ

⎛ ⎞
= +⎜ ⎟⎜ ⎟
⎝ ⎠  
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au aδ δ= −  

The nonlinear sliding mode controller is designed as 

1 1 1 1 1 2 3( ) ( ) ( , , )d dS x x c x x dt f x x z= − + − +∫  

2
2 3 2( , , ) ( )f x x z x sign z= , 1 1( )dz x x dt= −∫ ,

1 1( )dz x x dt= −∫  

2 1 1 1 11 11 1 12 12 1

1 1 21 2 21 1 22 2 22 1 2 1

ˆ ˆ[ ( ) ( ) ( ) ( )
ˆ ˆ( , ) ( ) ( ) ( , )]

d
dNu x c x x f S x x

x t f x f x x t

θ ς θ ς

η θ ς θ ς η

= − − − − − −

− − − −

3 ( )d dNx N k u= − , 3 3 3
dz x x= − , 

3 3 1
1 ˆ( ( ) )u ax f z l S
a

= − +
, 

1 1 11 1 11
ˆ( , ) ( , , )x t S xη β= Ω , 2 1 12 1 12

ˆ( , ) ( , , )x t S xη β= Ω  

11 1 11 11 11
ˆ ˆ( , , )S xβ ωΩ = Ω , 11

11 11 1
11

( )( ) tanh( )Sq x
q xω

ε
=  

12 1 12 12 12
ˆ ˆ( , , )S xβ ωΩ = Ω , 12

12 12 1
12

( )( ) tanh( )Sq x
q xω

ε
= , 

11 1( )q p x= , 12 2 2( )q p x f=
, 

11 11
ˆ SωΩ = , 12 12

ˆ SωΩ = , 

11 11 1
ˆ ( )S xθ ς= , 12 12 1

ˆ ( )S xθ ς= , 

21 2 21 1
ˆ ( )Sf xθ ς= , 22 2 22 1

ˆ ( )Sf xθ ς= , 

1 3ĝ Sx= , 2 2 3b̂ Sf x= , 

The definition of parameters is as follows: 

[ ]
[ ]

11 12 21 22

1 1 2 1 1 1 2 1( ) ( ) ( ) ( )z b z b m b m bx x x x

ς ς ς ς

φ φ φ φ=
 

1 1 1 1 2 1( ) [ ( ) ( ) ]z z mp x x x Mφ φ= +
,

2 1 1 1 2 1( ) [ ( ) ( ) ]m m mp x x x Mφ φ= +
 

Choose the desired value of attack angle 
as 0

1 2d dxα = = , and assume the uncertainties of aeronautical 

parameters as  1 2 3 4 5 0.5p p p p p= = = = = , finally the 
simulation result is as Fig.1, Fig.2, Fig.3 and Fig.4. 
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Fig. 1 Angle of attack response 
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Fig. 2 Actuator  response 
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Fig. 3  Rotation response 
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Fig. 3 Nussbaum gain curve 

 
Fig. 5  Angle of Attack Response 

 

By using the method in [12], The response curve of 
attack angle  is shown as fig. 5. So we can find that the curves 
are not very smooth with our method. Also it has oscillation 
because of the searching characteristic when the Nussbaum 
gain method is used. It should be pointed out that the 
uncertainties considered in [12] is weaker than it in this paper, 
also the unknown control direction problem is not considered 
in [12]. 

5 Conclusions 
 By using the sliding mode method, a three order model 
was changed to a one order sliding mode, so the differential 
bomb problem ,which is often caused by using backstepping 
technology, was avoided . Also, it does not need to measure 
the high order derivative of error because of the constructing 
of nonlinear sliding mode.  

It is worth pointing out that both the unknown control 
direction problem and the control singularity problem were 
solved by introducing the Nussbaum gain method and  
nonlinear sliding mode. The construction of nonlinear mode, 
which can be extended and used in a large family of 
nonlinear systems, is very meaningful and skillful. So the 
both methods were integrated perfectly in this paper. Without 
the nonlinear sliding mode method, the order of the system 
can not be reduced; without the using of Nussbaum gain 

method, the unknown control direction can not be solved and 
control singularity problem will appear. So neither of the two 
methods is dispensable. 
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Abstract – Artificial Intelligence (AI) techniques have been 

successfully applied to a wide range of problems that 

perform problem solving such as diagnosis, decision making 

and optimization problems.  However, any AI algorithm 

applied to a creative problem requires some mechanism to 

substitute for the creative spark found in the human, as the 

computer has no creative capacity.  Randomness, as 

supplied by a random number generator, cannot be the sole 

mechanism to bring about a creative composition.  This 

paper examines three AI approaches applied to music 

composition.  Specifically, the paper introduces MAGMA, a 

knowledge-based system that uses three different AI 

algorithms to generate music.  Sample songs generated by 

MAGMA are compared. 

 

Keywords: music composition, Markov models, 

routine planning, genetic algorithms, artificial 

intelligence 

1 Introduction 

 

Artificial Intelligence (AI) research primarily produces 

problem solving systems that are aids in human decision 

making and identification.  AI is often applied to problems 

such as diagnosis, design, and optimization.  These 

problems often have specific solutions so that the AI system 

results can be tested against similar solutions as generated 

by human experts.  AI research has also been applied to 

problems involving creativity such as composition of poetry 

or music.  In such cases, output must be judged through 

subjective standards.  However, when AI is used to solve 

creative problems, the AI algorithm must substitute 

something in place of the creative spark that humans seem 

to have.  Randomness by itself will not be sufficient.  

 

Similar to other areas of AI research, AI applied to 

music composition varies greatly by both the AI method(s) 

employed and the specific problem being solved.  At one 

end of the music composition spectrum is the use of AI to 

generate a musical accompaniment in real time to musical 

performance [1, 2, 3].  At the other end are AI systems that 

compose music from scratch [4, 5, 6].  Also in the mix are 

AI systems which are trained based on previously composed 

pieces of music (e.g., classical music compositions of Bach 

and Beethoven), which then generate similar sounding 

compositions [7, 8].  AI-based music composition should 

not be confused with other forms of computer-generated 

music such as the use of MIDI technology or digital 

samplers and synthesizers. 

 

Music composition in humans is performed in several 

different ways.  Some people “hear” music in their mind and 

transcribe it onto sheet music.  Others plan out the music 

through a deliberative process.  Still others create music 

spontaneously through “jamming”.  Or, musicians might 

combine these approaches.  We might view these three 

different approaches as the application of music theory, the 

application of planning, and the application of randomness 

with pruning of music that “doesn’t work” as determined by 

some fitness evaluation.  In AI, we might implement these 

three approaches using knowledge-based reasoning coupled 

with a stochastic approach, routine planning and genetic 

algorithms respectively.  In the most recent AI research into 

music composition, the primary method utilized is the 

genetic algorithm (or some variation).  Other approaches 

include neural networks, fractal geometry, and stochastic 

approaches using Markov chains. 

 

There are many works that have applied genetic 

algorithms to music generation, including for instance 

GenDash [4] which models each measure of a song as a 

different population to evolve, or the work of Donnelly and 

Sheppard [5] which evolves four-part harmonies and their 

rhythm.  CONGA [6], unlike the previous two mentioned 

systems, uses humans to perform the fitness analysis of each 

piece of music, thus drawing upon more than music theory 

to evaluate how listenable a piece of music is. AMUSE is 

used to generate and evolve improvised melodies given a 

harmonic context [9] and BlueJam employs a combination 

of heuristics and genetic algorithms [10].  

 

There are numerous examples of stochastic approaches 

to music generation.  For instance, the Stochos system uses 

eight different types of stochastic functions [11].  Bell 

applied Markov chains to control pitch, duration and chords 

of music that was generated by genetic algorithm [12]. 

 

The research presented here consists of three different 

AI techniques applied to the music composition problem.  

Specifically, this paper describes a system called MAGMA, 

the Multi-AlGorithmic Music Arranger, which utilizes three 

AI algorithms to generate music:  stochastic generation via 

Markov chains, routine planning, and genetic algorithms.  
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The paper examines these AI-based algorithms in section 2.  

Next, the paper introduces MAGMA and describes how 

these algorithms are used to implement music creation.  In 

section 4, two different sets of song excerpts are examined 

to compare the capabilities of the three different algorithms.  

Section 5 offers some conclusions and future work.  The 

research reported here is a work in progress.  The goal of 

this research is not to indicate that any single approach is 

better than another but to demonstrate how these approaches 

can be utilized to compose music. 

 

2 Background  

This section introduces the three algorithms that are 

used in the MAGMA system to compose music.  These 

algorithms are described independently of music 

composition, saving those details for section 3.   

 

A Markov chain is a state transition diagram whose 

links (edges) are annotated with probabilities [13].  The 

entire Markov chain represents a statistical model.  The 

Markov chain can then be used to generate a possible 

sequence of events and the probability that the sequence will 

arise.  Figure 1 illustrates a simple Markov chain of daily 

weather patterns.  Given the Markov chain, one could 

generate the probability of a sequence of daily weather 

patterns.  For instance, the probability given that today is 

sunny of the next three days being sunny, sunny, snowy, 

would be .4 * .4 * .2 whereas the probability of the next 

three days being rainy, rainy, sunny would be .4 * .6 * .3.   

 
Figure 1:  A Markov Chain 

 

The statistical model can be easily generated from a 

database of events.  For instance, the data from figure 1 

could come from several months of weather data.  Although 

the Markov chain is not specific to AI, it has found a 

number of uses within AI.  Most commonly, a variation 

called a hidden Markov model (HMM) adds prior 

probabilities for each state and evidential probabilities of the 

likelihood that a given node is reached given the data.  The 

HMM can be used to generate the most likely explanation 

for the appearance of some data.  HMMs have found 

tremendous success in speech recognition while Markov 

chains have a common application to generating music.   

 

Routine planning (or routine design) [14] captures the 

prototypical sequence of problem solving activities that a 

domain expert might undertake in planning or designing an 

artifact.  It is a knowledge-based approach that describes the 

solution to a problem using the routine knowledge that the 

domain expert will compile through years of experience in 

solving variations of the problem.  Routine design/planning 

has been used to solve a number of routine problems from 

air cylinder design to air force mission planning to 

nutritional meal planning.   

 

The actual knowledge of the knowledge base breaks 

into several categories.  First is a hierarchy of the 

components involved in the routine design or planning 

problem.  This represents plan decomposition.  The idea is 

that to construct the given artifact (whether a physical object 

or an abstract object) requires designing each of the 

components and subcomponents in turn.  Second, to design 

any given (sub)component, the expert utilizes plan steps 

specific to that component.  There may be many different 

plan steps for each component.  The selection of the 

appropriate plan step is based on pattern-matching 

knowledge that identifies the plan step with the greatest 

chance of providing success in the designed artifact meeting 

user specifications, along with decisions already made on 

the design of other components.   As component-level 

interactions may nullify a partial design, redesign steps are 

available, for instance decreasing a component’s size 

because it is too large to fit within another component.  

Lastly, failure handling knowledge can be applied in the 

case that the designed artifact does not completely fulfill its 

intended function or meet all user specifications.   

 

Figure 2 illustrates plan decomposition of routine 

design/planning along with plan steps available to design 

each (sub)component.  In this figure, the overall artifact to 

be designed consists of three components, two of which 

have subcomponents.  

 

 
Figure 2:  Routine Design Plan Decomposition 

 

The genetic algorithm (GA) uses a form of natural 

selection to evolve a better solution [15].  The GA models 

the domain using a string of symbols, often called a 
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chromosome, along with a fitness function.  The GA starts 

with a base set of chromosomes. This population is treated 

as parents. The parents generate children through a series of 

genetic operations (mutation, inversion and crossover) that 

manipulate select parent chromosomes.  In mutation, one or 

more values in a chromosome are randomly changed.  For 

inversion, a sequence of chromosome values are reversed or 

otherwise rearranged.  Crossover swaps portions of the 

chromosomes found in two parents so that two variations 

are generated as children.  The result of these operations is a 

new population of children making up the next generation.  

These child chromosomes are evaluated using a fitness 

function.  The fitness function models aspects of the domain 

so that the resulting value indicates how good the particular 

child is.  A selection mechanism is then used to select the 

children who should survive into the next generation.  Those 

children become the parents and the cycle continues.  

Selection algorithms include selecting the highest evaluated 

children, randomly selecting children, using rankings as 

probabilities for selection, and looking for diversity among 

the children being selected.  The GA strategy is applied over 

and over for some number of iterations (generations) or until 

a child has been found whose fitness exceeds some desired 

threshold.   

 

There are many open questions when solving problems 

with GAs. These include how one models the domain with a 

chromosome (which features are modeled? what values are 

permitted?), which genetic operations are applied and how 

often/to what extent, what fitness function should be used, 

what selection mechanism(s) is applied, how many children 

are generated, and how many children are selected to 

become parents. GAs have been applied to a wide variety of 

problems including optimization problems, planning/design 

problems, and a variations of GAs are often applied to 

automatic generation of program code.  Section 3 elaborates 

on how these three algorithms can be applied to music 

composition. 

 

3 MAGMA 

MAGMA (Multi-AlGorithmic Music Arranger) is an 

experimental AI system currently under construction to 

compose music, specifically pop songs.  The system uses a 

stochastic algorithm based on Markov chains, a routine 

planning algorithm, and a genetic algorithm to generate 

songs.  The system takes user specifications as input and 

generates a song in the form of a MIDI file. 

 

The user specifications determine what type of song the 

user is interested in.  There are five preferences, each rated 

on a 5-point scale.  These preferences are as follows. 

 Transition determines the size of a transition from 

chord to chord or note to note.  The transition value 

can be thought of as the maximum “step size” 

between any two chords or notes.  A higher transition 

makes the song sound more “volatile” and might 

cause a song to have a more dissonant sound while a 

small transition might create a boring song. 

 Repetition dictates how likely chords and notes might 

repeat before transitioning to other chords or notes.  

The lower the repetition, the more “creative” a song 

might sound.  Repetition is also applied to song 

structure so that a lower repetition would lead to song 

components that are not repeated as often. 

 Variety applies to chords, notes and song structure, 

impacting how many chords/notes/song components 

are generated.  A higher variety leads to a song that 

has more parts and more diversity within those parts.  

The lower the variety, the simpler the song. 

 Range applies to the chords and notes, similar to 

repetition and variety, but in this case it influences 

the chords and notes over the entire song.  Range also 

controls the number of octaves that might be applied 

as well as the instruments selected for the MIDI file. 

 Mood impacts the key and the tempo of the song.  A 

more somber mood may cause a minor key and a 

slower tempo.  A more upbeat mood would often 

result in a major key and a faster tempo.  An 

intermediate mood may cause minor and major keys 

for different song components such as a minor key 

for the verse and a major key for the chorus.  The 

mood also impacts the instruments selected.   

 

The user also specifies which of the three algorithms to 

utilize.  MAGMA will generate a single song using the 

selected algorithm (stochastic approach, planning approach, 

genetic algorithm approach).  The output of MAGMA is a 

MIDI file of a song that might vary in duration from 2 

minutes to 5 minutes.  See figure 3 for an overview of the 

system’s architecture.   

 
Figure 3:  MAGMA’s Architecture 

 

Each of the three algorithms generates a song through 

planning decomposition, as shown in figure 4.  First, the 
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song’s structure is generated.  Song structures are based on a 

few components:  introductions (I), verses (V), choruses 

(C), bridges (B), solo sections (S) and outros (O).  A simple 

song may have a structure of I-V-C-V-C-O and a more 

complex song might have a more elaborate structure of I-V-

V-C-V-B-C-S-C-O.  In some cases, an intro and/or outro 

may match a verse and in other cases, the intro, outro and 

verse may all differ.  Additionally, a song may contain a 

modulation either between or within components, for 

instance by having two repeated choruses shift from the key 

of D to the key of E. 

 

 
Figure 4:  Four Steps to Generate a Song 

 

Given the song structure, or song components, the next 

step is to generate the structure of each of those 

components.  This structure is based on the number of and 

types of measures.  For instance, a verse might consist of 4 

or 8 measures.  These measures may all be identical, or they 

may alternate between different chord sequences.  A 4-

measure component may follow a pattern like 1-1-1-2 or 1-

2-1-3 or 1-1-1-1 or even 1-2-3-4. Obviously, repetition and 

variety impact the generation of the component’s structure. 

 

Now MAGMA must generate the actual chords for each 

of the measures.  If a verse has a pattern of 1-1-1-2, then 

MAGMA must generate two chord sequences for the verse.  

The measure will comprise some number of “beats”.  In 4/4 

timing for instance, a measure might consist of 4 quarter 

notes or 8 eighth notes or 1 whole note.  The variety will 

help dictate whether all chords have the same duration or 

whether some chords will be longer and/or shorter than 

others.  A more diverse measure might consist of a half note 

followed by a quarter note followed by two eighth notes.   

 

Given the chords, MAGMA now generates a melody 

sequence over those chords.  The melody is generated 

independently of the chord sequence but must match the 

chord sequence’s duration.  The notes generated are based 

on the key that makes up the component (e.g., if the verse is 

in the key of Am, the notes generated must match Am).  In 

this way, the notes are not necessarily based on the chord 

that the notes are played over.   

 

All chord and melody data are generated using 

Nashville notation so that they are key agnostic (using 

numbers in place of notes).  This permits easy translation of 

a note or chord sequence based on the generated key.  The 

key is generated randomly, but is impacted by the user’s 

preference for mood.  Selections for tempo and musical 

instruments (for the MIDI file) also combine mood and 

randomness. 

 

Each of the three algorithms (stochastic, planning, 

genetic algorithm) performs these four plan decomposition 

steps in different ways.  However, all three of the algorithms 

perform these steps in the order given in figure 4.   

 

For the stochastic algorithm, each of the four steps is 

handled through separate Markov chains, each of which was 

automatically generated using a simple parsing algorithm 

from a collection of pop songs.  For instance, the chord 

transition probabilities were generated by parsing the chords 

of numerous songs.  The parser provides the Markov chains 

as transition probabilities matrixes, as shown in figure 5.  

MAGMA utilizes one matrix for song structure, one for 

measure structure, one for chord generation and one for 

melody generation.  There are additional matrices for phrase 

transition (e.g., chorus to verse chord transitions), and chord 

duration.  For each generated song, the probabilities of the 

matrices are altered based on the user specifications to better 

match the user’s interests.   

 

 
Figure 5:  Partial Transition Matrix for Notes/Chords 

 

The planning approach has numerous plan steps that 

define specific sequences of song components (the song 

structure), measures, chord sequences and note sequences.  

The song structure is generated by selecting the sequence 

that most closely matches the user specification.  Next, for 

each song component, its structure is generated in terms of 

the pattern of measures.  Again, the planning system has a 

number of enumerated lists such as 1-2-1-2 or 1-1-2-1-1-2-

1-3, and sequence selected is the one that most closely 

matches the user’s specifications.  Given a single measure, 

now the planning approach selects a chord sequence that 
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again most closely matches the user specifications.  

Similarly, notes are then generated.   

 

Below are three examples of song structure and the user 

preferences that each would best match.  For instance, the 

first component would proscribe a song that consists of the 

pattern Introduction, Verse, Chorus, Verse, Chorus and 

Outro.  It has a repetition value of 2 and a variety value of 3.  

The third example has a repetition value of 1 and a variety 

value of 5. 

 {R=2,V=3}=I|V|C|V|C|O 

 {R=2,V=4}=I|V|C|V|C|B|C|O 

 {R=1,V=5}=I|V|C|B|O 
 

Chord sequence and melody sequence plans include the 

pitch (the chord or the note) and the rhythm.  What follows 

are examples of chord sequences.  The numbers indicate the 

chord to play where 1 equals the key (e.g., a key of D would 

mean that a 2 is an E chord and 5 is an A chord).  A 0 

indicates a rest, or no chord/note played.  The letter 

following the number represents the duration of the chord or 

note with w meaning a whole note, h being a half note, q 

being a quarter note, i being an eighth note, s being a 

sixteenth note, etc.  The two lists below are examples of 

chord sequences and note/melody sequences respectively. 

 

 {R=1,T=1,V=2,H=3}=4q|4q|5q|5q 

 {R=1,T=1,V=2,H=2}=5h|6h 

 {R=1,T=1,V=1,H=1}=5w 

 

 {R=2,V=2,T=2,H=4}=0q|0i|3i|3i|5i|5q 

 {R=1,V=2,T=1,H=2}=2qqq|-3q 

 {R=3,V=3,T=1,H=2}=3q|3q|2q|1q 

 {R=4,V=1,T=1,H=3}=-1q|1qi|0i|-1q 

 

To further illustrate, a song with the key of A might 

generate a measure whose chord sequence is A-A-A-G-G-

G-G-E and consist solely of eighth notes expressed as 

1e|1e|1e|7e|7e|7e|7e|5e.  Another example might be a song 

with a key of Cmaj with a measure whose chord sequence is 

D (half note), E (3 quarter notes) F (half note).  In the latter 

case, this would be expressed as 2w|3qqq|4h. 

 

In order to ensure that the melody generated matches to 

some extent the chords generated, three additional 

mechanisms are applied.  First, the duration of a measure, as 

generated during the chord sequence phase, is used to “chop 

off” a melody.  That is, if a selected melody plan step is too 

lengthy, its duration is simply truncated upon reaching the 

end of the chord sequence.  Second, the melody must match 

the key of the song component (e.g., the key of the verse).  

This may or may not precisely match the chords and so 

additional work may be required to perform “failure 

handling” to ensure the notes and chords work together with 

respect to music theory.  Finally, transition rules are applied 

to alter the sequence of chords as they move from one song 

component to another (e.g., verse to chorus transition). 

  

The Genetic Algorithm approach employs four types of 

chromosomes, one each for the song structure, component 

structure, chord sequences and note sequences.  Five fitness 

functions are utilized, one per type of user preference.  The 

fitness of a chromosome is based on how closely it matches 

the given user preference.  The five fitness function values 

are combined using a weighted average.   

 

The song structure is generated with an initial 

chromosome size based on the user preference. If the 

preference is for low variety and low repetition for example, 

the size will be smaller than a preference of high repetition 

and high variety.  

 

For each song component (verse, chorus, etc.) a 

measure sequence is evolved. The chromosome’s size will 

depend on user preferences. A longer chromosome will be 

generated for high repetition and variety, while a shorter 

chromosome for low repetition and variety.  At this level, 

each member of the chromosome represents a measure. So 

if the final chromosome is evolved to 1,1,2,1,3,2, then three 

distinct measures make up that song component. 

 

Given a single measure, the next step is to generate its 

chord sequence. The chord sequence is influenced by user 

preference of repetition, variety and transition.  Repetition 

and variety will also influence the size of the chromosome 

(chord sequence).  

 

Once the chord sequence has been generated, a melody 

is evolved for each chord in that sequence.  The 

chromosome comprising the melody is influenced by 

repetition, variety and transition. If the duration of the 

melody is larger than the underlying chord then it is 

trimmed to match the chord duration. If it is shorter, then the 

last note is padded to match the duration of the chord. The 

process of chord and then melody generation is repeated for 

every measure of the song.   

 

During each phase of the genetic algorithm, every 

chromosome is scored by the fitness function, generating a 

real number between 0 and 1.  This value is the combined 

weighting of the fitness functions that encode the user 

specifications applied for that portion of the song 

composition.  For instance, music theory, diversity, 

repetition and transition are all applied for chord and note 

sequences while range, mood, diversity, transition and 

repetition are used to generate the song’s structure.   

 

A chromosome for a chord or melody sequence is 

denoted using Nashville notation which facilitates easy 

computation of transitions, distinct notes, and so forth.  As 
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an example, a chromosome storing the sequence 1, -3, 1, 5, 

7, 9, 12 has almost no repetition but contains a high degree 

of transition.  Negative numbers in the sequence represent 

lower octaves while numbers greater than 7 represent higher 

octaves.  The use of the Nashville notation also simplifies 

music theory computations irrelevant of the key.   

 

For each portion of song generation by the genetic 

algorithm (refer back to figure 4), the initial population size 

is 10 chromosomes. The initial population is created 

randomly.  For each generation, four parents are selected 

from the base population, two of which have the highest 

fitness and two of which are the most diverse from the two 

parents.  The four parents produce six children by crossover, 

and four additional children through mutation.  For song 

structure and song component generation, 10-15 iterations 

are performed.  For chord and melody sequence generation, 

100 iterations are performed.  The rationale being that 

structure is more easily evolved than the chord and note 

sequences.   

 

4 Examples 

This section examines and compares two sets of songs 

generated by MAGMA.  For the first set of songs, the user 

specified high transition, high variety, highly rhythmic, low 

repetition and high range.  Excerpts from the stochastic, 

planning and genetic algorithm portions of MAGMA are 

shown in figures 6, 7 and 8 respectively.  The excerpts 

shown in the figures are typical of the whole song from 

which they were excerpted.   

 

 
Figure 6: Excerpt from Stochastic Approach 

 

 
Figure 7:  Excerpt from Planning Approach 

 

 
Figure 8:  Excerpt from Genetic Algorithm Approach 

Notice in figure 6 that the melody of the stochastic 

approach consists of rapidly changing notes where the 

transition of change (step size) between notes is being quite 

large.  This leads to a chaotic, uneven sound.  The melody 

generated by the genetic algorithm (figure 8) is sparser than 

the other two songs leading perhaps to a more listenable 

melody.  However, the chord sequences from the genetic 

algorithm have a rhythmic pattern which makes the song 

less listenable (see how the chords are played continuously 

in the measure).  The song generated from the planning 

approach (figure 7) offers a compromise between these two 

extremes.  The melody is neither chaotic nor with large step 

sizes, and the chord structure, while not as diverse as the 

genetic algorithm approach also does not suffer from a lack 

of rhythm.  In the opinion of the authors, the song generated 

from the planning algorithm is far more listenable. 

 

The second set of songs was generated using 

specifications of low transition, low variety, less rhythmic, 

high repetition and low range.  The low range had a large 

impact on all three generated songs in that they are at a 

much slower tempo.  In the case of the genetic algorithm 

output, the song was placed in a minor key giving it a 

somber sound.  Excerpts from the three songs as generated 

by the stochastic approach, planning approach and genetic 

algorithm approach are shown in figures 9, 10 and 11 

respectively.   

 
Figure 9:  Excerpt from Stochastic Approach 

 

 
Figure 10:  Excerpt from Planning Approach 

 

 
Figure 11:  Excerpt from Genetic Algorithm Approach 

 

The song generated by the stochastic approach is quite 

simple to the point of being boring.  As can be seen in figure 

9, the melody is highly repetitive. In this excerpt, the chords 

remain the same throughout this passage of music.  The 

song generated from the planning approach is slightly more 

interesting while remaining basic.  Only the genetic 

algorithm produced a piece of music that has some 
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variability.  And yet, the large step sizes between notes 

cause this song to lack coherence.   

 

This brief look at the results of the three algorithms 

cannot lead to any definitive conclusions.  However, it 

should be apparent that the stochastic algorithm is at a 

disadvantage because it does not apply any explicit strategy 

to either follow music theory or compositional strategies 

that make a song listenable.  The main detractor of the songs 

generated by the genetic algorithm is the overly random 

nature of the notes.  The planning approach does not suffer 

from either of these problems but may lack in originality 

because it is impacted the least by randomness. 

 

5 Conclusions 

MAGMA, the Multi-AlGorithmic Music Arranger, 

applies three artificial intelligence algorithms to compose 

pop songs: a stochastic approach using Markov chains, a 

routine planning approach and a genetic algorithm 

approach. MAGMA receives user specifications and applies 

the algorithms to generate songs.  Song generation starts 

with the development of the song’s structure.  This structure 

reflects the component parts that will make up the song, 

such as verses and choruses.  Each component is itself 

decomposed into measures.  A component might be made 

up of several distinct measures such as a pattern of 1-2-1-2.  

Each measure is then designed by generating both chord 

sequences and notes (a melody).  The generation of song 

structure, measures, chords and notes is all handled by one 

of the AI algorithms.   

 

MAGMA is a proof-of-concept system being 

constructed as part of a master’s thesis in computer science.  

The goal is to demonstrate how these approaches can be 

applied for music composition, and to compare and contrast 

the music generated from these algorithms.  MAGMA 

generates songs as MIDI files so that people can both listen 

to the music and view the music in staff notation.  While the 

analysis provided in this paper can point out flaws with 

generated music, a survey of listeners can provide a 

subjective comparison as well.  This is intended as future 

work.   

 

While the point of this paper is not to compare the three 

approaches, the examples shown do demonstrate a 

drawback of a strictly stochastic approach to music 

composition in that there is little to no ability to apply music 

theory or principles that lead to listenable music.  The 

genetic algorithm approach has an advantage over the 

planning approach in that it can provide music with a large 

variability and randomness.  The planning approach is 

perhaps a good middle ground.  Ultimately, it is hoped that 

MAGMA can combine the strengths of the three algorithms 

to produce the most listenable music. 
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Abstract - What contributions can Cognitive Science offer to 

the understanding of nature of providing creativity to artificial 

life forms? For this discussion, it is necessary to investigate 

creative processes from a mechanistic perspective as well as 

involve subjective elements which cannot, in principle, be 

described from this perspective. These two basic approaches will 

be investigated here, focusing the artificial creative process on 

the nature of artificial abductive reasoning. As an initial 

hypothesis we will characterize creativity as a self-organizing 

process in which abductive reasoning occurs through the use of 

self-organizing, semantic topical maps in conjunction with an 

abductive neural network, allowing the creation and expansion of 

well a structured set of beliefs within the artificial system. This 

process is considered here as part of the establishment of order 

parameters in the flow of information available to allow artificial 

life forms to self-organize and infer on sensory information. In 

this sense, we will argue that a deeper understanding of how self-

organizing processes involving abductive reasoning may take 

place in artificial dynamic systems, and how this can assist in the 

creation of an artificial creative process within an artificially 

intelligent artificial life form we refer to as a Synthetic, Evolving 

Life Form (SELF) 

 

Here we present a self-evolving, abductive, hypothesis-based 

reasoning framework called the Advanced Learning Abductive 

Network (ALAN) that provides the ability to mimic human 

experience-based reasoning. 
 
Keywords: Artificial Life Form, Artificial Creativity, 

Intuition 
 

 

1. Introduction 
Turing and others have hypothesized that computers 

cannot be creative, due to the absence of novelty in its flow 

of information processing.  We believe the use of 

stochastic, possibilistic abductive networks provides a very 

novel approach to information processing, allowing the 

artificially intelligent system to vary its information 

processing flow, depending on the generated hypotheses 

and continuously recombinant neural fiber network 

creation process.  

 

The hypothesis we would like to consider here is that 

creativity is a directly related problem solving activity in 

which explorations of problem spaces lead to the 

expansion of belief domains. We believe successful 

expansion of beliefs in an artificial cognitive system is 

initiated by algorithms that provide updates of the artificial 

cognitive system’s Conceptual Ontology [Taylor and 

Raskin 2010]. Here we discuss the general heuristics 

within the genetic hypothesis generation process that will 

be used to guide the support and rebuttal informational 

search processes and problem solving activities; which 

includes strategies for examining, comparing, altering and 

combining concepts, strings of symbols, and the heuristics 

themselves. But what kind of creativity is possible for the 

Artificial Intelligence (AI) system in this context? We 

believe the answer is that it is similar to the one which 

humans experience in our everyday life: the experience of 

new and original ideas that have value, based on the 

overall goals, constraints, and mission directives of the 

environment the AI system is within. Within this context, 

we put forth the design and implementation of algorithms 

required for an Advanced Learning, Abductive Network 

(ALAN) as a candidate to facilitate artificial creativity (i.e., 

advanced hypothesis generation and testing), and therefore 

autonomous, real-time decision support, from an objective 

perspective; the abductive dialectic argument structure 

providing the inference engine upon which artificial 

creative reasoning is based. 

 

2. Human vs. Artificial Reasoning 
2.1 Human Reasoning Concepts 

Human reasoning is dynamic in that there are many 

processes involved.  There are different types of reasoning 

necessary to allow humans to navigate their world 

effectively and efficiently. Here we will provide a brief 

overview; as the topic of human reasoning is vast.  So 

much information comes into the brain at one time that it is 

impossible to consciously be aware of all of it.  Just 

imagine for a minute how many things the human brain is 

handling in one instant.   We have memories, associations, 

and habitual ways of thinking.  We have beliefs, 

assumptions, and predictions.  We have experiences, past, 

present, and planned.  We have senses and perceptions. We 

have defense mechanisms and feelings.  Our brains are 

active!  It is hard to imagine what all is happening in an 

instant of experience for a human, but it is essential to 

explore the possibilities in order to understand how the 

concepts will translate into artificial reasoning. 

 

2.2 Modular Reasoning 
Cognitive modularity seems to have flourished with Fodor 

[Fodor 1983].  He thought that humans use domain-
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specific modules that together form part of the reasoning 

system within the human brain.  According to Fodor, there 

are conditions for modular cognition; one is that other parts 

of the brain have limited access to each reasoning module. 

This type of reasoning is mandatory, innate, shallow and 

very fast. He also stipulated that each module was fixed to 

a neural architecture and that information was 

encapsulated; since other modules have limited access to 

each other.  More modern psychology believes that 

cognitive modularity as actually massive modularity.  This 

school of thought suggests that the mind is even more 

modular with specific functions and specialization [Garica 

2007].  This type of Modular Reasoning is used within the 

SELF Sensory Processing, before Sensory Integration.  

There is differing views on massive modularity.  

According to Raymond Gibbs and Van Orden [Gibbs and 

Orden 2010], massive modularity theory has its problems 

empirically.  They state that the studies fail to be able to 

separate modules.  They also argue that massive 

modularity theory fails to discover input criteria and state 

that it may be impossible given the nature of context 

embedded human nature.  Lastly they argue that massive 

modularity does not acknowledge the interaction of brain, 

body, and world in human thinking. 

 

2.3 Distributed Reasoning 
The distributive theory suggests that there is more to the 

brain than separate modules.  Beyond some very specific 

areas such and motor control, distributed reasoning theory 

suggest there are many fuzzy connections between systems 

of the brain.  The distributive theory challenges boundaries 

of the mind, skull, and even body. taking into account the 

environment, artifacts, people. This theory is reflected in 

the Fuzzy, Possibilistic Abductive Network utilized within 

the SELF cognitive framework. 

 

The distributive reasoning theory by Hutchins [Hutchins 

and Lintem 1995] provides some insights into human 

reasoning. Hutchins provides five different models that 

affect human reasoning.  First, he postulates that there are 

modules within the brain that are specialized in function 

and structure and are united in a complex way.  Second, he 

argues that cognition at a macro level is distributed outside 

the individual; such as the media.  Media can be internal 

and external. Third, there is human culture which 

influences the individual. Fourth, there is society which 

cognitive activity is distributed in tools, rules, and 

contexts.  Finally, he argues that cognition is distributive in 

time, both vertical and lateral time dimensions of the 

subject [Rogers 1997]. 

 

Yvonne Rogers [Rogers 1997] provides a detailed analysis 

of the distributive cognitive model.  Rogers cites Hutchins 

as creating a computational model of two modules of the 

brain that can together recover depth that neither module 

alone could do.  One general assumption of the distributive 

human cognitive system is that it is made of more than one 

module and that each module in the cognitive system has 

different cognitive properties than the individual, and is 

different than the cognitive brain as a whole.  Another 

general assumption made by Rogers is that members 

(modules) of the system have knowledge that is both 

variable and redundant and that members of the system can 

pool resources. Another is distribution of access to 

information.  This enables the coordination of expectations 

and coordination of action within the human biological 

reasoning framework [Rogers 1997].  These concepts are 

utilized throughout the SELF, which utilizes localized 

processing modules (processing “experts”) as well as 

distributed Cognitive Perceptron Intelligent Software 

Agents (called Cognitrons) experts that communicate and 

collaborate throughout the SELF cognitive system.   

 

2.4 Types of Reasoning 

Humans can reason in different ways.  The three major 

human reasoning strategies are inductive, deductive, and 

abductive. 

 

Inductive Reasoning: Inductive reasoning involves 

coming to a conclusion after evaluating facts; reasoning 

from specific facts to a general conclusion.  This allows for 

inferences.  It also requires human experience to validate 

any conclusion.  An example might be:  Zebras that are at 

the zoo have stripes; therefore all zebras have stripes 

[DeRaedt 1992]. 

 

Deductive Reasoning: Deductive reasoning is just the 

opposite.  Deductive reasoning moves from a general 

principle to specific cases.  This type of reasoning is based 

on accepted truths.  An example of deductive reasoning 

might be: All zebras have stripes therefore when I go to the 

zoo the zebra will have stripes. 

 

Abductive Reasoning: Abductive reasoning allows for 

explanatory hypothesis generation or generating ideas 

outside of the given facts to explain something that has no 

immediate satisfactory explanation. 

 

There are many ways in which people reason, but often 

human reasoning follows either inductive or deductive 

reasoning.  Consider a few ways in which humans think 

about things.  Take cause and effect reasoning where 

causes and effects are considered.  Analogical reasoning is 

a way of relating things to other novel situations.  

Comparative reasoning as it implies is comparing things, in 

which humans often engage. Still another reasoning 

method is conditional reasoning, or if/then reasoning.  

Many of us have used the pros and cons methods of 

reasoning also. Then there is Systemic reasoning where the 

whole is greater than the sum of its parts.  There is also 

reasoning using examples.  As you can see there are 
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numerous ways in which humans can reason about things 

and situations.  These are all logical ways of reasoning. 

 

 

2.5 Artificial “SELF” Reasoning 

As discussed above, reasoning takes on many forms, but 

two important ones within the SELF is both induction and 

abduction: 

 

• Induction:  Extrapolates from information and 

experiences to make accurate predictions about future 

situations. 

 

• Abduction: Genetic algorithms generate 

populations of hypotheses and a Dialectic Argument 

(Tolemin) Structure is used to reason about and learn 

about a given set of information, experiences, or 

situations, also called “Concept Learning.” 

 

Earlier we discussed the use of hypothesis-based 

reasoning.  Here we provide more detail of its architecture 

and design within an artificial neural structure.  

Hypothesis-based reasoning structures seek answers to 

questions that require interplay between doubt and belief, 

where knowledge is understood to be fallible.  This 

‘playfulness’ is the key to searching and exploring 

information.  Utilizing this framework for reasoning about 

information, hypotheses, and problems provides a robust, 

adaptive information processing system capable of 

handling new situations.  Here we utilize abductive logic, 

sometimes called critical thinking, in order to distinguish it 

from more formal logic methods like deduction and 

induction.  Whereas data mining utilizes induction to 

develop assertions that are probably true, the dialectic 

search uses abductive logic methods and processes to 

develop hypotheses that are possibly true.  We do not use 

Bayesian methods because they cannot measure 

possibilistics, but measure probabilistic metrics.  Instead 

we utilize a fuzzy implementation of Renyi’s entropy and 

mutual information theory to provide possibilistic measure 

of mutual information and topical separation [Roberts and 

Tarassenko 1994]. 

 

3. Artificial, Possibilistic Abductive 

Reasoning 
The original McCulloch-Pitts model of a neuron 

contributed greatly to our understanding of neuron-based 

systems.  However, their model failed to take into account 

that even the simplest type of human nerve cell exhibits 

non-deterministic behavior [Newell 2003 & Nishimori, 

Nakamura, and Shiino 1990]. Some have attempted to 

take this into account through modeling this as 

randomness, creating a stochastic neural network, but 

much of the behavior is not random, but carries a type of 

imprecision which is associated with the lack of a sharp 

transition from the occurrence of an event to the non-

occurrence of the event.  This leads us to the definition of 

a network not steeped in Bayesian statistics (a Bayseian 

Belief Neural Network - BBNN), but one utilizing 

possibilistics, based on fuzzy characteristics, combined 

with an abductive, hypothesis-based decision network; 

and thus creating a Possibilistic, Abductive Neural 

Network (PANN) [Cooper and Herskovits 1992].  Here 

we discuss the theory and architecture for a Possibilistic, 

Abductive Neural Network capable of complex 

hypothesis generation and testing, leading to artificial 

creativity and discovery within a SELF [Dimopoulas and 

Kakas 1996]. 

 

3.1 Artificial Creativity in a SELF 
Neuroscience research into the human perceptron [Jones 

1999] determined that the noise and imprecision in the 

human nervous system was not, in fact, inconvenient, but 

was actually essential to the types of computations the 

brain performed [Crowder and Friess 2012].  The brain 

learns to make spatio-temporal associations in the presence 

of noisy, imprecise information, and any artificially 

intelligent system that tries to emulate human processing 

must be able to make similar noisy, imprecise associations 

within its artificial neural systems even when they are not 

completely specified, have incomplete, imprecise, or 

conflicting information, as well as taking into account the 

behavior of the entity, i.e., accounting for its own internal 

state [Bonarini 1997].   

 

This leads to a Possibilistic, Abductive Neural Network 

(PANN) [Crowder 2012] that is capable of complex 

hypothesis generation and testing in the presence of 

multiple, noise, imprecise, and possibly incomplete 

information; the types of environments an autonomous 

SELF is likely to be found.  These conditions are typical in 

real-time processing situations and will be essential for 

complex decision support to system operators, and will 

be crucial as we move toward autonomous systems that 

must learn, reason, analyze, and make critical decisions in 

real-world environments.  This work will form the basis for 

an Advanced Learning, Abductive Network (ALAN) that 

will mimic human reasoning to provide autonomous, real-

time, complex decision support. 
 

4. The Advanced Learning Abductive 

Network (ALAN) 
4.1 Artificial Creativity through Problem Solving 
Touring and others have hypothesized that computers 

cannot be creative, due to the absence of novelty in its flow 

of information processing.  The use of stochastic, 

possibilistic abductive networks provides a very novel 

approach to information processing, allowing the 

artificially intelligent system to vary its information 

processing flow, depending on the generated hypotheses 
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and continuously recombinant neural fiber network 

creation process [Crowder 2010].  

 

One hypothesis we would like to consider here is that 

creativity is directly related problem solving activity in 

which explorations of problem spaces lead to the 

expansion of belief domains. A successful expansion of 

beliefs is initiated by an update of the cognitive system’s 

Conceptual Ontology [Raskin, Taylor and Hemplemann 

2010].  General heuristics within the genetic hypothesis 

generation process guide the support and rebuttal 

informational search processes and problem solving 

activities; which include strategies for examining, 

comparing, altering and combining concepts, strings of 

symbols, and the heuristics themselves.  

 

But what kind of creativity is possible for a SELF in this 

context? We believe the answer is that it is similar to the 

one which humans experience in our everyday life: the 

experience of new and original ideas that have value, based 

on the overall goals, constraints, and mission directives of 

the environment the SELF is within.  

 

4.2 ALAN Abductive Reasoning Framework 

As discussed above, hypothesis-based reasoning is a 

reasoning framework seeks answers to questions that 

require interplay between doubt and belief, where 

knowledge is understood to be fallible. Cognitrons which 

are capable of learning and reasoning about information, 

hypotheses, and problems provide a robust, adaptive 

information processing system capable of handling new 

situations.  The key value of the Cognitrons within the 

abductive, hypothesis-based reasoning framework is that 

they provide the ability to learn from sensory data and 

from each other [Crowder and Carbone 2011].  Using 

unsupervised learning methods, the Cognitrons have to 

potential to provide the operations and analytical structures 

to extract knowledge and context from various sources of 

information.  Cognitrons can be cloned to support as many 

operators as required and as the system resources allow.   

 

In the abductive, hypothesis-based processes, information 

is utilized to generate and assess hypotheses from thought 

processes created by Cognitrons.  This is achieved by 

utilizing the Cognitrons to learn and reason about the 

hypotheses and information utilizing a Dialectic Argument 

Structure (DAS) framework shown in Figure 1.  

Cognitrons, as discussed, are autonomous software agents 

that create, in essence, an information agent ecosystem, 

comprehending its external and internal environment and 

acting on it over time, in pursuit of its own agenda and 

goals, so as to affect what it comprehends in the future.   

 

Alerts based on the measure of possibility (certainty) of 

information inform an Interface Cognitron there is 

information for review. Constructs within the ALAN 

framework rank information and flag those that are 

considered to be the most certain. The review is facilitated 

by presenting the operator or user with the DAS warrant, 

backing and links to support and rebuttal sources, traced 

back through the self-organizing topical maps.   This 

autonomous information search process includes a review 

process which engages the ALAN cognitive processes, 

which include critical learning and reasoning objectives 

which include: 

 

1. Specialization of a DAS to search and track using 

the signature of a particular Topic of Interest (TOI). 

2. Investigate semantic anomalies found in the 

computation of possibilities that may be caused by 

the use of information obfuscation techniques. 

3. Review of DAS adaptations undertaken by the 

evolving hypothesis answer structure. When invalid, 

the DAS learns additional support/rebuttal 

arguments to prevent the adaptation from re-

occurring. 

4.  

 
Figure 1 – The ALAN DAS Information Search Process 

 

The ALAN DAS lattice is used to explain the information, 

compute the overall possibilistics, based on the fuzziness 

of the support, and rebuttal information, and compute the 

sensitivity of the claim to the fuzziness of the input data. 

Being able to review the lattice and assess its sensitivity to 

the fuzziness of the input data enables the user to 

effectively assess the quality of the lead.  Figure 2 

illustrates the DAS fuzzy possibilistic lattice connections. 

 

 
Figure 2 – The Fuzzy Possibilistic Lattice Connections 

 

Utilizing the ALAN cognitive processing environment, the 

DAS and the Cognitrons mimic human reasoning to 

process information and develop intelligence.  Figure 3 

illustrates a high-level view of the architecture for the 
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ALAN cognitive processing framework.  This process 

includes Search Information Cognitrons that mine through 

multiple sources to provide data/information to other 

Cognitrons throughout the ALAN framework.  This is 

called the Federated Search, and is shown in Figure 4. 

 

 
Figure 3 – The ALAN Processing Architecture 

 

 
Figure 4 – Federated Search Process within ALAN 

 

5. Conclusions 
The ALAN processing environment allows data to be 

processes into relevant, actionable knowledge.  Based on 

the technologies described above, situational management 

is one of the most innovative components of ALAN.  

Utilizing the cognitive framework within ALAN, it can 

provide real-time processing and display of dynamic, 

situational awareness information.  Information gathering, 

processing, and analyzing must be done continually to 

keep track of current trends in the context of current 

situations, both local and overall, and provide timely and 

accurate knowledge within a changing environment to 

allow systems to anticipate and respond to new situations.  

To achieve the combination of awareness, flexibility, and 

ability means supporting dynamic and flexible processes 

that adapt as situations and environments change.  This is 

possible with the learning and self-evolving ALAN 

processing and reasoning framework. 
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A Parallel Genetic Algorithm to Coevolution of the Strategic
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Abstract— The strategic choice of parameters (crossover
rate, mutation rate, population size, number of genera-
tions, among others) in an AG has a direct impact the
success of evolutionary search. Therefore the definition of
good values in the parameters of evolution can optimize
the search process population, finding better solutions in
shorter times. Thus a process of self-adaptation constitutes
an implicit search with in strategic parameters. Considering
the characteristics of evolutionary models and their inherent
parallelism, this paper presents a coevolutionary algorithm
developed in parallel MPI in order to evolve the parameters
of a Multidimensional Knapsack Problem from the evolving
capacities of individuals.

Keywords: Genetic Algorithms, Evolutionary Algorithms, Evo-
lutionary Parameters, Coevolution, Knapsack Problem

1. Introduction
The Genetic Algorithms (GA) are intelligent models in-

spired by biological evolution through adaptive methods,
they can find potential solutions without thoroughly con-
sidering all possible solutions to the problem.

The simulation of evolution is guided through the instru-
ment changes, called strategic parameters. Many studious
have presented research on the choice of these parame-
ters (crossover rate, mutation rate, number of generations,
population size) responsible for controlling the evolutionary
process of search.

The focus of this work is to find good values for these
parameters, through the development of a Parallel Genetic
Algorithm (PGA) coevolutionary.

Several meta-heuristics are used: Evolutionary Strategies
[1], Genetic Fuzzy Systems [2], Evolutionary Programming
and Genetic Programming [3]. According to Eiben [4],
there are basically two ways to choose the parameters in
an evolution: by adjusting the parameters, where they are
constant from start to finish the process, or by controlling the
parameters. In this case, can be deterministic, adaptive and
self-adaptive (where the parameters are themselves subjected
to an evolutionary algorithm).

The possibility of multiple processors working together
to solve a computational problem allows a differentiated
approach to impacts from conception and design of algo-
rithms, from the computing platform, to test the mechanisms
employed.

The central point of a parallel system is the division of
tasks in a single application that can run simultaneously.
There are some computer models that allow for parallel
computation, and are divided primarily by the presence or
not of a synchronization between the processors and the way
of communication between them. Parallel computing models
were considered in this context primarily by the character-
istic of the GA’s inherently parallel, allowing multiple com-
binations of parameters were tested in numerous processors
simultaneously. For this, was used the MPI environment for
simulating coevolution of strategic parameters, with possible
extension of the simulations in CUDA.

In relation to the context of application of the model was
named the Knapsack Problem. The motivation for choosing
this problem is that, besides being a classic combinatorial
problem NP-Hard class, represents numerous possibilities of
application in real problems. There are different variations
of the knapsack problem (KP 0-1, where each item can be
inserted into the knapsack only once, KP unlimited, where
each item can be inserted more than once, among others).
In this work the variation was chosen Multidimensional
Knapsack Problem (MKP).

Considering the behavior of self-adaptive evolutionary
systems with their inherent parallelism and potential avail-
able in parallel computing, the aim of this paper is to present
a coevolutionary algorithm developed in parallel MPI is able
to evolve the strategic parameters (crossover rate, mutation
rate, population size, number of generation) to a MKP. Some
instances of problems in the literature [5] were tested and
compared.

2. Literature Review
The self-adaptation was originally introduced by Rechen-

berg [6] and Schwefel [1] to Evolutionary Strategy, and later
by Fogel [7] Evolutionary Programming.

The idea that the parameters of an algorithm can also
be submitted to the evolutionary process was approached
in 1967 by Bagley [8]. Various methods and techniques of
evolutionary self-adaptation are explored, among which the
most common for this type of evolution is the Evolution
Strategy ([9], [10], [11], [6], [12], [13]), also evolutionary
programming, but since the 90’s, several studies have been
performed Back [14] and Smith [15] showing the capability
of doing you with Genetic Algorithms (GA).
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In 1970, Weinberg [16] proposed a genetic algorithm
external (meta-algorithm) control, responsible for choosing
the best strategic parameters for GA slaves. To the master
algorithm, each individual in the population represents a
possible configuration parameters. To evaluate each individ-
ual, the algorithm performs a meta-slave algorithm with that
set of parameters, and checks the quality of results. At the
end of execution, the individual winner represents the most
appropriate configuration parameters. This algorithm has a
practical approach Koch [17] for application to problems in
the industry.

In his thesis, Potter [18] describes a computational model
of cooperative coevolution including the notion of modu-
larity necessary to provide reasonable solutions and evolve
interacting coadapted subcomponents. In this approach, sub-
components are represented as species genetically isolated
and evolve in parallel. Individuals of each species entering
temporarily in collaboration with other members of other
species and are rewarded based on the success of the
collaboration, in other words, the fitness of the objective
function.

In the work of Aguirre et al. al cite is aguirre presented
a parallel model of cooperation / competition for genetic op-
erators to develop self-adaptation within the AG’s, showing
that parallel self-adaptive mutations have better outcomes
than serial self-adaptive mutations. The parallelism in this
case, is restricted to the application of mutation operators.

In Bartz et. al [19] was developed a method of setting
parameters for the output of the algorithm stochastically
perturbed Particle Swarm Optimization (PSO) has been
applied successfully in many applications. Preuss et. al [20]
uses PSO to optimize self-adaptive evolutionary algorithms
for binary code, where it is combined classical regression
methods and statistical approaches.

A covariance matrix for self-adaptation in evolutionary
strategies (CMSA-ES) is presented by Beyer and Sendhoff
[21] as an example of successful self-adaptation of real
numbers in the solution space. The correlation matrix of
mutation sets the rotation axis and scale of change, allowing
the adaptation of the characteristics of local fitness. Several
operators are worked in the matrix as: mutation, crossover
and selection.

3. Proposed algorithm
The main difference in the proposed algorithm presented

in relation to the work of literature is the realization of the
strategic parameters of the coevolution of MKP Algorithm,
using the paradigm of parallel computing. The coevolution-
ary developed evolutionary process can be decomposed into
two subprocesses: master process and slave process.

The slave process is a genetic algorithm that seeks to
evolve individuals seeking to find a solution to a particular
instance of an MKP. Was chosen to represent the binary
representation of individuals. The slave process is a genetic

Table 1: Representation of individuals in the Master Process
Crossover Rate Mutatio Rate Population Size Generations

algorithm that seeks to evolve individuals seeking to find a
solution to a particular instance of an MKP. Was chosen to
represent the binary representation of individuals. The master
process has individuals with 4-position vector representation
of real values, as shown in Table 1, with the following
meanings respectively: number of generations, population
size, crossover rate, mutation rate. The objective of this
evolutionary process is to find individuals who return better
fitness values when applied to an AG resolver an MKP (runs
on master process ).

Therefore, the basic purpose of the coevolutionary algo-
rithm developed consists in the evolution of the parameters
of the strategy due to changes in attributes of the data
structure of each individual. Data structures correspond to
individuals (candidate points in the search space). Figure
1 provides a simplified view of the AGP coevolutionary
developed.

Fig. 1: Genetic Algorithm (AG) Flow of the master process.

In generating the initial population of the master process
the following parameters were used: population corresponds
to number of processors available slaves, 250 generations,
crossover rate 0.85 and mutation rate 0.01. The evaluation is
based on the objective function of the master process, which
consists in the fitness returned by the slave process execution
minus a penalty factor, as shown in Figure 2. Each slave
process receives as input an individual master processor with
parameters that will be used to generate its initial population,
and after the evolution of the slave process, the master
processor receives a fitness value, called fitness master, one
for each of individuals. Therefore, the system can be seen
as two evolutionary processes interconnected and fed back,
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featuring a coevolutionary system.

Fig. 2: Flow of the Genetic Algorithm MKP of the process
slave.

The stopping criterion established for the AG of the slave
process is the number of generations. The desired end result
of coevolution is to find individuals with the best fitness
values associated master.

Two experiments the composition of the objective function
were used in the master processor to perform the co-
evolution. The first was based primarily on two components
[22]: effectiveness and efficiency of processors to solve
an MKP. The effectiveness is represented by the evolving
capacities of a slave processor and translated by the slave
processor performance evolution, which is the difference of
fitness value in the first and last generation. This choice
was used to replace the fitness value found by the slave
processor, since a combination of strategic parameters with
small populations and generations are able to find high
values of fitness due to the randomness of the generation of
initial population and not for their ability evolutionary. Since
efficiency is represented here by the number of searches
carried out in solution space, which can be simplified by the
product of population size and the number of generations.
Thus, one can say that a chromosome of the master processor
has better performance than another, as it finds the best
values of the objective function.

In another composition of the objective function of the
master processor, the processor with the configuration pa-
rameters provided by the master processor, perform the
evolution for the MKP and return to the master found the
best fitness and the amount of search space solution that
was used for this gym. With this information the master
processor performs calculates the fitness of coevolution by
applying a penalty on the fitness of the slave processors
directly proportional to the number of searches performed.

The value chosen for the penalty for the tests was 20% of
the best results found in the literature.

In relation to the master process, the crossover operator
used was the arithmetic crossover [23], which is a strategy
n-parent recombination, using the weighted average of the
parents. Because it is a real representation of individuals, the
mutation of genes is accomplished by choosing a random
value for replacement of alleles, considering the probability
of mutation.

The next session presents the results of the simulations.

4. Analysis of Results
The model proposed in this paper presents a coevolution-

ary genetic algorithm exploiting the parallelism available
in the model of distributed memory parallel computing,
implemented in language C and MPI .

The experiments were performed in a staggered platform
for distributed memory (MPI). It explored the instances 1
and 2 of the OR-library [5]. The experiments run on a
cluster of 7 machines, with the following settings: AMD
Phenom 9600 Quad-Core, 4 Gb of RAM, available hard
drive partition of 160 Gb .

Experiments were performed with two objective functions
in the master processor. The first, according to the evolution-
ary capacity and efficiency, and the second considering the
value of fitness with application of the penalty, based on the
number of searches.

After the evolutionary process, two situations can be
verified. The first, in which the parameters found in the
final representation of the best individuals in the master
process is achieved by the very nature of the convergence
process. In the second possibility, there are cases in which
the best individual has values in their genes (crossover rate,
mutation rate, number of generations and population size)
forged in the evolutionary process effective. This conclusion
is taken from the moment that individuals evolved with a
low amount of searches as simulated by 10 times, did not
return good slave fitness, reinforcing the randomness as the
main influence.

Thus, the analysis of results is performed disregarding the
results of searches with a small amount (less than 25 %), and
focusing on data that showed potentially interesting in this
context, ie, search over 75 %. Simulations were performed
with up to 20 slave processors, the master process generating
random values between 0 and 200 for the parameters: pop-
ulation size and number of generations. This configuration
allows up to 40.000 a search solution solutions space.

The analysis undertaken aimed at identifying the best
settings of the input parameters for the resolution of an MKP
through a genetic algorithm. For this, the outputs of AGP
were subjected to a data mining (using the tool WEKA)
seeking to identify characteristics that allow correlation of
evolutionary computing specialists, a combination of the
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most suitable configuration of the strategic parameters of
the GA to solve an MKP.

Applying the mining algorithm selection of attributes, it
was found that the parameters with greater influence and a
strong correlation in the fitness master are: population size
and mutation rate. The level of influence of these parame-
ters can be seen even more clearly in the cluster analysis
performed on clusters by applying the algorithm based on
centroids, Kmeans on data obtained from simulations with
the first objective function, as shown in Table 2.

Table 2: Kmeans Algorithm applied in the strategic param-
eters

Attributes Cluster
0

Cluster
1

Cluster
2

Cluster
3

Elements 45 35 168 14
Generations 56.93 42.48 57.42 78.28
Population Size 17.86 26.28 44.52 16.21
Crossover Rate 0.2356 0.5911 0.4702 0.7636
Mutation Rate 0.3967 0.7794 0.4841 0.1857
Fitness Master 33222 27756 1033 34972

The analysis presents data in five groups with similar
characteristics (clusters) corresponding to 23% 13% 25%
6% and 33% of the data. It is observed that the clusters
0 and 3, with the lowest values for mutation rates, however,
the highest fitness, indicating an inverse correlation. The
same is true for the population size as observed in the
same clusters. These clusters are those with the best fitness
values. The multiple correlation of the parameters was also
analyzed showing that the population size influences the rate
of mutation, whereas the reverse is not true.

In an analysis with only two clusters (Table 3), it clearly
appears that the cluster 0 performs a greater number of
searches in solution space (exploring party), generating a
greater computational cost, while in cluster 1, is character-
ized by individuals who carry a smaller number of searches
and fitness values are much higher than in cluster 0. This
phenomenon can be explained by the randomness of the
initial population that can find some guy with a good fitness
value associated, but not necessarily the individuals in this
cluster a good performance evolution.

Table 3: Analysis of strategic parameters with two clusters.

Attributes Cluster
0

Cluster
1

Search 6864 889
Crossover Rate 0.434 0.477
Mutation Rate 0.519 0.4088
Fitness Master 52 32400

In numerical terms, it is concluded that a large popula-
tion (number of slave processors) master process would be

necessary to ensure an evolutionary process more accurately.
The values close to 0.5 in both clusters for both crossover
rate and mutation rate to show a lack of greater number of
individuals in the population, especially in the mutation rate,
these values indicate the need for high achievement of ex-
plotation in search of diversification of candidate solutions.
In this case, the use of a larger number of processors, such
as the GPU, seems an interesting alternative.

Considering the results with few (less than 10) search
(population size versus number of generations), we applied
the classification algorithm M5P to obtain the correlation
coefficient and the relationship of inference to the value of
fitness in terms of strategic parameters 4.

Table 4: Sorting results of the simulations

Number of Searches Search Space (%) Classification

Between 110 and 1055 Between 0.25% and 2.6% High (86.87%)
Between 1055 and 7044 Between 2.6 % and 17% High (63.30%)

Up to 7044 Up tp 17% Low (38%)

To a high number of search (> 7444) the linear model
does not return good ratings. The first track, one can observe
that the independent term has a high value, noting that the
minimum value that the master can take fitness is also high
(around 13000). It appears that this is a good range to obtain
high values of fitness, since the classification is also of
considerable value (86%).

In classification using the algorithm REPTree (Table 2)
with good correlation coefficient (0.84), the variable search
is the factor that most influences the determination of fitness.
The range between 115.5 and 639.5 is the only one that an-
other factor (in this case, crossover) is relevant. Interestingly,
the highest value for fitness was obtained for the highest
values of crossover in the middle range of searches that
match the range of the previous algorithm for best results.
Another issue to consider is that both for this algorithm as for
the other search values represented are well below average
(about 5000) showing that a process where you can search
many an algorithm is difficult to obtain good results. This
was to be expected because of the randomness of genetic
algorithms.

Seeking to penalize high fitness values in processors with
low amount of searches, we used the objective function with
penalty on the number of searches. Whereas the maximum
amount possible is 40.000 search, we have assumed the
penalty in the amount of 500 (12.5%) for the maximum
amount. Thus, if a processor performs 2000 searches will
be penalized 25 in the amount of your fitness.

In Table 5 shows the clustering applied in simulations
using penalty function. Were used the instance 1 of [5],
choosing only the simulations with fitness values greater than
20.500.

It is observed that there is a relationship already expected
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Table 5: Clusters for coevolution with search fee.

Attributes Cluster 0 Cluster 1 Cluster 2

Elements 5 13 11
Search 13932 2800 1648

Crossover Rate 0.394 0.7323 0.1464
Mutation Rate 0.618 0.5446 0.4755
Fitness Master 21261 21113 21370

in the second cluster occurs where the least amount of
searches, the mutation rate is high, while the crossover
rate is very low. In the first cluster, which has a greater
amount of searches, the mutation rate is higher, however, the
crossover rate also accompanies growth, signaling a behavior
in these settings exploration and explotation. In the first
cluster, which represents most of the data, we can see a
scenario with a larger amount of searches and crossover
rate, however, a smaller value for crossover rate, showing
how much more searches to be lower the rate of mutation.

Simulations with the same amount of search present
values for crossover and mutation as well different. This can
be explained because in smaller populations, it is necessary
to have higher values of mutation, while larger populations,
the mutation rate tends to be lower. Within this context the
data is separated into two: populations greater than 100 and
less than 100, seeking to identify some patterns. Table 6
presents all clusters with high mutation rates and similar
rates of crossover.

Table 6: Simulations with populations less than 100 individ-
uals.

Attributes Cluster 0 Cluster 1 Cluster 2 Cluster 3

Elements 3 7 9 10
Search 1566 2059 9173 1372

Crossover Rate 0.52 0.56 0.7 0.38
Mutation Rate 0.66 0.5 0.74 0.30
Fitness Master 19783 21175 20405 20402

Generations 159 77 105 45
Population 10 28 85 78

5. Conclusions
The objective of this study was to develop a Parallel

Genetic Algorithm (PGA) for the coevolutionary strategic
parameters, applied to the Multidimensional Knapsack Prob-
lem (MKP). The inherent parallel feature of Genetic Algo-
rithm (GA), was chosen computing model for distributed
memory implementation of coevolution through MPI.

Through analysis of the simulations was found groups
of individuals of strategic parameters, reaching them with a
good fitness values due to randomness, and the other group
showing the ability of the evolutionary model developed. It

created an objective function, which gets the fitness of the
master processor through the relationship of efficiency and
effectiveness of the AG in the slave processors, and other
objective function with penalty is assessed according to the
number of searches.

The experiments have shown the potential of parallel
computing models, especially MPI, indicating as future work
the possibility of promising to test the model on GPU using
CUDA implementation, concluding that larger populations
tend to master the process to ensure a more evolutionary
process accuracy.
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Abstract— The increased amount of flights in airports has
caused serious problems for passengers and airlines, and
brings risks to the system of ground traffic. The sequencing of
taxi management is responsible for coordinating the process
of rolling the aircraft from gate to track, or conversely,
depending on the procedure for takeoff or landing. In this
paper, it presents an optimization solution of taxi aircraft
at airports using genetic algorithms. For the simulation
almost real data from the Congonhas airport in Sao Paulo
was used. The simulations demonstrate the validity of the
developed model to avoid conflicts and increase efficiency
in a congested airport. The model presented shows an
improvement of up to 15% in the total time by taxi from
Congonhas airport, and enables its application to other
airports with simply modification of new routes and flight
plans.

Keywords: Genetic, Algorithms, Management, Taxi , Scheduling

1. Introduction
Taxiing is the process of moving the aircraft with its own

engine through a lane. This process can happen before the
take-off, when the aircraft follows the path from the gate
to the runway, also can happen after the landing, when the
aircraft follows the inverse path[1].

The Ministry of Defense of Brazil[2] defined the taxiing
as the self-propelled movement of an aircraft on the surface
of an aerodrome, excluding the landing and the departure.
In the case of helicopters, it includes the movement on the
surface of an aerodrome with a low altitude and speed.

The delay in this taxiing process generates great
discomforts for the passengers and the airlines companies.
It is estimated that an aircraft takes about 10% to 30% of
its traveling time with taxiing, it also spends almost 10%
of it’s fuel in the ground movement[3]. This implies in
losses for the airline companies and a higher emission of
pollutants, caused by the amount of time the engine is kept
turned on while waiting.

Genetic algorithms are defined as a search technique
based in the metaphor of the biological process of
natural evolution. They are heuristics techniques of
global optimization, which put it as opposite of gradient
method that follow the derivative of a function. Genetic
Algorithms are a way of solving problems by mimicking

the same processes Mother Nature uses. They use the same
combination of selection, recombination and mutation to
evolve a solution to a problem[4].

This paper presents the solution for the taxiing problem
using genetic algorithms. This technique is used to optimize
the path that each aircraft will cross, reducing the necessary
time for the taxiing process, and at the same time, avoiding
the occurrence of accidents in the lane, like the collision of
two aircrafts.

This paper is organized in the following manner: in
section 2 we present related researches. Section 3 presents
the concepts of genetic algorithms. Section 4 presents the
solution for this problem, using genetic algorithms. Section
5 presents the case study and the obtained results. Section
6 presents the final considerations.

2. Related Work
The bottleneck of the air traffic is the airport capacity, that

is why many researchers always look for methods to improve
the related services, for examples, landing, departure, gates
allocation, etc. It is extremely important to find ways to
optimize the taxing, not only improving the wait time, but,
also improving the fuel consumption and the pollutants
emission. In this section we present some of the related
works in this area.

2.1 DMAN - Departure Manager
As previously mentioned, the use of resources in ground

is of extreme importance. The amount of time that an
aircraft takes to leave a position of boarding/landing should
be optimized. The allocation of resources in the ground,
from refueling services to the meal time of the crew are
variables that influence in the aircraft flow on the ground,
until they are ready for departure [9].

The departures should attend an optimal sequence,less
time and less effort, that way the traffic can happen with
an easy flow. The flight schedule, the traffic condition on
arrival, the size of the aircraft, are examples of conditions
that affect the departure sequence in the airports.

Because of the great quantity of variables it is extremely
complicated to obtain decisions that proportionate the
desired air traffic flow and, because of that, computing
specialized systems are researched to support the process
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of decision-making.

The systems that take care of the planning of aircraft
departure operations from the airports, are named Departure
Management Systems or DMAN. These systems must act
in an integrated and coordinated way, specially with the
Arrival Management or AMAN, for a better optimization
of the aircraft flow. The AMAN system is already being
develop by Atech [13].

2.2 Ant Colony Algorithm.
When the ants are looking for food, they initially walk

randomly until they find something for their colony, in the
way back, they release a pheromone that traces the route
until the point that the food was found. When another
ant find this route, it will probably follow this new route
and if it finds another food, it will release the pheromone,
reinforcing the previous route[5]

From this idea, the ant colony optimization algorithm
has surged and using it is possible to find an optimization
for the taxi process[5]. The steps for this algorithm are the
following:

1) Create the ant colony , i = (1, 2, ...,M). The maximum
number of nodes that each ant can visit is E. Establish
the ant taboo table, where each ant can register its path.

2) Start searching. The ants are placed in the initial node
B and they start looking for a path.

3) For the ants k = 0 until k = m, if the ant Xk finds
the end E, stop search and select ant Xk + 1. The ant
chooses the next node j with probability Pij , calculated
by the following equation:

Pij =
[τij ]

α[ηij ]
α∑

[τih]α[ηih]α
(1)

Where α and β are constants, such that α ≥ 0 and
≥ 0. The α is the inspiration factor, and it represents
the relative importance of a patch, the β determines the
pheromone factor, that represents the relative visibility.
If the node j has already been to the node list, the ant
must choose another node in the same way. If the ant
cannot arrive its destination, then the ant must move to
another node j and insert j into the node list.

4) Compute the size of the paths that the ants have crossed,
the best solution will already be stored. For ants from
k = 0 until k = m, the size of the path Lk is
computed using the nodes list; For the path (Si, Sj),
the quantity of pheromones can be computed by the
following equation:

τ(t+ n) = (1− p) ∗ τij + ∆τij(t) (2)

5) Renew the pheromone. For the path (Si, S+j), accord-
ing with the previous equation and the next equation,

update the pheromone value.

∆τij(t) =
∑

τkij(t) (3)

6) Stop. If N ≥ Nmax, display in the output the most
optimized path and stop the search.

Using this algorithm, the aircrafts would be treated like
ants and they would try to find the shortest path to their
destinations.

3. Genetic Algorithms
Genetic algorithms are defined as a search technique

based in the metaphor of the biological process of
natural evolution. They are heuristics techniques of global
optimization, which put it as opposite of gradient method
that follow the derivative of a function[4]

It creates individuals populations and this are submitted
to the genetic operators of selection, recombination and
mutation. Therefore, is possible to perform a qualitative
evaluation of the individuals as solution for the problem
and generate a process of natural evolution with these
individuals, which eventually will generate a descendant
that represents a good solution. In another words, genetic
algorithms are based in the mechanics of natural selection
and genetics, combining the survival of the fittest and a
structured form of genetic information exchange.

The search space of the Genetic Algorithm (GA) is
the genome, which is constituted by genotypes. Because
of the linear structure of these genotypes, they are called
chromosomes. The chromosomes are used in the genetic
algorithms and are represented as strings (with fixed or
variable size) of one or more data types, for example bits
and real number. The basic unit of information is the gene,
it constitutes the chromosome, and it may be a bit or a
char. The allele is the value of a specific gene.

The search of the GA copies the reproduction behavior of
the nature. In the sexual reproduction the genotypes of the
parents recombine itself and in the asexual reproduction only
mutation occurs. For the GA reproduction, we start with
an empty population. We select two parents of the original
population, which are copied and suffer recombination and
then the results will pass through mutation. Therefore, we
obtain two children, which are added to the population
of children. This process is repeated several times until
the number of individuals in the population of children is
complete.

The mutation is a very important method to preserve
the diversity and variety of candidates to the solution,
performing small changes in the chromosome. In strings
chromosomes of fixed length, this can be achieved randomly
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changing the value of a gene. The recombination is the
biggest difference of the Genetic algorithms, it mix and
combine parts of the parents to form a children, basically,
occurs an exchange of parts between the two genotypes.

The fitness function is defined through a genetic
representation and it assesses the quality of the presented
solution. The fitness function depends on the concerned
problem. It is used to allocate reproductive traits to the
individuals in the population and, then, acts as a measure of
quality that needs to be increased. It means that individuals
with a higher value of fitness will have a bigger probability
of being select as a candidate for further examination [7].

Genetic algorithm does not end when they find local
maximum. Like natural evolution, they are not a directed
process to find one optimal solution. The process consists of
making a series of individuals compete between each other in
the process of survival of the fittest, that is, the best survive
and continue, but is possible that the next generation will be
worse than the previous one. Figure 1 illustrates the steps of
the genetic algorithm.

Fig. 1: Steps of the GA(Luke, 2009)

4. Proposal For Taxing Sequence Man-
agement

The system for management and sequencing of taxiing
was developed using genetic algorithm inspired by [6]. The
model is composed by three different modules, presented in
Figure 2.

The information gathering module is responsible for
storing and accessing all the data generated by flight
controllers, like: nodes, routes, flight plans, beyond

Fig. 2: System Modeling

essential system information, like: possible restrictions, size
of the routes and speed on each node.

The prediction module using evolutionary learning is
responsible by the use of genetics concepts and information
acquired by the gathering of information to compute the
best scenario for a moment t, which the gathered data
represent.

The decision control module integrates all the parts of the
system and presents to the flight controller all the necessary
information to evaluate his decision about which flight plan
should be used. Besides that, it will also present estimative
of the spent time, fitness and cost percentages, and the path
each aircraft will cross.

4.1 Genetic Algorithm Modeling
A) The routs will form the genes and each aircraft will be

a locus, ilustrated in Figure 3, therefore, a aircraft being
in a gate or coming from a runaway can have different
values for routes. Each route will be represented by
a number from 1 to number of possible routes. The
sequence of the aircraft and of the initial routes is
determined with help of the previous schedule, the first
pair of chromosomes will already be according to the
applied restrictions.

B) Fitness Function: When the conflict restrictions do not
satisfy the model qualification, a function of penalty
will be used. As a result, the objective function as
punishment was chosen as the fitness function of the
project.The fitness function is defined as:

ObjV =
∑
k∈Nf

{
∑

i∈(N∪Q)

∑
j∈(N∪Q)

xijktijk

+M1max(tS − |yiktik − yikptikp|, 0)

+M2max{−〈xijktikvk − xijkptikpvkp〉
〈xijktikvk − xijkptikpvkp〉, 0}

+M3〈〈xijktjk − xjikptjkp〉
q + 〈xjikptikp − xijktik〉1− q〉〉}

∀kp ∈ Fk;Fk ⊂ Nf; q ∈ 〈0, 1〉; 〈M1,M2,M3〉 ∈ N+

(4)
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C) Selection, Mutation and Crossover: The lowest value
of fitness is chosen for this project. The chromosomes
suffer crossover with a probability Pc.

D) The mutation must occur with a probability Pm to
avoid the system to look for an optimal local solution.
This operation chooses a random gene to be changed.

E) It will be adopted a maximum number of solution to
stop the algorithm, this happens because of the difficulty
of finding the best solution.

F) The algorithm is divided in:

1) Receive flight schedule, start and end nodes.

2) From the start and end point, it is generated a set of
possible routes for each aircraft.

3) The initial population is created with the help of
schedule, respecting all restrictions.

4) For this solution, we used genetics functions, in Java.
5) Find the best chromosome.

6) The gene that represents the best trajectory for the
given set of aircraft is presented.

Fig. 3: Chromosome Representation

5. Study Case
Using the data obtained by Atech, we were able to

construct a map (using Google Earth) with the taxiing
routes and the distance between each node,presented in
Figure 4.

Therefore, is possible to determine the approximate
time spent by an aircraft in each node. As we can see in
Figure 4, the latitude and longitude -23.625808531552053,
- 46.66043209999998 represent the point G1 in the image.

Fig. 4: Route constructed with Google Earth

For this work, the Congonhas airport was used for study,
first because it is one of the biggest airports on Brazil
and second because the data from Congonhas was easier
to obtain. It was created a database containing tables that
represented 32 routs of the Congonhas airport, in São Paulo,
containing the initial and final node of each route, the size
of the route, the speed limit for a path(here we assume
a speed of 10m/s in straight paths and 5m/s in curves. It
was also added a table containing data from the flights: id
from the flight, type of aircraft, start hour, if the aircraft is
arriving or departing and the initial and final point of its
route.

Without taking in consideration the different types of
aircrafts, the minimum distance between aircrafts must be
50 meters, in order to avoid crossing conflicts, the minimum
time in a crossing are 10 seconds, and the time to avoid
conflicts are 600 seconds.

The following table shows the data from an hour of the
Congonhas airport:

Table 1: Flight Data
Flight Type Prevision Beginning End Arrival/Departure

03936 A320 15:00 G01 RA01 D
03120 A321 15:02 RA01 G16 A
03203 B737 15:05 RA01 G14 A
01339 B767 15:08 RA01 G10 A
03463 A319 15:11 RA01 G01 A
03933 A320 15:14 RA01 G07 A
03222 A320 15:15 G08 RA01 D
03107 B737 15:17 G03 RA01 D
03123 A321 15:19 G05 RB01 D
01353 A320 15:20 RA01 G02 A
01318 B737 15:21 G04 RB01 D
06009 A321 15:23 RA01 G09 A
03055 A320 15:24 G11 RA01 D
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We assumed an initial population of NIND = 100, a
difference between generations GGAP = 0, 9, a crossover
probability Pc = 0, 7, a mutation probability Pm = 0, 01 and
a maximum number of generations MAXGEN = 600. The
fitness function converged in generation 300.

6. Final Considerations
It was applied a genetic algorithms strategy to determine

the best routes for a finite set of aircrafts in an airport,
avoiding conflict between themselves during the taxiing.

The performed simulations demonstrated the validity of
the model for avoid conflicts and improving the efficiency
of a congested airport. The presented model shows an
improvement of 15% in the total taxiing time in Congonhas
airport, it is also possible to use this project in others
airports.

For future work, we will study the possibility of using this
algorithm in other airports and make improvements in this
model.
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Abstract— Air Traffic Flow Management (ATFM) is a pro-
cess to treat an online problem, which is related to many
complex attributes. The air traffic controllers are respon-
sible to handle data and acquire knowledge from currently
airspace scenario to detect possible risks situations and take
some actions to reduce air traffic flow congestions. Recently,
Reinforcement Learning (RL) and Multiagent System (MAS)
were used to solve this kind of problem. As an alternative,
Genetic Algorithms (GA) technique was also used to select
the best group of actions, using an evolutionary approach
when happens new situations. This paper presents a case
study applied in Brazilian Airspace with better suggestions
of restrictive measures. The main goal is reduce the impact
of the action on airspace scenarios using genetic algorithms
to choose the actions for specific scenario. As initial stud-
ies, Brasilia International Airport (SBBR) and Congonhas
Airport (SBSP) in São Paulo, are involved. The developed
method improved the ATFM with the better performance of
8% to 21% with the implementation of Decision Support
System (DSS).

Keywords: Genetic Algorithms, Air Holding Problem, Air Traffic
Flow Management, Real Time Problem

1. Introduction
Air Traffic Flow Management (ATFM) is a real time

problem, which is related to many complex attributes. The
air traffic controllers are responsible to handle data and ac-
quire knowledge about currently airspace scenario to detect
possible risks situations and take some actions to reduce air
traffic flow. However, these specialists need to verify and
decide in a short time interval, making harder to take the
best solutions.

In ATFM domain there is the Air Holding Problem (AHP),
which occurs when aircraft in flight route needs to wait in
airspace for some reasons, such as closed airport or natural
phenomenon. It is a complex real time problem that handles
with aircraft in departure and arrival situations. Thereby even
with a planning of departure and arrival for one day of an
airport, if an unexpected situation happens in other airport, it
will probably impact in this one. This impact can be reduced
during flight by reducing or increasing the time between
air control points. Thus, air traffic controllers get to apply
some decisions on aircraft and arranging aircraft schedule
as planned.

In last years, it was researched manners to improve air
traffic management and support decision process of air traffic
controllers, using artificial intelligence concepts to achieve
better results. The main researches used Reinforcement
Learning (RL) and Multiagent System (MAS) [2,3]. The
RL is responsible to make possible the system learns by
the time with acquiring knowledge from decisions of air
traffic controllers. The MAS was used to model the agents’
architecture to handle with specific airspace positions, thus
it was constructed more specialist agents for each situation.

It was chosen the Genetic Algorithms (GA) technique
to select the best group of actions, using an evolutionary
approach when happens new situations. This approach can
be used in new situations, i.e., the Decision Support System
(DSS) never handle it, so the RL approach did not have
enough knowledge to achieve great results in majority sit-
uations. Thus, it is achieved a new step to ATFM decision
support aiming a full DSS, which it will have capability to
self-adaptation in real air traffic flow situations.

This paper will present a case study applied in Brazilian
Airspace to reduce the air traffic flow by better suggestions
of restrictive measures. The main goal is to reduce the action
impact on airspace scenarios using genetic algorithms to
choose the best group of actions for a specific scenario.
It was chosen flights between two important airports of
Brazil, Brasilia International Airport (SBBR) in Brasilia and
Congonhas Airport (SBSP) in São Paulo.

The paper is organized in the following manner. In section
2, there is a brief review of related researchers and concepts
of Genetic Algorithms and Air Traffic Flow Management in
Brazil. Section 3 presents the proposed application of GA in
ATFM domain. Section 4 presents results achieved. Section 5
concludes the paper and proposes the direction of the future
researches.

2. Related Concepts and Researches
Recent researches in ATFM combine Reinforcement

Learning and Multiagent techniques. It uses this combination
to incorporate the human agent’s experience into automated
ATM processes.

It developed metrics to evaluate the efficiency of traffic
flow control measures generated by Reinforcement Learning
agents. As a result, it was possible to improve the actions
taken by an agent conceived to simulate the behavior of
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air traffic controllers, given the suggestions by the ATFM
agent and as such suggestions were accepted by the air traffic
controller [2,3,4,5].

In the proposed system [2], the ATFM agent uses a
Reinforcement Learning algorithm that seeks to maximize
the reward that derives from the scenarios generated, which
will be evaluated based on the total delays generated and
amount of aircraft in the ATC sectors, both resulted from the
flow control policy. The air traffic control is characterized
as a reward maximizing Reinforcement Learning agent that
seeks only the minimization of the amount of aircraft in
the ATC sectors. This assumed behavior for the air traffic
controller is not entirely valid, as the minimization of traffic
in the ATC sectors is not the only ATC goal [3,5].

In reality, ATC seeks a balance between safety, which ben-
efits from a low number of aircraft in the ATC sectors; and
operational efficiency, which depends on the maximization
of flows. This assumed behavior is, therefore, a significant
limitation of the model.

The next subsections present the concepts of Genetic
Algorithms and Air Traffic Flow Management used in this
research.

2.1 Genetic Algorithms
The Genetic Algorithms (GA) uses concepts of natural

selection based on human evolution. This concept can be
used to solve problems related to optimization by an easy
manner. GA is a complex and robust technique to achieve
great results in this kind of problem.

Its work can be defined in some steps such as initialize
population, evaluation, selection, crossover, mutation, repro-
duction and final population. First of all, it is generated a
population of possible solutions to the problem. So, this
population is evaluated to choose the best individuals to be
reproduced for the next generation.

It generated a crossover and/or mutation between the
individuals to generate new others. Thus, it is generated a
new population. This process will be executed until occurs
the maximum amount of generations defined. The Fig. 1
presents the Genetic Algorithms process.

2.2 Air Traffic Flow Management
ATFM is a complex procedure to avoid exceeding air

traffic capacity and focuses on the supply of information
to maintain the traffic flow with safety and less impact on
scenarios that are necessary to take unexpected measures.
The ATFM environment can be organized into three phases:

• Strategic Level: Considering tactical planning of flights
and covering the period of forty-eight hours until the
time before the flight.

• Operational Level: Focusing on strategic decision mak-
ing and covering the period from forty-eight to two
hours before the flight.

Fig. 1
GENETIC ALGORITHMS PROCESS

• Tactical Level: Considering tactical decision making
and covering the period from two hours before the flight
until the aircraft arrives at its destination.

This study concerns in ATFM Tactical Level. The main
problem is related to aircraft in flight, which increases the
problem severity because the occurrence of the problem and
its solution happens on real time environment.

ATFM can guarantee that flights are conducted in a safe,
quick, orderly and economic way. It is possible to avoid
overloading in the air traffic capacity, optimize airspace and
provide information to responsible authority.

2.2.1 Air Holding Problem

The air traffic flow management needs to be prepared to
maximize the opportunities of the available structure, so that
resources can be put into good condition of use. In this case,
it can be mentioned the best flow management of the aircraft
while in airspace and, therefore, besides improving the safety
level of the Brazilian aviation. It is also possible to reduce
negative indicators and achieve great results for all involved
in a situation [5,8].

ATFM environment is a domain with many complex
activities, such as the air holding problem. It occurs when
aircraft in flight route needs to wait in airspace for some
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reasons. One of these reasons could be that an airport
had to be closed, for example. Situations involving natural
phenomenon or terrorist acts may be motive to excess the
safety amount of aircraft on a particular sector. Thus, other
aircraft need to be retained for some time in other sectors.

The problem becomes much more serious, in some critical
scenarios, e.g., when there is a scenario under responsibility
of an Integrated Center of Air Defense and Air Traffic
Control (CINDACTA), and specific local scenarios under
responsibility of another one. When an action is chosen for a
sub scenario, as the time goes by, the result of these actions
can make better a sub scenario and aggravate another one,
and then the whole situation can become an issue of great
risk to the safety of everyone involved.

2.2.2 Brazilian Scenario

Brazilian airspace covers the entire land area of the
country, including part of the Atlantic Ocean. There are five
Flight Information Region (FIR): FIR - Amazônica, FIR -
Recife, FIR - Brasilia, FIR - Curitiba e FIR - Atlântico. In
this paper, it will be considered only FIR-Brasilia (FIR-BS),
where are located both two airports. The airspace of FIR -
Brasilia used in this case study is presented in Fig. 2.

Fig. 2
AIRSPACE OF FIR - BRASILIA

Each FIR is divided into some control sectors, in order
to separate management activities and improving control.
Currently, there are 12 sectors in FIR-Brasilia. These sectors
are carried out by air traffic controllers, which work in Area
Control Center (ACC) that is responsible for the FIR. Thus,
it is possible to realize the complexity of management activi-
ties and necessity for subdivision to manage so many factors,
e.g., the amount of aircraft by airspace sector influences the
complexity of managing, i.e., more aircraft flying in the same
sector, more and greater safety risks involved in ATFM.

3. Genetic Algorithms Application in
ATFM

The Genetic Algorithms allows to handle and simplify
problems of optimization using the concepts of evolutionary
theory, e.g., only the best group of actions will exist after
a determinate generation from initial flight planning. Taking
into the GA model, it was defined attributes to construct
the parameters of this application such as initial population,
evaluation methods, fitness assignment, stopping conditions,
and others.

The initial population was defined from real data of
departures and arrivals from two airports: SBBR (Brasilia)
and SBSP (São Paulo). SBBR is the capital airport and SBSP
is the main business airport from Brazil. Moreover, these
airports are responsible for many connections flights which
increase the impact of a decision in other airspace scenarios.

Thus, it was possible to choose a time interval with large
amount of flights to research the critical scenarios, i.e.,
suggest actions for scenarios which there are more aircraft
and the air traffic controller needs to verify more complex
scenarios data.

It was chosen the time interval between 5pm and 6:59pm,
because there were more arrivals and departures flights.
During this time, there were 96 flights from or for these
airports. The Table 1 presents a piece of data chosen for
this experiment.

Table 1
FLIGHTS OF SBBR AND SBSP

Aircraft ICAOD TimeD ICAOA TimeA
A1 SBCG 14:23 SBSP 17:08
A2 SBRJ 15:43 SBBR 17:19
A3 SBGL 15:38 SBBR 17:24
A4 SBRJ 16:10 SBSP 17:05
A5 SBRJ 16:15 SBSP 17:11
A6 SBRJ 16:40 SBSP 17:24
A7 SBFL 16:40 SBSP 17:31
A8 SBCF 16:43 SBSP 17:59
A9 SBRJ 16:45 SBSP 17:34

A10 SBFL 16:55 SBSP 17:56
A11 SBSP 17:07 SBCT 18:10
A12 SBRJ 17:10 SBSP 17:53
A13 SBSP 17:10 SBRJ 18:08
A14 SBBR 17:20 SBSP 18:52
A15 SBSP 17:21 SBPA 18:58
A16 SBSP 17:23 SBCF 18:43
A17 SBSP 17:25 SBPA 19:02
A18 SBSP 17:29 SBRJ 18:32
A19 SBSP 17:40 SBRJ 18:38
A20 SBBR 17:40 SBPA 20:18
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A21 SBSP 17:42 SBCF 18:53
A22 SBBR 17:45 SBGL 19:26
A23 SBBR 17:54 SBSP 19:28
A24 SBSP 17:55 SBFL 19:10
A25 SBSP 17:58 SBFL 19:10
A26 SBSP 18:00 SBRJ 19:04
A27 SBBR 18:00 SBGR 19:40

Understanding Table 1, there are the International Civil
Aviation Organization (ICAO) code that identifies every
airport in the whole world, departure time from departure
airport, destination airport and its arrival time. Between
departure and arrival airports, there are defined routes that
aircraft must follow. In these routes, there are many control
points which aircraft must passing in a defined time.

When some restrictive measure is applied, the defined time
to check in a control point or landing can be modified. So,
arrival time probably will be changed and this will generate
an impact in other aircraft or/and other airport. This impact
can be minimal or not. It is very difficult to know exactly
the real impact, but it is possible to predict based on the first
planning and the experience acquired by the system.

For each individual, i.e., flight aircraft, was defined 11
genes. Each gene, i.e., restrictive measures, represents a
delay or forward which the gene in the middle is the
planning flight. The genes between 1 and 5 are the minutes
of forward for each aircraft and the genes between 6 and 11
are the minutes of delay. For each interval was considered
3 minutes of difference from previous gene. Fig. 3 presents
the chromosome structure. The ideal population is when the
aircraft is set in gene 0, so there is not delay and the flow
is following as planned.

Fig. 3
CHROMOSOME STRUCTURE

The initial population was defined as the airspace scenario
at 5pm. The best final population is achieved by minimal
delay or forward of each individual, i.e., the group of
analyzed aircraft achieved the minimal deviations of initial
planning, e.g., Chromosome A (0000-3000000) means a
forward of 3 minutes for aircraft 5.

The selection criterion to improve the next generation is

defined by a fitness function that uses a rank selection, which
will choose the best individuals for the next generation.
Fitness function is defined as:

F =
n∑

i=1

(1− |T |)− P1 − P2 (1)

Where:
• T is a module time of delay or forward for each aircraft.
• P1 is a penalty value equals 50% of T , if the restrictive

measure is delay.
• P2 is a penalty value equals 50% of T , if the restrictive

measure is forward.
The recombination technique chosen was the one point

and its probability was defined as 0.3. The maximum amount
of generations was defined as 350.

The algorithm defined for this experiment can be summa-
rized as below:

1) Receive the flight planning and deviations verified in
the airspace;

2) It is generated three possible restrictive measures for
each flight;

3) It is generated the initial population and evaluated by
the genetic algorithm;

4) After end generation, it is found it the best chromo-
some.

4. Results
Based on the final population of this experiment, it was

compared with the final results that air traffic controllers
achieved in the real environment. This approach achieved
about 8% and 21% of improvement in air traffic flow. Fig.
4 presents how the generation behaved in previous tests.

Fig. 4
GENERATION BEHAVIOR IN PREVIOUS TESTS
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To evaluate the results of generation, the amount of
generations was defined in an interval of 20%, which covers
the summation of deviations from the planning time. There
were generations with better results with less maximum of
generations but these were particular events.

In average, better results were around 350 generations.
Fig. 5 presents the behaviors of these generations.

Fig. 5
BEHAVIOR WITH MAXIMUM OF 350 GENERATIONS

To maximum of generations set as 350, it was achieved
between 8% and 21% of improvement. However, taking into
all tests the average was about 14% of improvement of air
traffic flow, which is less than maximum result but it is a
great level too.

5. Conclusions
To improve the decision support process of air traffic

controllers is need to develop models using specific combi-
nations of some techniques, also known as hybrid system or
model. It is very hard task to handle with all related problems
using only one. Thus, it is important new researches to
achieve results by system as a high specialist group.

Previous researches used Reinforcement Learning and
Multiagent System to handle with air holding problem.
A specific problem in ATFM domain which is harder to
solve because there are many complex attributes besides it
happens in real time environment. This point makes a great
difference when it is developed a solution model because
the model needs to be generic enough to self-adaptation for
new unknown situations.

The Genetic Algorithms appears as a great tool to improve
some models. In this case, it was used to suggest solutions
for new scenarios, i.e., when the system does not have
previous knowledge to decide the best restrictive measures to
air traffic flow. It was chosen flights between two important
airports of Brazil, Brasilia International Airport (SBBR) and
Congonhas Airport (SBSP) in São Paulo. In initial studies,

it was achieved an improvement in air traffic flow between
8% and 21% for these situations.

The future research is to introduce new approaches to
incorporate in a DSS system and develop more strategies
to acquire knowledge and provide information to air traffic
controller. It will be extend to other airports from Brazil and
verify better techniques to improve a hybrid model using Re-
inforcement Learning, Genetic Algorithms and Multiagent
System, especially to air holding problem.
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Abstract - This paper describes the development of genetic 

algorithms for their application to the reconfiguration 

problem of radial distribution electrical networks, taking into 

account the expected occurrence of voltage sags. The 

reconfiguration is an optimization problem, which is 

formulated to obtain a radial topology representing the least 

voltage sags in certain buses. The electric system is 

represented as a graph, and the population can be generated 

by providing the mesh information of the system. Case studies 

are presented for the IEEE-69 buses test system, 

demonstrating the effectiveness of the implemented 

methodology. 
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1 Introduction 

 With further technological development and the 

increasing energy demand, supply companies must provide 

energy to the quality that customers require. Furthermore, 

within the scope of smart grids, an important goal is to design 

electrical systems integrating information technology systems, 

control, and communication technologies in order to optimize 

the grid [1][2][3]. The term smart grid refers to the way in 

which the electrical system can operate using communication 

technology, power electronics, and data storage to monitor 

and have control over an entire power system. [4]. 

 In this context, the power quality becomes more 

important, being a problem of great importance and interest, 

due to the integration of instrumentation devices and sensitive 

loads, this sensible equipment is becoming more common in 

industries. It demands a reliable power supply with a good 

quality. Problems related to power quality may impact the 

output of an industrial process resulting in significant 

economic losses. 

 Voltage sags are one of the most frequent phenomenon 

of power quality, because of this is important to characterize 

this phenomenon and also the urge of new strategies that can 

avoid them or mitigate the effects related to this problem. A 

voltage sag is a sudden reduction in the rms voltage value 

between 90% and 10% of the rated voltage, and it last 

between 0.5 and 1 minute cycle [5].  

 Several methodologies have been proposed to tackle the 

problem of voltage sags in the electrical system. Among the 

stochastic methods one can find, for example, the fault 

location method [5], critical distances method [5][6], as well 

as, the analytical methods for stochastic estimation [7]. There 

are also methods of state estimation of voltage sags, these use 

electrical network data, and measured data, in order to predict 

the voltage sags at buses where there is no metering 

[8][9][10]. 

 On the other hand, authors in [11] and [12] were some of 

the pioneers on using a reconfiguration strategy in order to 

reduce power losses. More recently, other authors have used 

different optimization techniques, both traditional and non-

traditional, such as: simulated annealing and genetic 

algorithms (GA) to solve these reconfiguration problems [13]-

[18]. 

 In this paper, it is proposed to solve the reconfiguration 

of radial distribution systems using a GA. The proposal uses a 

novel set of genetic operators that allows to only generate 

individuals that satisfy the radiality constraint. By doing so, it 

is effectively reducing the search space. In order to test the 

proposal, the performance of the developed algorithm is 

applied to the IEEE-69 buses distribution test system. 

2 Formulation of the reconfiguration 

problem 

 In this paper, the purpose of electrical system 

reconfiguration is to find the state (on/off) of existent switches 

leading to a topology that minimizes the number of voltage 

sags with respect to specified values of voltage sags at system 

buses. This specified voltages sags are set based on statistical 

data or according to standard values of voltage sags on these 

buses. 

 In order to formulate the reconfiguration problem, we 

need to define the next vectors,  

1 2 3ref ref ref ref refnV v v v v     
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 where Vref, is the vector of reference values of voltage 

sags at buses, Vreconf is the vector of voltage sags at buses after 

reconfiguration, VB is a binary vector where vBi is 1 if 

vreconfi>vref i and vBi is 0 otherwise, and n is the number of 

system buses. 

According to this, the optimization problem is formulated as: 

 

1

min
n

Bi

i

v



 (1) 

 Subject to: 

  There are not isolated parts in the system         (2) 

                                      M = n - nf                                 (3) 

where: 

 nf Number of feeders or sources 

 M Number of radial net branch. 

 In this paper the number of voltage sags is estimated by 

means of the fault position method [5][19]. The radiality 

constraint is partially considered by (3), an as consequence 

cannot assure the radiality in the system. 

 Usually, the way to represent the 

connection/disconnection of a transmission line is by means of 

a single switch operation. According to this, a vector Y is 

defined which consists of yi binary elements that can change 

their state. The number of elements of Y is equal to the 

considered number of switches (SN) that can change their 

state. 

 For a generic system of N buses, where it is agreed that 

SN switches can operate (open/close) without leaving any 

system areas de-energized, it could be possible to represent a 

configuration as  

 
 

1 2 3

1 1 0 1

SNl l l l

Y  
 (4) 

 where it can be observed that switches of lines l1 and l3 

are closed, and the switch of line l2 is open. In this case, this 

means that line l2 is not energized.  

 For sake of simplicity a vector S contains only the 

number of disconnected lines. Then for the vector in (4) the 

corresponding vector S is 

 S=[1 3 …]  

3 Implementation of the proposed 

methodology by using  

genetic algorithms 

 The problem being solved is an optimization problem 

with constraint. Generally, this problem is address by 

introducing by penalizing the infeasible solutions (see for 

example [20]); however, in this contribution we decided to 

follow a more direct approach. Instead, of penalizing 

unfeasible individuals, we decided to modify the genetic 

operations (i.e., mutation and crossover) to always produce 

feasible individuals. In addition to this, we propose a method 

to generate only feasible individuals in the initial population. 

 In order to explain the proposed methodology, the basic 

distribution system in Fig. 1 is used. The data of the system 

depicted in the figure is provided by [11]. 

 

  

Fig. 1. Distribution system 

3.1 Basic loops 

 The feeders are integrated into a single bus with the 

purpose of a cycle is not formed between them (see Fig. 2). 

After a successful reconfiguration feeders return to their 

original position, so it can be observed how each feeder 

supplied to each corresponding load. 

 For a generic system is possible to find a number PL of 

basic loops that is defined by 

 PL = nl - n - 1 (5) 

 where nl is the total number of system lines 

 Note that (5) also indicates the number of lines that must 

be out of operation in order to assure that the system has a 

radial configuration. In Fig. 2 the basic loops are shown and 

also the tie-lines which are normally open (looping branches).  
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Fig. 2. Basic distribution system 

 It is noteworthy that in a distribution system to change 

the operating state of a tie-line normally open to close, it must 

change the state of a line belonging to the corresponding basic 

loops, to normally open, in order to maintain the radiality of 

the system. 

Then for the system in Fig. 2 the basic loops are: 

 Loop 1 = [11 12 16 18 19 15] 

 Loop 2 = [16 17 22 24 21] 

 Loop 3 = [11 13 14 22 23 25 26] 

 Then, for connection shown in Fig. 2 the corresponding 

vector S is, 

S = [15 21 26] 

 Note that line 20 is not part of any basic loop and its 

status change only cause that bus 12 is without energy or 

disconnected. It is for this reason that in Figure 2 is not taken 

into account, but when the reconfiguration is performed the 

line 20 is incorporated into the generated topology.  

3.2 Chromosome encoding 

 The reconfiguration encoding has been extensively 

studied in [16] the most common encodings are mentioned. 

The encoding proposal in this paper is a combination of the 

proposals of [16] and [21]. 

 For the example, in Fig. 1 the vector S = [15 21 26] is 

encoded as 

     S = [1 1 1 1 0   1 0 1 0 1   0 1 0 1 1] 

 It can be observed that the least significant bit is the first 

line for each line. 

3.3 Initial population 

 There exists several algorithms to generate radial 

networks. In [22] the authors generated radial topologies 

implementing Prim's algorithm and Kruskal. In this paper the 

proposed method consists of the following steps: 

 1) Generate a random vector for loop selection. 

 2) For each basic loop a line is chosen randomly. 

 3) The line is deleted from the following sets of basic 

loops with the main purpose of which cannot be 

selected. 

 4) Repeat steps 2 and 3 for all remaining loops. 

 5) When the solution vector S is full, then its radiality is 

checked. 

 The process is repeated if the vector does not fulfill the 

radiality condition. This will generate radial topologies, which 

always respect the positions of the loop in the vector S. 

3.4 Crossover operation 

 The crossover operation used is a uniform crossover; we 

implement this by using a binary mask. That is, if the i-th 

element of the mask is 1, the gene located in that position of 

parent 1 passes to the descendant, similarly if the element is 0 

the gene is copied from parent 2 to the descendant in its 

corresponding position. This is shown in Fig. 3. 

 

 
 

Fig. 3. Crosses of individuals 

 This type of crossover ensures that most of transfers of 

genetic material into new descendants. After performing the 

crossover the new individual is verified to check the radiality 

of the system. In the case, this new individual does not 

represent a radiality system then a new operator is 

implemented as follow.  
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 Auxiliary operator of crossover: A random binary mask 

is generated, which complies with the same criteria described 

above. Fig. 4 shows the crossing described above. 

 

 
 

Fig. 4. Auxiliary crossing operator 

3.5 Mutation operator 

 To perform this operation, it is randomly selected a 

normally open switch to change its status. This is described in 

the following steps: 

 1) Select a line of the chromosome randomly. 

 2) Identify the basic loop to which it belongs and remove 

the assembly line. 

 3) Select a random line of the loop assembly and 

replacing the main line into the chromosome. 

 4) Check the system radiality. 

 If the system does not meet the radiality condition is 

repeating the process, in this way the mutation operator 

ensures that the algorithm does not stagnate in a local 

minimum, and to perform a search in a larger space of 

solutions. 

 To illustrate this process, line three was randomly 

selected chromosome at line 26 which is removed from the 

main loop three: 

  Loop 3 = [11 13 14 22 23 25 26] 

 To replace this line, a line of the set of the main loop 3 is 

randomly selected the line 23,  

  Loop 3 = [11 13 14 22 23 25] 

 Figure 5 shows the individual obtained by the mutation 

operation. 

 

 

 
 

Fig. 5. Mutation of individuals 

 

3.6 Fitness function evaluation 

 In this optimization problem to evaluate the fitness 

function is required to evaluate the voltage sags in the system 

which is performed by using the fault position method [5][19]. 

This method consists of determining the voltage sags from 

short-circuit calculations considering different fault positions 

dispersed throughout the system. With the data of the fault 

probability at each fault position it can be obtained the 

number of expected voltage sags at the buses of the electrical 

system. 

 The procedure for application of the proposed 

reconfiguration method is described as follows: 

1) Read the electrical system’s parameter data and data of 

reference values of voltage sags for a considered 

voltage threshold (tspec) at system buses, this is, fref. 

2) Identify the base system and provide it as an individual 

in the initial population. 

3) To generate the population as described in subsection C 

4) Carry out operations the genetic operations, described 

above, to generate new individuals. 

5) For each solution vector to identify the lines that are out 

of operation and change your status on the system 

parameters. 

6) To evaluate the voltage sags in order to obtain the 

vector  fest. considering the current operating status of 

the system.  

7) If not meet the criteria of stop, return to step 4 and re-

evaluate possible solutions. 

 In this work, the proposed reconfiguration method has 

been implemented in Matlab
®

 by using the implemented 

functions described in this section. In addition, functions 

@fitscalingprop and @selectionroulette from the toolbox 

Global Optimization Toolbox [23] are used. 
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4 Case studies 

 In order to show the performance of the proposed 

methodology, several case studies are presented. A IEEE-69 

buses test systems have been used. It has been assumed that 

voltage sags are caused by three-phase balanced faults. 

 The IEEE 69 buses test system is a 12.66 KV radial 

distribution system (Fig. 6) consists of one substation, 69 

buses interconnected by 73 lines, of which 5 are for tie line. 

The total of load active and reactive is 3802 KW and 2694 

KVA respectively. The data system is provided in [24].  

 

Fig. 6. Distribution system of 69 buses 

 The fault position method was used in order to carry out 

the stochastic estimation of voltage sags, considering ten fault 

positions for each line, a uniform distribution of fault 

probability at lines, the original configuration of the 

distribution system, and a voltage sags threshold of 0.8 p.u. 

 For a voltage threshold of 0.7 p.u. initial system buses 

has 29 buses having voltage sags problems, in Table 1 system 

buses having problems of voltage sags are shown, and also the 

lines that are usually open are shown. Fig. 6 shows the 

distribution system 69 buses. It can be seen that five switches 

through normally open condition meets the radiality of the 

system.  

 Figure 7 shows the system after the application of the 

procedure, the reconfigured system for the voltage threshold 

of 0.7 p.u. in which it is observed that the system has a radial 

final topology 

TABLE 1. ACTUAL STATUS OF THE 69 BUSES SYTEM BEFORE 

RECONFIGURACION 

Voltage sags threshold 0.7 p.u. 

Buses with values above 

reference voltage sags 

value 

8,9,12,13,14,15,16,17,21,24, 

25,27,51,52,53,54,55,56,57,58 

59,60,61,64,65,66,67,68,69 

Open lines 69 70 71 72 73 

 

 

Fig. 7. Distribution system of 69 buses after reconfiguration, considering the 

0.7 p.u. voltage threshold 

 

 In Fig. 8 the voltage sags reference values, the initial 

voltage sags (SagsBase) and those obtained after the system 

reconfiguration for the distribution nodes 69 are graphed, 

considering a voltage threshold of 0.7 p.u. It can be seen that 

performing the reconfiguration voltage sags decrease 

depressions in several buses, but in some others buses the 

values of voltage sags increase. This is due to the change of 

network topology; however, the system operates correctly, and 

with a reduction in voltage sags with respect to the initial 

topology of the system. 

 

Fig. 8. Reference, sags initial configuration and after reconfiguration values 

of voltage sags/year considering a 0.7 voltage threshold. 

 In Fig. 9 has been graphed the system of 69 buses when 

the voltage threshold of 0.8 p.u. is considered. In Table 2, it 

can be seen that initially had 38 nodes that did not meet the 

specified value. After reconfiguration (Fig. 10), there is a 

significant reduction when comparing the base system, with 

the founded reconfiguration. Some buses have voltage sags 

problems, but even so, the reduction in the system means 

better condition thereof. The results of this reconfiguration are 

summarized in Table 3, it can be seen that initially had 38 

nodes that did not meet the specified value and in 26 of them 

has been reduced to appropriate values, leaving only 12 nodes 

that do not fulfill the specification. 

 

 

Fig. 9. Distribution system of 69 buses after reconfiguration, considering the 

0.8 p.u. voltage threshold 
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TABLE 2. ACTUAL STATUS OF THE 69 BUSES SYTEM BEFORE 

RECONFIGURACION 

Voltage sags threshold 0.8 p.u. 

Buses with values above 

reference voltage sags 

value 

2,3,4,7,8,11,12,13,15,16,17,19,20,23, 

24,26,27,29,30,31,33,34,37,38,40,41, 

42,43,44,45,58,59,60,62,63,66,67,69 

Open lines 69 70 71 72 73 

 

TABLE 3. RESULTS FOR THE 69 BUSES RADIAL SYTEM AFTER 

RECONFIGURACION 

Voltage sags threshold 0.7 p.u. 0.8 p.u. 

Buses with values above 

reference voltage sags 

value 

 

0 

37,38,39,40, 

41,42,43,44, 

45,46,49,50 

Open lines 69 70 71 52 73 36 70 44 52 15 

 

 

 In Fig. 10 has been graphed the voltage sags 

corresponding to initial system of 69 nodes for one threshold 

of 0.8 p.u. There is a significant reduction when comparing 

the base system, with the founded reconfiguration. Some 

buses have voltage depression problems, but even so, the 

reduction in the system means better condition thereof. 

 

 

Fig. 10. Reference, sags initial configuration and after reconfiguration values 

of voltage sags/year considering a 0.8 voltage threshold. 

 Based on studies that have been conducted with the same 

objective function with a limited number of switches in the 

same case studies found that the search space and the 

computational cost has been reduced, reflecting the proper 

functioning of proposed algorithm and its evolution to a good 

solution. 

 For the IEEE 69 buses test system were used 10 possible 

switches, 10 generations and a population of 35 individuals. 

The proposed algorithm uses 57 possible lines to find a better 

solution with 4 generations and a population of 10 individuals. 

5 Conclusions 

 This paper presents a methodology for the 

reconfiguration of radial distribution electrical systems in 

order to reduce voltage depressions, using a genetic algorithm. 

This algorithm generates and reproduces individuals in tree 

form or radial topologies given that initial population, 

crossover and mutation operators were designed for that 

purpose. This is reflected in the reduction of the search space 

for valid topologies. The proposed algorithm was applied to 

IEEE-69 buses test system and the results have shown the 

efficiency of the proposed method.  
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Abstract -  An elitist selection adaptive Genetic Algorithm is 
presented to select an optimal cloud service composite plan 
from a lot of composite plans on the basis of global Quality-
of-Service (QoS) constraints. In this Algorithm, some 
strategies are provided to improve convergence and 
population diversity and raise fitness result. These strategies 
include an elitist selection strategy, an individual selection 
method based on ranking selection and an adaptive mutation 
strategy. The elitist selection strategy gives a guarantee that 
the degradation of population fitness can be avoided. The 
individual selection method provides a simple and effective 
way to control selective pressure. The adaptive mutation 
strategy uses a special population measurement to decide 
individuals’ similarity. The value of the dynamic mutation 
probability changes on the basis of population diversity. Some 
simulation results on cloud service selection with global QoS 
constraints have shown that the elitist selection adaptive 
Genetic Algorithm can gain better composition service plan. 

Keywords: Diversity, Genetic algorithm, QoS-aware, Cloud 
service selection 

 

1 Introduction 
With cloud computing [12, 14, 22], new Internet services 

can be developed and deployed without capital acquisitions of 
hardware or large human integration expenses. Cloud 
computing environments offer cloud services. 

Some services can compose a composition service with 
more powerful functions [4]. In [26], a conceptual overview 
of the QoS-aware service selection problem was given. A 
composition service has specific functions that can be divided 
into some component functions. These component functions 
can be accomplished by some component services 
respectively. These services can combine tens of thousands 
composite services with same functions and different QoS. 

That is, there are many different combination plans. How to 
select the most suitable composite service among many 
available candidate services for consumers is an interesting 
practical issue [23, 24]. The service selection with global QoS 
constraints possesses a considerably big proportion in the 
problem of QoS-based cloud service selection. QoS-based 
service selection plays an important role [9, 10] in service 
combination.  

QoS-based cloud service selection problem is one of the 
hot research areas. The existing QoS-based service selection 
algorithms include calculation algorithms [1-3, 5-8, 15, 17-21, 
47] based on QoS properties. The QoS-based calculation 
methods can better meet the combination of services with the 
global QoS constraints. Exhaustive methods and approximate 
algorithms are two kinds of QoS properties calculation 
methods. Finding the optimal composition requires 
enumerating all possible combinations of service candidates. 
Performing exhaustive search can be very expensive in terms 
of computation time and, therefore, inappropriate for run-time 
service selection in applications with many services and 
dynamic needs [26]. The problem of finding the best service 
composition without enumerating all possible combinations is 
considered as an optimization problem. QoS-based cloud 
service selection is NP-hard problem [3], therefore, 
approximate algorithm is more suitable to solve optimization 
combinatorial problems. Genetic Algorithm is a kind of 
approximate algorithm. It is a good method to solve 
optimization combinatorial problems [13]. 

Based on the above analyses, this paper presents an 
elitist selection adaptive Genetic Algorithm (EaGA). Firstly, 
an elitist selection strategy is proposed to raise the probability 
of convergence to the optimal solution. Then an individual 
selection method based on ranking selection is provided to 
improve the evolution direction of GA. Thirdly, an adaptive 
mutation strategy is described to meet the needs of various 
stages of Genetic Algorithms. 
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The remaining sections of this paper are as follows. 
Section two described researches of QoS-based cloud service 
selection computing. The proposed GA with improved 
diversity was discussed in detail in section three. Section four 
presented some simulation works and discussed the simulation 
results. Section five came to conclusions and noted that the 
next step in research content. 

2 QoS-aware service selection 
Based on all global QoS constraints, to select the best 

plan from a large number of service composition plans is in 
the area of combinatorial optimization. To solve such 
problems, the calculation methods based on QoS attributes are 
divided into two categories. One category is exhaustive 
algorithm. In this kind of algorithm, all of candidate plans are 
calculated according to certain rules in order to choose the 
best plan. The other is approximate algorithm. In this type of 
algorithm, an ideal composition plan is infinitely close to the 
best one. At last, a plan that meets all QoS requirements but is 
not the best one will be gained. 

[8] presented a run-time services choice method in 
dynamic service composition. But, it was only a local 
optimization algorithm, rather than a global optimization 
algorithm. In [18, 19], a multi-constrained QoS service 
selection problem was modeled as an integer programming 
problem, and the integer programming expressions were 
presented for a variety of QoS constraints. The methods in [19] 
was modified by [5]. It analysed the conditions of triggering 
service re-selection in detail, gave the idea of the service re-
selection and gave the constraint expression for a stateful 
service selection. 

The above solutions are only acceptable if the number of 
service candidates is very limited. As a result, we can see the 
limitations of exhaustive calculations. In the field of 
combinatorial optimization, there is also a random search 
algorithm based on probability. Genetic Algorithms fall into 
this category. Genetic Algorithm is suitable for solving such 
problems [13], and it can effectively prevent exhaustive 
algorithm limitations. In [2], some comparison experiments 
were made between GA and Integer Programming (a kind of 
exhaustive search method). The numerical results showed that 
GA is better selection algorithm than Integer Programming 
when they are employed to select the optimal composition 
plans from a great deal of plans. The solution based on 
Genetic Algorithm is a novel global optimization one. [6, 15, 
20, 21] used Genetic Algorithm for the optimization of 
service composition.  

[21] used Genetic Algorithm to solve the QoS-based 
service selection. [3] also used an one-dimensional 
chromosome encoding method to describe the combination of 
services, but the expression of gene loci was different from 
[21]. [2, 3] proposed a combination service method based on 
Genetic Algorithm. Through Genetic Algorithm, it could be 
ensured that the results of services choice met the restrictive 
conditions. 

In order to improve the "premature" phenomenon of 
Genetic Algorithm, an elitist selection adaptive Genetic 
Algorithm (EaGA) is proposed in this paper. It includes an 
elitist selection strategy, an individual selection method based 
on ranking selection and an adaptive mutation strategy. 

3 Elitist selection adaptive Genetic 
Algorithm 
In this section, we present an elitist selection adaptive 

Genetic Algorithm (EaGA) to solve quality-driven service 
selection, mainly including the design of an elitist selection 
strategy, an individual selection method based on ranking 
selection and an adaptive mutation strategy. 

3.1 Model of service selection 

In GA selection algorithm, a composition plan and an 
individual in population are one-one correspondence. An 
individual is a concrete composition plan. A population in an 
evolution generation makes up of many concrete composition 
plans that are selected by GA.  A fitness function is the 
formula that is used to compute the overall quality score for 
each execution plan. Crossover operation is done at two 
chosen composition plans and mutation operation is made at 
one elected composition plan. 

3.2 Elitist selection strategy 

Elitist selection is a selection strategy where a limited 
number of individuals with the best fitness values are chosen 
to pass to the next generation, avoiding the crossover and 
mutation operators.  Elitism prevents the random destruction 
by crossover or mutation operators of individuals with good 
genetics.   

To ensure the optimal composition plan can be obtained, 
an elitist selection is adopted to guarantee that the best 
individual can survive after every evolution operation. In 
elitist strategy, the offspring have to compete with the parents 
to gain admission for next generation of GA [38]. The 
outstanding advantage of this environment is it always 
preserves the best solutions in every generation.  

In initial population, individual with approximatively 
best fitness for every path is included. An individual with best 
fitness for one path may have smaller fitness than other 
individuals for other paths. They fail to compete with other 
individuals and can not get admission for next generation of 
GA. Maybe the information about the defeated path 
disappears in next population. The diversity of population will 
be disrupted. In our algorithm, to prevent the stagnation of 
GA and hold the diversity of population, a special elitist 
selection method is presented.   

Firstly, in every generation of GA, the individual with 
best fitness for every path is obtained. They don’t join in the 
crossover and mutation operations and directly enter into the 
next generation.  

612 Int'l Conf. Artificial Intelligence |  ICAI'13  |



 

Secondly, according to the proportion of plans in every 
path to all plans, some more individuals with second best 
fitness become elite individuals. The total number of elite 
individuals should vary with the size of population and should 
not be too high, otherwise the population will tend to 
degenerate. 

Cross through the establishment of the special elitist 
selection method, it is given a guarantee that the individual 
with best fitness value can be obtained and the optimal 
solution can be gotten. The better direction of evolution can 
be made. The degradation of population fitness can be 
avoided. Thus, population fitness can be enhanced with 
population evolution. Finally, higher fitness can be achieved. 

3.3 Individual selection method based on 
ranking selection 

Stochastic universal sampling (SUS) is a technique used 
in GA for selecting potentially useful solutions for 
recombination [42]. SUS is a development of fitness 
proportionate selection [43] which exhibits no bias and 
minimal spread. Where fitness proportionate selection 
chooses several solutions from the population by repeated 
random sampling, SUS uses a single random value to sample 
all of the solutions by choosing them at evenly spaced 
intervals. 

The genetic algorithm community often cites the need to 
balance exploitation and exploration [39]. To achieve a better 
tradeoff between selective pressure and population diversity, 
ranking selection [39-41] is adopted to select individuals in 
each generation. 

In ranking selection, the population is sorted according 
to the objective values. The fitness assigned to each individual 
depends only on its position in the individuals rank and not on 
the actual objective value. 

Stagnation is in the case where the selective pressure is 
too small. Premature convergence is in the area where 
selection has caused the search to narrow down too quickly. 
The reproductive range is limited, so that no individuals 
generate an excessive number of offspring. Ranking 
introduces a uniform scaling across the population and 
provides a simple and effective way of controlling selective 
pressure. Ranking selection overcomes the scaling problems 
of the proportional fitness assignment. 

In our GA selection algorithm, the ranking selection [39] 
employing the SUS algorithm [42] has been chosen to select 
individuals. 

3.4 Adaptive mutation strategy 

A mutation operation is that the values of the genetic loci 
in a chromosome are replaced by the other alleles of the genes 
loci in a certain probability ( mP , called the mutation 
probability) to form new individuals. The mutation operation 
is an essential operation because it determines the local search 

ability of Genetic Algorithm. There are two main reasons for 
the mutation operation to be used in Genetic Algorithm. On 
one hand, the mutation operation can restore the lost alleles of 
the genes loci, so individual differences are maintained in a 
population and the premature phenomenon is prevented to 
occur. On the other hand, when the population is large, the 
introduction of appropriate mutations can improve the local 
search efficiency of Genetic Algorithm. The greater the 
mutation probability mP  is, the more the number of produced 
new individuals is. The diversity of population is better. But, 
it is more possible that a lot of good models of individuals 
will be destroyed and the performance of Genetic Algorithm 
is similar to random search algorithm. If the value is too small, 
the ability of generating new individuals and inhibiting 
"premature" will be poor. 

If Genetic Algorithm uses fixed mutation probability, it 
is difficult to find a suitable fixed mutation probability to meet 
the needs of various stages of Genetic Algorithms and the 
needs of different individuals. 

The parameter choice for mutation is critical to GA 
performance. It impacts on population diversity and the ability 
of GA to escape from local optima. Large value of mutation 
will transform GA into a purely random search algorithm, 
while the mutation is required to prevent the premature 
convergence of GA to suboptimal solutions. Aiming at 
achieving the trade-off between exploration and exploitation, 
the value of mutation probability should be able to vary.  

Based on the No Free Lunch (NFL) Theorem [44], some 
mutation adaptation techniques are listed and discussed their 
effect on the algorithmic performance in presence of 
composition service selection landscapes having some special 
features. 

Population level, individual level, and component level 
adaptation are three types of mutation adaptation techniques 
employed in GA [34]. In [33], some comparative analysis of 
different population-level and gene-level adaptive mutation 
operators for GAs were done. These adaptive mutation 
technologies [33-36] are functions of fitness, not include 
diversity.  

The running of GA is easy to fall into "premature", that 
is, a running Genetic Algorithm has not the ability to further 
search more locations in the solution space and can obtain the 
final solution with not very good fitness. There are a lot of 
reasons about the "premature". One of the reasons is that the 
diversity of individuals in population is poor. When the 
diversity is bad, all of individuals in a population will be 
confined within some ranges in the solution space. In general, 
if population’s scale is certain, the greater population diversity 
is, the more likely to produce better offspring. Conversely, as 
the diversity of population is reducing, the premature 
convergence phenomenon occurs more easily. So keeping 
population diversity has become an important method of 
genetic algorithm’s effective operation and the correct 
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appraising of population diversity plays an important role in 
improving the performance.  

In [16, 25, 27, 28, 32, 37], their adaptive mutation 
technologies are based on fitness diversity. More specifically, 
measurement of the fitness diversity is used to dynamically set 
the algorithmic parameters [30, 31] in order to prevent 
premature convergence and stagnation and therefore 
guarantee a more robust algorithm. A measurement of fitness 
diversity over the individuals of the population, namely ξ, was 
proposed in [28]. It has been successfully applied to a control 
problem in electrical machinery. In [27], another kind of 
measurement of fitness diversity, namely ψ, has been 
employed. A third kind of measurement of fitness diversity, 
namely ν, has been employed in [25]. In [29], the above three 
fitness diversity methods were discussed and compared. 

It must be noted that the three fitness diversity control 
methods shown above only take values of the best, average 
and the worst fitness over the individuals of the population.  

In [32, 37], an adaptive mutation probability that adopted 
another kind of diversity that uses the individual distance to 
measure the similarity of individuals was employed.  

How to select these adaptive mutation probability 
methods is very important for the landscape of QoS-aware 
service selection. Before it, the process of QoS-aware service 
selection is analyzed. In service computing, cloud services 
will be composed as part of workflows to build complex 
applications to achieve client requirements. Several services 
may be available with the same function, however they surely 
exhibit different QoS. The choice between different but 
semantically equivalent services is a function of QoS 
attributes.  

From the above describe, the individuals with same 
fitness value may be different composition plans and the 
individuals with different fitness values may be in same 
composition path. So, in the context of composition service, 
fitness diversity is not enough to control population diversity. 
On the contrary, since composition service has the 
characteristic about workflow, it is a good way that the 
similarity between individuals is measured through the 
individual distance. Thus, we adopt the adaptive genetic 
algorithm proposed in [32]. 

Based on the different between calculated two 
individuals, there are two formulas to compute diversity. 

First one is that the two individuals are two composition 
plans in same composition path. The distance equation (11) in 
[32] is employed.  

Second one is that the two individuals are two 
composition plans in two different composition paths. 
Because the two individuals are dissimilar, the distance value 
d(i, j) between two individuals i and j  is set the predefined 
threshold D that is used in [32]. 

4 Tests and analyses of diversity GA 
The proposed EaGA in this paper improves service 

selection algorithm based on Genetic Algorithm in three ways. 
The first one makes better direction of evolution through the 
elitist selection strategy. The second one ensures that the 
optimal solution has higher possibility to be obtained. The 
third one enriches the population diversity.  

Through the above improvements, the EaGA has better 
search ability. Here are tests and test analyses through which 
the capacity and efficiency of EaGA will be validated. 

4.1 Test data preparation 

In order to verify the effect of services choice done by 
EaGA, some comparison tests between the Genetic Algorithm 
[3] (called SGA) and the EaGA algorithm were made.  

In order to fairly test these algorithms, they would run in 
the same hardware and software operating environment. The 
size of population is 500, the crossover probability is 0.7. The 
number of iterations is 5000. For these two algorithms, 50 
simulation experiments have been executed. Here, the bigger 
the fitness value of individual is, the better the composition 
plan is. For each of the 50 experiments, the maximum fitness 
for each algorithm has been saved. The average maximum 
fitness over the 50 experiments has been calculated for SGA 
and EaGA, this average value is also called Average 
Maximum Fitness (AMF).  

Based on the above preparation of test data, SGA and 
EaGA algorithms were run respectively. The test results were 
analyzed from search capability. Search capability is that the 
algorithm can find the optimal solution in a solution space. It 
can be measured by the quality of the solution that the 
algorithm searches. In Genetic Algorithm, the algorithm 
search capability can be measured through the fitness value of 
the final selected individual. 

4.2 Tests and analyses 

In order to verify these strategies, this section presents 
the AMF result of 50 independent runs of each algorithm.  

At some scale of problems (that is, the number of 
different tasks and different number of candidate services), 
the SGA and EaGA were run for 50 times respectively. A few 
of test result data are listed in Table 1. The statistic data in 
table 1 came from two GAs running for 50 times.  

Table 1. Average maximum fitness value (EaGA : SGA) 
Task Num Average Maximum Fitness 

Standard Deviation of  
Maximum Fitness 

10 0.265 : 0.132 0.078 :  0.039 
25 0.233 : 0.056 0.012 : 0.016 
30 0.362 : 0.073 0.018 : 0.022 

For each algorithm under examination, Table 1 gives the 
AMF over the 50 experiment runs.  

As can be seen from table 1, EaGA adopts the elitist 
selection strategy and avoids that the optimal individual is 
replaced during population evolution. Meanwhile, EaGA 

614 Int'l Conf. Artificial Intelligence |  ICAI'13  |



 

reduces the randomness of evolutionary computation on the 
basis of the elitist selection strategy. Meanwhile, some 
individuals with approximatively best fitness for every path 
are included in initial population in EaGA. The starting point 
of EaGA is higher than SGA. The introduction of the elitist 
selection strategy is the reason why individual fitness is better 
and better after evolution operations. This is the first reason 
why EaGA is better than SGA.  

Because ranking selection introduces a uniform scaling 
across the population and provides a simple and effective way 
of controlling selective pressure, stagnation and premature 
convergence can be overcome. The individual selection 
method based on ranking selection in EaGA is good at 
searching optimal composition plans.  This is the second 
reason why EaGA is better than SGA. 

The population diversity varies during all phases of 
running time of GA. The mutation probability should also 
change with the variation of the population diversity. At the 
beginning stage of GA, the population diversity is better and 
the mutation probability should be smaller. At the late running 
stage of GA, the population diversity gets worse and worse, 
the mutation probability of GA should be bigger. The 
decrease of the mutation probability avoids random search 
and the increase of the mutation probability leads to rich 
composition plans. From the formula of the dynamic mutation 
probability of EaGA, the value of the dynamic mutation 
probability changes on the basis of population diversity. So, 
the mutation operation can raise the individual fitness and 
improve the population diversity at the same time. The 
evolution direction of population can be guaranteed and the 
search scope of composition plans can be expanded. Thereby, 
the fitness of EaGA is larger than SGA. This is the third 
reason why EaGA is better than SGA. 

As can be seen from the above simulation results, it can 
be seen that the best composition plan is obtained by EaGA. 
This phenomenon is due to successful runs of the elitist 
selection strategy, the individual selection method based on 
ranking selection and the adaptive mutation strategy. The 
elitist selection strategy, the individual selection method based 
on ranking selection and the adaptive mutation strategy in 
EaGA can work together very well. EaGA outperforms SGA. 
In particular, EaGA is proved to have better performance than 
SGA in avoiding premature convergence. The proposed 
EaGA can become a good method to select service plan based 
on global QoS constraints. 

5 Conclusions 
With the cloud services technologies have become more 

sophisticated, more and more easily used cloud services with 
the stability characteristics are shared on network. But a single 
atomic cloud services can provide limited functionalities. In 
order to more fully utilize the shared cloud services, it is 
necessary to combine shared cloud services to form a new 
combination of cloud services to provide more powerful 
service functions. 

This paper presents an elitist selection adaptive Genetic 
Algorithm (EaGA). Based on the analyses how to enhance 
fitness result and diversity of GA, some methods are provided. 
They include an elitist selection strategy, an individual 
selection method based on ranking selection and an adaptive 
mutation strategy. The elitist selection strategy gives a 
guarantee that the optimal individual can be gained. The 
degradation of population fitness can be avoided. The 
individual selection method is based on ranking selection. 
This way provides a simple and effective way of controlling 
selective pressure. The adaptive mutation strategy uses an 
individual distance to measure the similarity of individuals. 
And, two formulas to compute diversity are proposed on the 
basis of the characteristics of composition service. 

Through these strategies working together, the search 
ability can be improved. After testing and analyses of test 
results, some strong validations of the proposed algorithm in 
capacity and efficiency effects were done. The provided 
EaGA can be a good solution to QoS-driven cloud services 
selection. 

To inhibit the premature convergence and stagnation and 
therefore to guarantee a more robust algorithm, the 
algorithmic parameters should be set dynamically [45]. The 
population size of GA is one of the most important 
algorithmic parameters. When the population is highly diverse, 
a small number of solutions need to be exploited. And, when 
the population is converging and a larger population size is 
required to increase the exploration. So, the size of the 
population is therefore dynamic [46]. Therefore, to really 
modify the population diversity, the next study will present a 
population resizing mechanism on the basis of the special 
features of QoS-aware service selection. 
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Abstract—The multiple determination task of chemical prop-
erties is a classical problem in analytical chemistry. The major
problem is concerned in to find the best subset of variables that
better represents the compounds. These variables are obtained
by a spectrophotometer device. This device measure hundreds
of correlated variables related with physicochemical properties
and that can be used to estimate the component of interest. The
problem is the selection of a subset informative and uncorrelated
variables that help the minimization of prediction error. Classical
algorithms select a subset of variables for each compound
considered. In this work we propose the use of a multiobjective
algorithm SPEA-II. We would like to show that the variable
selection algorithm can selected just one subset used for multiple
determination using multiple linear regression. For the case
study is used wheat data obtained by NIR spectrometry where
the objective is the determination of a variable subgroup with
information about e Protein content (%), test weight (Kg/Hl),
PSI (wheat kernel texture) (%) and farinograph water absorp-
tion (%). The results of traditional techniques of multivariate
calibration as the Successive Projections Algorithm (SPA), Partial
Least Square (PLS) and mono-objective genetic algorithm are
presents for comparisons. For NIR spectral analysis of protein
concentration on wheat, the number of variables selected from
775 spectral variables was reduced for just 10 in the SPEA-II
algorithm. The prediction error decreased from 0.2 in the classical
methods to 0.09 in proposed approach, a reduction of 37%. The
model using variables selected by SPEA-II had better prediction
performance than classical algorithms and full-spectrum partial
least-squares (PLS).

Keywords: Multi-objective algorithms, variable selection, lin-
ear regression

I. INTRODUCTION

Quantitative chemical analysis is the science of the concen-
tration determination of one or several substances present in a
sample. The most modern techniques for this task is the use
of spectrophotometric technic whose measure the interaction
between the object in analysis and radiated energy supported
by Lambert-Beer law [18], [17]. Such Figure show the sample
receiving radiation P0 , and passing thru with a smaller energy
P . The absorbed energy of the sample could be measure with
spectrophotometer and related with the propriety concentration
[10].

To obtain the concentration of entire sample, it is necessary
to radiate different wavelengths simultaneously. In this sce-
nario is normal wavelengths overlapping and consequently two
or more signals sending the same information. In algebra terms
the waves overlapping means high correlation among variables
and can induce to mathematical problems in the regression
model process [16].

Let a sample including two absorbances (A and B) with
spectral overlapping λ(1) and λ(2), is possible to get yA and
yB like as

x(λ1) = kA(λ1)yA + kB(λ1)yB
x(λ2) = kA(λ2)yA + kB(λ2)yB

(1)

[
x(λ1)
x(λ2)

]
=

[
kA(λ1) kB(λ1)
kA(λ2) kB(λ2)

] [
yA
yB

]
[
yA
yB

]
=

[
kA(λ1) kB(λ1)
kA(λ2) kB(λ2)

]−1 [
x(λ1)
x(λ2)

]
yA = bA(λ1)(λ1) + bA(λ2)(λ2)
yB = bB(λ1)(λ1) + bB(λ2)(λ2)

(2)

In general terms, the multivariate model is given by

y = x0b0 + x1b1 + . . .+ xJ−1bJ−1 + ϵ (3)

or in vectorial notation,

Y = Xβ + ϵ (4)

with x = [x0 x1 . . . xJ−1] is the vector of measured values,
β = [b0 b1 . . . bJ−1]

T is the vector to be determined and ϵ is
a part of random error.

In the case of i samples are available with n wavelength,
we can arrange in pairs (xi, yi) ∈ RJ ×R like as

Y =


ya1
ya2
...
yai

X =


x11(λ1) . . . xj1(λn)

x12(λ1) . . . xj2(λn)
...

. . .
...

x1i (λ1) . . . xji (λn)

 , (5)
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where xji (λn) is the i-th sample of object in the wavelength
λn and yai is the concentration of a in the i-th sample. Where
the relation between the absorbance and concentration can be
estimate by a coefficient matrix β that multiply X for to obtain
Ŷ estimate. The matrix X and Y are divided in Xcal and Ycal
for obtain the coefficient matrix β and Xteste and Yteste are
used to test the accuracy of prediction model. The coefficients
β can be obtained by linear regression model according the
Equation(6).

β = (XT
calXcal)

−1XT
calYcal (6)

and Ŷ can be estimate like as

Ŷ = Xtesteβ (7)

The problem happens because the devices have been devel-
oped to more accurately measure the absorbance, generating a
lot of variables. As a consequence there are more wavelengths
(variables) than samples (equations), in the case study of this
work for example, we have 775 variables and 389 samples in
Xcal matrix using a device not much modern. The most mod-
ern devices generate thousands of variables. In the Equation 6,
if the number of variables is major than number of sample, the
inversion is not possible or ill-conditioned. One solution is the
use of variable selection algorithms like as genetic algorithm to
choice a variable subset not redundant and without collinearity
from the original set or the use of new variables obtained
from linear transformations like as Partial Least Square (PLS)
Algorithm.

The literature about this problem (see references [1], [15],
[21], [19]) indicates that the genetic algorithm select a num-
ber of variables lager than classical methods like as partial
least square algorithm and Successive Projections Algorithm
(SPA). In this sense we propose the use of a multi-objective
formulation to variable selection problem. We use the error of
prediction and the number of variables in the fitness evaluation
method. Like as discuss in [9], the multi-objective formulation
can improve the regression model generalization ability. In
the section III we show that the use of just error prediction
can guide the genetic algorithm for a model with excess of
variables and low generalization power. Additionally a decision
maker method based on statistical test for choice a final
solution from the pareto front is proposed.

II. BACKGROUND

A. Multicollinearity Problem and Variables Selection

The existence of linear correlation between two or more
independent variables in a multiple regression model is defined
as multicollinearity [3]. This problem may cause difficulty
with the reliability of the estimates of the model coefficients
and difficulty in understanding the values obtained in response
variable [8], [2].

In prediction problems when the regression model have
many variables, the larger part can contribute little or nothing
to prediction precision, therefore, select a reduced set with the
variables that do influence positively in the regression model
is crucial. To define a smaller set of independent explanatory

variables to be included in the final regression model is
a frequent problem in regression problem. The problem of
determining an appropriate equation based on a subset of
the original set of variables include the criterion used to
analyze the variables and select a subset and to estimate of
the coefficients in the equation (6).

According to Miller [14] the reasons for using only some
of the available or possible predictor variables include: a) to
estimate or predict at lower cost by reducing the number of
variables on which data are collected, b) to predict accurately
by eliminating uninformative variables, c) to describe a multi-
variate data set parsimoniously, d) to estimate regression coef-
ficients with small standard errors (particularly when some of
the predictors are highly correlated). The proposed strategy to
the problem of variables selection for multiple linear regression
is the use of genetic algorithm to solve the multicollinearity
problem, reduce cost by reducing the number of variables and
minimize the residuals errors.

B. Classical Methods for Variable Selection in Calibration
Problems

There are three classical algorithms for variable selection
in calibration problems: the Successive Projections Algorithm
(SPA), Genetic Algorithm (GA) and Partial Least Square Al-
gorithm (PLS) [19]. The SPA and GA works in the original do-
main of variables whereas PLS instead of finding hyperplanes
of minimum variance between the response and independent
variables, it finds a linear regression model by projecting the
predicted variables and the observable variables to a new space
combining new variables from principal component analysis.

The successive projections algorithm (SPA) is a forward
variable selection technique designed to minimize collinear-
ity problems in multiple linear regression (MLR) [11]. SPA
comprises two main phases: The first consists of projection
operations carried out on the matrix Xcal. These projections
are used to generate chains of variables. Each element in a
chain is selected in order to show the least collinearity with
the previous one. In the next phase the candidate subsets of
variables are evaluated according to the Root Mean Square
Error of Prediction (RMSEP) (Equation 8) predictive perfor-
mance in the MLR model. The RMSEP evaluates how much
the concentration predicted by the model approximates from
the expected concentration.

RMSEP =

∑N
i=0(ŷi − yi)2

N
(8)

where ŷ is the predicted value obtained by Equation 7, y is
the real value of the concentration and N the total number of
samples.

The RMSEP guide the evaluation of subset of variables
used in the calibration model and allows us chose models more
suitable to prediction. In this sense this measure is used also
in fitness function of genetic algorithm.

The last results of multivariate calibration literature showed
that the SPA-MLR has the better results in terms of RMSEP
and parsimony (number of variables selected) when compared
with the classical genetic algorithm and PLS [11], [5], [4],
[21]. However in this work we proposed a new implementation
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of genetic algorithm that include the use of multi-objective
fitness.

III. MULTI-OBJECTIVE FORMULATION OF VARIABLE
SELECTION PROBLEM

The classical genetic algorithm is designed to minimize the
same function of SPA, that is, the Equation (8). However, as
soon as the RMSEP reduce, more variables are include in the
model. In [6] we demonstrate that RMSEP and the number
of variables are conflicting goals. In spite of the RMSEP is
reduced as soon as more variables can be included in the
model. On the other hand if the number of variables is lager,
the Equation (6) have bad condition and consequently bad
generalization in new samples. In this sense we proposed the
multi-objective formulation in the genetic algorithm where the
first objective is minimize the Equation 8 and the second
objective is the minimization of number of variables selected.

We proposed the use of NSGA-II and SPEA-II algorithms.
Developed by Deb et. al [7], NSGA-II, as the first NSGA
version, implements the dominance concept, classifying pop-
ulation in fronts accordingly to its dominance level []. The
best solutions of each generation are located at the first front
while the worst are located at the last front. The process of
classification occurs until all population individuals are located
at a front. Finalized this process of classification, individuals
belonging to first front are non-dominated, but dominate indi-
viduals from second front and the individuals from the second
front dominate the individuals from the third front and so on.
The main difference from NSGA-II to a simple GA is the way
the selection operator is applied, and this operator is subdivided
in two process: Fast Non-Dominated Sorting and Crowding-
Distance. The other operators are applied on traditional way.

Strength Pareto Evolutionary Algorithm (SPEA) is an
extension of the Genetic Algorithm for multiple objective
optimization problems [22]. It is related to sibling Evolutionary
Algorithms such as Non-dominated Sorting Genetic Algorithm
(NSGA), Vector-Evaluated Genetic Algorithm (VEGA), and
Pareto Archived Evolution Strategy (PAES). There are two
versions of SPEA, the original SPEA algorithm and the
extension SPEA-II. The objective of the algorithm is to locate
and and maintain a front of non-dominated solutions, ideally
a set of Pareto optimal solutions. This is achieved by using an
evolutionary process to explore the search space, and a selec-
tion process that uses a combination of the degree to which a
candidate solution is dominated (strength) and an estimation of
density of the Pareto front as an assigned fitness. Algorithm
maintains an external population at every generation storing
all nondominates solutions obtained so far. At each generation
external population is mixed with the current population. All
nondominated solutions in the mixed population are assigned
fitness based on the number of solutions they dominate.

A. Multi-objective Decision Maker Method

Multi-objective algorithm present a set of solutions for
multi-objective problem at its first front. To help choosing a
solution within this set, it were applied the Wilcoxon signed
rank test [12] as a multi-objective decision maker method.

The Wilcoxon signed-rank test is a non-parametric statisti-
cal hypothesis test used when comparing two related samples

on a single sample to assess whether their population mean
ranks differ [12]. It can be used as an alternative to the paired
Student’s t-test for dependent samples when the population
cannot be assumed to be normally distributed.

Let Ŷ i = yi1, y
i
2, . . . , y

i
N the i − th estimated vector

of protein content and ϵi the difference vector between the
estimated value Ŷ i and the real value Y and ϵj the difference
vector between the estimated value Ŷ j and the real value
Y . The decision maker algorithm in the first step choice the
chromosome with the less value in the pareto front calculated
from validation set. We like to know if the ϵi obtained with
K variables not have significative difference with ϵj obtained
with K − P variables. That is, the less variable number
without decrease the ability prediction. The null hypothesis
is formulated by a two-sided test of the hypothesis that ϵi - ϵj
comes from a distribution whose median is zero, that is, the
difference not can be significative.

IV. EXPERIMENTAL

Samples are from whole grain wheat, obtained from
vegetal material from occidental Canadian producers. The
standard data were determined at the Grain Research Lab-
oratory [9]. The data set for the multivariate calibration
study consists of 775 VIS-NIR spectra of whole-kernel wheat
samples, which were used as shoot-out data in the 2008
International Diffuse Reflectance Conference (http://www.idrc-
chambersburg.org/shootout.html ). Protein content, test weight,
PSI (wheat kernel texture) and farinograph water absorption
were chosen as the properties of interest. Test weight is used
as an indicator of general grain quality and is a measure of
grain bulk density. Test weight, but not overall grain weight,
normally increases during drying. Spectra were acquired in
the range 400-2500 nm with a resolution of 2 nm. In order to
remove undesirable baseline features, first derivative spectra
were calculated by using a Savitzky-Golay filter with a 2nd

order polynomial and an 11-points window [20].

The Kennard-Stone (KS) [13] algorithm was applied to the
resulting spectra to divide the data into calibration, validation
and prediction sets with 259, 258 and 258 samples, respec-
tively. The validation set was employed to guide the selection
of variables in SPA-MLR, MONO-GA-MLR, NSGA-II-MLR
and SPEA-II-MLR. The prediction set was only employed in
the final performance assessment of the resulting MLR models.
In the PLS study, the calibration and validation sets were joined
into a single modeling set, which was used in the leave-one-out
cross-validation procedure.

A. Environment and Tools

For executing the NSGA-II-MLR, SPEA-II-MLR, Mono-
objective GA, SPA and PLS algorithm were used the Matlab
software version 7.10 (R2010a). Table I shows the config-
uration for NSGA-II-MLR and SPEA-II-MLR algorithms.
MONO-GA-MLR has the same parameters of multiobjective
algorithms.

V. RESULTS AND DISCUSSION

Figure 1 presents the derivative spectra of wheat sample.
As can be seem, there are several of spectral variables available
for selection with different absorbance (λ).
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TABLE I. MULTI-OBJECTIVE ALGORITHMS NSGA-II AND SPEA-II
CONFIGURATION.

NSGA-II and SPEA-II
Population Size 100

Generations Number 100
Selection Operator Binary Tournament
Mutation Operator Flip

Mutation Probability 0.5 in the individual
and 0.05 in the gene

Crossover Operator Uniform Crossover
and One Point

Crossover Probability 0.5 and 1

0 200 400 600 800 1000
−0.01

−0.005

0

0.005

0.01

0.015

Spectral Variables

dA
/d

λ

Fig. 1. Derivative NIR spectra of the wheat samples.

First of all, we describe the results of the classical algo-
rithms PLS, SPA-MLR and MONO-GA-MLR. These results
are presented on Table II. As can be seem the RMSEP are
similar for the three algorithms in all of elements studied.
However the MONO-GA-MLR uses a expressive number of
variables when compared with SPA-MLR. This result can be
explained by the fact of MONO-GA-MLR use just one ob-
jective, the RMSEP in the validation set. In practice the SPA-
MLR is used because it uses less variables than MONO-GA-
MLR and PLS. Worth noting that PLS use all original variables
to build the new latent variables. The next paragraphs presents
the results obtained by the proposal algorithms, NSGA-II-MLR
and SPEA-II-MLR under 30 executions each.

Figure 2 shows one of the Pareto front obtained by NSGA-
II-MLR (Figure 2(a)) and SPEA-II-MLR (Figure 2(b)) for
test weight concentrations. As can be seem, both algorithms
minimized the two objectives, the number of variables and
the RMSEP in the validation set. However, the SPEA-II-MLR
algorithm have a boundary better distributed in the objectives
space. For this property NSGA-II-MLR found solutions with
the minimum number of 15 variables, while SPEA-II-MLR
found solutions with just 3 variables. These Figure also shows
the decision maker result for both algorithms in this execution.

The selected variables in the chromosome, result of the
decision maker, can be observed on Figure 3. In general, the
number of variables are lower in SPEA-II-MLR than NSGA-
II-MLR. In spite of SPEA-II-MLR selected less variables, both
algorithms cover the same spectral regions. This similarity
indicates that these regions are the most promising to use
in the spectrophotometer. In practice, this result implies a

TABLE II. RESULTS OF TRADITIONAL TECHNIQUES PLS, SPA-MLR
AND MONO-GA-MLR. THE RESULTS ARE EXPRESSED IN RMSEP

TERMS.

Protein content (%)
RMSEP Number of Variables

PLS 0.21 15∗

SPA-MLR 0.20 13
MONO-GA-MLR 0.21 146

test weight (Kg/Hl)
RMSEP Number of Variables

PLS 1.23 5∗

SPA-MLR 1.2 29
MONO-GA-MLR 1.38 112

PSI (wheat kernel texture) (%)
RMSEP Number of Variables

PLS 2.76 11∗

SPA-MLR 2.57 36
MONO-GA-MLR 2.69 157

Farinograph water absorption (%)
RMSEP Number of Variables

PLS 2.11 7∗

SPA-MLR 2.14 18
MONO-GA-MLR 2.41 96

∗Number of latent variables.
Range of protein content in the prediction set: 10.2-16.2 % m/m.
Range of test weight in the prediction set: 78.2-84.7 (Kg/Hl).
Range of PSI (wheat kernel texture) in the prediction set: 48-73 % m/m.
Range of PSI (wheat kernel texture) in the prediction set: 53.1-75.6 % m/m.

smaller number of wavelengths measures in spectrophotometer
for quantify the test weight property in real samples. For the
other properties of interest the results for NSGA-II-MLR and
SPEA-II-MLR are similar for those presented in Figures 2 and
3.

The solutions obtained by the decision maker in each of
the executions will be used in the next paragraphs in order to
calculate the RMSEP measure in the prediction set. Table III
shows the resume of results of NSGA-II-MLR and SPEA-II-
MLR. The results were obtained by 30 executions of each of
theses algorithms for each property. Worth noting that results
refer to solution selected by decision maker in each execution
applied in the prediction set. The prediction set was not used
at any stage of the proposed algorithms. This set is used to
measure the generalization ability of the obtained solutions.
As can be seem the NSGA-II-MLR and SPEA-II-MLR had
a small difference in RMSEP average. For protein content
and test weight NSGA-II-MLR has better RMSEP values than
SPEA-II-MLR, but for PSI and Farinograph water absorption
SPEA-II-MLR obtained better RMSEP values. However, for
all the properties SPEA-II-MLR found solutions with a lower
number of variables selected than NSGA-II-MLR.

Analyzing all results obtained by NSGA-II-MLR and
SPEA-II-MLR algorithms we infer that SPEA-II-MLR has
a best behavior. SPEA-II-MLR selects a fewest number of
variables and it has a small difference in RMSEP of NSGA-
II-MLR. The few number of variables is important in others
applications of calibration problems where the spectroscopy
measure can be expensive. In this cases the expert can choice
a solution with a prediction error a little high but with few
variables.

Now, we compared the results obtained by SPEA-II-MLR
with the classical algorithms. First of all, we can see that
the multi-objective formulation resolved the problem of ex-
cessive number of variables in the mono-objective approach.
For example, in the test weight, while the MONO-GA-MLR
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Fig. 2. Pareto Front in the NSGA-II-MLR (a) and SPEA-II-MLR (b) Algorithm.
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Fig. 3. Variables Selected by NSGA-II-MLR (a) and SPEA-II-MLR (b) Algorithm.

selected 112 variables with a prediction error of 1.38, SPEA-
II-MLR chose just 9 variables with a prediction error of 1.01.
And for the PSI, MONO-GA-MLR selected 157 variables
with RMSEP of 2.69 while, SPEA-II-MLR selects 9 with
a prediction error of 2.19. In comparison with SPA-MLR,
SPEA-II-MLR also use a less number of variables in average
for all the properties of interest, SPA-MLR uses 13, 29, 36
and 18 variables while SPEA-II-MLR selects 10, 9, 9 and
5, respectively. The average RMSEP result of SPEA-II-MLR
was 57% better than PLS and MONO-GA-MLR and 55%
better than SPA-MLR. In the test weight property, SPEA-II-
MLR was 15.8%, 17.8% and 26.8% better than SPA-MLR,
PLS and MONO-GA-MLR respectively. In the PSI (wheat
kernel texture) property, the improvement of SPEA-II-MLR
in relation SPA-MLR, PLS and MONO-GA-MLR was 11.6%,
17.7% and 15.6% respectively. And finally, in the farinograph
water absorption property SPEA-II-MLR was 1.8%, 2.3%
and 2.3% better than SPA-MLR, PLS and MONO-GA-MLR
respectively.

Figure 4 shows the result of prediction of test weight versus
the real test weight by the solution of SPEA-II with less
RMSEP value. In the ideal case the points are arranged on a
straight line. As can be seem the predicted values are close of
real values. In this sense the regression model obtained using
the selected variables can be used in practice. The results for
the other properties were similar.
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Fig. 4. Comparison between real and predicted test weight by model builded
by SPEA-II.

VI. CONCLUSION

In this work we proposed a multi-objective formulation of
variable selection problem in multiple determination problem
of chemical properties using NSGA-II-MLR and SPEA-II-
MLR algorithms. A case study based on chemical properties
of wheat was presented. The results obtained showed that the
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TABLE III. RESULTS OF MULTI-OBJECTIVE TECHNIQUES
NSGA-II-MLR AND SPEA-II-MLR. THE RESULTS ARE EXPRESSED IN

RMSEP TERMS IN THE PREDICTION SET.

NSGA-II-MLR SPEA-II-MLR
Protein content (%)

Average RMSEP 0.087 0.090
Maximum RMSEP 0.129 0.145
Minimum RMSEP 0.059 0.068

Average Number of Variables 19 10
Maximum Number of Variables 24 17
Minimum Number of Variables 12 7

test weight (Kg/Hl)
Average RMSEP 0.76 1.01

Maximum RMSEP 0.88 1.13
Minimum RMSEP 0.70 0.89

Average Number of Variables 22 9
Maximum Number of Variables 30 10
Minimum Number of Variables 17 7

PSI (wheat kernel texture) (%)
Average RMSEP 2.27 2.19

Maximum RMSEP 2.39 2.45
Minimum RMSEP 2.19 2.11

Average Number of Variables 19 9
Maximum Number of Variables 29 15
Minimum Number of Variables 14 5

Farinograph water absorption (%)
Average RMSEP 2.17 2.10

Maximum RMSEP 2.39 2.35
Minimum RMSEP 2.09 2.08

Average Number of Variables 12 5
Maximum Number of Variables 16 7
Minimum Number of Variables 9 4

multi-objective formulation resolved the classical problem of
mono-objective. While mono-objective GA formulation use a
bigger number of variables with prediction error similar to
classical algorithms the multi-objective algorithms use fewer
variables with the less prediction error. The SPEA-II-MLR
improved the prediction error for all properties analyzed.
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Abstract - The idea and technology of artificial systems 
evolutionary learning is developed. The concept of intellect is 
dissociated from physical realization of thinking processes. 
New understanding of learning process discrecity taking into 
account the artificial system life cycle limitedness principle is 
formulated. The two-module concept of artificial system 
modeling is proposed. It consists of two connected modules 
which have different properties and life cycle. New concept of 
B-System is introduced. The artificial systems evolutionary 
learning task formalization on the base of resource approach 
is executed. The principles formulated allow to simplify 
technologically the artificial systems learning processes, to 
decrease the "artificial system-learning environment" pair 
connections and interaction factors complexity. 

Keywords: Intellectual artificial systems, Evolutionary 
learning, B-System.  

 

1 Scientific issue analysis and 
formulation 

 The modern evolutionary artificial intelligence 
techniques are traditionally based on physical laws and 
known world part organization methods. The scientists 
concentrate their efforts on researching the physical parts of 
matter, their connections and transitions. While modelling 
evolution processes in the variety of aspects, for instance, 
using cognitive approach [1,2], the researches are grounded 
on study and modelling the real physical, physiological 
processes which are in natural systems. The thinking 
processes concerning the intellectual systems are considered 
as the possibility to use the knowledge and deductions based 
on the knowledge for effective and rational system behaviour 
implementation [3]. Information analysis, systematization, 
and storing are not detached from system physical platform. 
There are many theories and techniques for thinking 
processes in natural systems reproduction [4-6], for example, 
neurons and neuron systems modelling [7-10]. But full-
fledged artificial intelligence creation issue is not solved yet.  

 For creation the artificial systems with intellectual 
features the most substantial and problematic are the 
processes of the intellectual parts learning, specifically 
control modules [11]. For designing this kind of modules 
intellectual agents technologies can be used. But for their 
adaptation in an environment the reinforcement learning 
technique is considered as the most effective and reliable 

[12]. It is based on reinforcement learning theory [13] which 
can be considered as adaptive behavior theory development. 
But there are many reasonable obstacles because of the 
learning task complexity and multiple criteria existence.  

2 Objectives 
 For the further development of artificial intelligence 
creation task solution methods the new conception and 
technology for artificial systems evolutionary learning is 
needed. Also, it is necessary to formulate the principles for 
artificial systems learning process technological 
simplification, connections and interaction in "artificial 
system - learning environment" pair operating factors 
complexity reduction, and artificial system appropriate model 
creation.  

3 Artificial systems evolutionary 
development 

 Considering this issue the word "intellectual" is not 
used deliberately concerning to the systems in general and 
artificial systems specifically. Any system is considered as 
intellectual with possible margin states with no intellect (for 
example, in the beginning and the end of the system's life 
cycle). And any system is considered as origin independent; 
natural systems (NS) are different from artificial systems 
only with author (creator) attribute. 

 Looking rigorously on natural systems, especially 
systems in evolutionary development, one can notice some 
common principles: development is where some division and 
tension because of incompleteness (imperfection) exist; the 
systems without indivisibility, self-sufficiency, functional 
completeness evolve.  

 So, there are two most important postulates:  

 1. Evolutionary development is possible only with 
interaction.  
 2. Interaction is possible only with incomplete system 
form. 

 Further, with more attentive world consideration (at 
least, of human perception perspective) it is seen that any 
property has its opposition. So, one can guess that the world 
is based on binary organization, and the matter is only in 
detalization degree. (For example, there is no discussion that 
OS Windows is a set of binary codes in its foundation). And 
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almost always the world can be decomposed to some binary 
(or couple) component system. The components can be any 
characteristics, fact, concepts, properties, parts etc. These 
interesting facts facilitate view that binary principle with 
algorithmic approaches can be used for artificial evolution 
description. In this case a vast and very interesting research 
field is being opened. 

 But for the beginning let's consider one aspect 
development. Let's take any intellectual system  binary model 
a artificial evolution basement. Let's consider any intellectual 
system as B-System [14] with carrier and intellectual part 
separated. 

 Let's consider the classical spiral evolutionary 
development idea (figure 1.a). We understand the world 
change as going from simple to complex and this reflects 
evolution spiral. Evolution spiral shows world structure 
complication the most complete way but isn't a definite 
mirror for direction (technologies) and development linearity 
(an individual, some intellectual object evolution linearity). 
An artificial system development is a non-linear process. 
While developing a system can move step by step on 
evolution spiral (figure 1.b) but also can move back to some 
state for repeated study. If intellectual part is saved in this 
process there is almost eternal artificial intelligence 
development process. 

 

 

 

 

 

 

 

а) evolutionary spiral; 

 

 

 

 

 

 

 

b) artificial system evolutionary development mechanism. 

Figure. 1. An artificial system evolutionary development. 

 Then it's necessary to explain our understanding of the 
world as a discrete system. The continuity and discrecity 

concepts are relative and subjective. So, defining the process 
as continuous or discrete is relative and depends on the 
observer. One more important factor influencing artificial 
systems development process is understanding the 
aggregativeness of knowledge and skills gained during 
learning.  

 So, the following artificial systems evolution main 
features can be selected: discrecity, aggregativeness, and 
non-linearity. 

 Let's consider an artificial system development in more 
detail. Let's accept that artificial system development is 
possible only as a result of learning or self-learning. The 
main challenge for effective learning organization is the 
complexity of the correct statement of learning task. 

 There is evident correlation between the time needed 
for the system learning necessary for its stable state and 
functioning self-sufficiency on one hand and system 
complexity on the other hand. The more complex systems 
need more time for learning than simpler systems. Besides, 
domain also influences learning time specifically the 
functions the artificial system must execute after learning. 
There is no sense to consider learning out of functions the 
system must implement context. The learning task can be 
considered only in the context of functions, which the system 
under learning must be able to run, set limitations. 

 Taking into account that we have not the abstract 
learning task without any limitations there is a challenge in 
formulating the learning objective and criteria system 
creation (the criteria must confirm learning effectiveness). 
Besides, it is necessary to take into account that so-called 
self-learning systems are senseless and can be dangerous if 
learning is not under control of external environment or 
learning subject. 

4 Artificial systems evolutionary 
learning subjects 

 There are three parts of artificial systems learning 
process (figure 2): object, subject, and learning environment. 
A learning object is an artificial system (AS) which has to 
study, specifically gain some knowledge and some set of 
skills. A subject is a system author (A). It's not possible to set 
objectives and initiate the learning process itself without 
understanding the author participation and functions. Of 
course, the author may have a complex structure, be a 
separate individual or a union, both natural or artificial, what 
is not so important.  

 The third part of the process under consideration is 
learning environment (C). Depending on author and learning 
environment correlation there are three different in 
foundation types of an artificial system learning organization 

i+2 i+1 

i-1 

i-2 

i-3 

i 

Intellectual part 
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(figure 1). Case a) in figure 1 demonstrates the situation 
where the learning environment is detached from the author. 
Case b) in figure 1 demonstrates the situation where learning 
environment includes the author in whole or partially. Case 
c) in figure 1 presents the situation where the author is 
identical to learning environment, actually, the learning 
environment is the author. The last case matches artificial 
system self-learning. 

 

 

 

 

 

a)          b)          c)  

Figure 2. Artificial system learning organization types: а) – 
exterior independent author; b) – author as learning 
environment type; c) – author is identical to learning 

environment. 

 In the field of information technologies and their 
realization in programs the technological details of the 
platform organization can be different for the same 
information system. It is evident that the same algorithm can 
exist in different forms which are different by syntax and 
technology. But with this the algorithm actually doesn't 
change. The same way let's detach the intellect concept from 
system under learning implementation. 

5 Evolutionary learning concept 
 Let's consider in more detail the artificial systems 
evolutionary learning idea. The modern artificial systems 
learning methods are various but usually connected with 
physical characteristics, structure, and learning object and its 
environment properties. Let's abstract from technical 
platform and specific artificial system implementation. For 
making the task simpler let's ignore the inner structure, 
specific design at the first phase. The task is to describe 
artificial systems learning technology as an abstraction.  

 Let's formulate the conception of artificial systems 
evolutionary learning [15]. The conception is based on the 
following principles: 

1. Learning limitedness. 
2. Life cycle finiteness. 
3. Learning iteration-hierarchical structurization. 
4. Reboot availability.  
5. Evolutionary system life cycle specificity. 
6. System modularity. 

5.1 Learning limitedness 
 For limited in time life cycle the system can learn some 
limited functions set and acquire some limited knowledge. 
Looking at the natural world we can deduce that there is no 
universal intellectual system. Every intellectual system has 
consciousness of some level and can perform some limited 
functions set. The life cycle of any system is limited and 
finite. Certainly, during some finite life cycle an artificial 
system can learn some limited functions set and acquire some 
limited knowledge. So, it is reasonable to consider increasing 
an artificial system life cycle making it conditionally infinite. 

5.2 Life cycle finiteness 
 It's not possible to create a system with one infinite life 
cycle. So, conditionally infinite existence cannot be provided 
on the base of limited physical reality. Let's accept apriori 
that for one artificial system existence life cycle it can learn 
some limited set of functions and skills. Then for learning 
proceeding the system must get new data and task – the new 
set of functions to master. So, artificial system learning task 
comes to interactive learning process creation and the process 
goes on different hierarchical levels of functioning taking 
into account the necessity to preserve the part of knowledge 
and ability to accomplish some functions while going to a 
new hierarchical level. In this process the system also loses 
some features and capabilities (technological interface 
functions) which are not necessary at the next level but were 
used before get knowledge and skills and gets some new 
features and capabilities (technological functions) and initial 
data allowing to operate new skills in new environment.  

 It's not possible to create a system with one infinite life 
cycle. So, conditionally infinite existence cannot be provided 
on the base of limited physical reality. Let's accept apriori 
that for one artificial system existence life cycle it can learn 
some limited set of functions and skills. Then for learning 
proceeding the system must get new data and task – the new 
set of functions to master. So, artificial system learning task 
comes to interactive learning process creation and the process 
goes on different hierarchical levels of functioning taking 
into account the necessity to preserve the part of knowledge 
and ability to accomplish some functions while going to a 
new hierarchical level. In this process the system also loses 
some features and capabilities (technological interface 
functions) which are not necessary at the next level but were 
used before get knowledge and skills and gets some new 
features and capabilities (technological functions) and initial 
data allowing to operate new skills in new environment.  
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5.3 Learning process iteration-hierarchical 
structurization 

 Taking into account mentioned above let's give the 
learning process complexity simplification. System 
evolutionary learning process (figure 3) is divided into some 
hierarchical iteration processes (stages). At the stages some 
limited learning will be. It will be connected with some 
concrete environment physical parameters and limited 
learning tasks. It will cause the finiteness of system life cycle 
at the current iteration-hierarchical level. 

 
Рис.3. Evolutionary learning stage number i 

5.4 "Rebooting" mechanism 
Let's introduce "reboot" mechanism concept [15]. After the 
current system life cycle finish system preparation and 
transition to the next evolutionary learning stage is provided. 
During that learning results are saved, the knowledge gained 
are aggregated, the structure and volume of knowledge 
gained are optimized, learning results are analyzed for 
matching the objectives set, the decision of transition to the 
next learning level (with the possibility to interactively model 
the level) is made, learning and forming the current 
technologies of adaptation to the new physical environment 
tasks are set.  

5.5 Artificial system life cycle 
 Let's accept the following chain as a life cycle: 

initialization (creation) – learning – end(destruction) –
rebooting 

 During first initialization procedure (figure 3) the first 
evolutionary stage modeling is executed, the learning tasks 
are defined, the current technologies of adaptation to physical 
environment are formed. Then learning process is run; in 
general case the i number learning evolutionary stage (Ei) is 
executed. At this stage the technologies of reinforcement 
learning are quite acceptable [12]. After the current 
evolutionary learning stage number i (Ei) three main "reboot" 
mechanizm procedures should be executed: 

 1. Saving the artificial system learning results (Si) – 
optimization and safety of data received as the learning 

results in form independent on the environment and physical 
form. 

 2. Ignoring non-necessary technical data and service 
functions (Ti) which were used for the system adaptation to 
the concrete physical realization and concrete tasks of the 
concrete learning stage. 

 3. Analysis (Ai) that is the assessment of matching the 
learning results to the objectives set, making decision on 
moving to the next learning stage with interactive modeling 
possibility, setting new learning tasks, and forming the 
current technologies of adaptation to the new physical 
environment.  

 It's worth noting that both new (i+1) and current (i) 
evolutionary stage can be selected as the next level (the last is 
equal to the repeated learning). In a general case an artificial 
system learning next stage any hierarchical level can be 
selected.  

5.6 System modularity 
 Let's create an artificial system model considering the 
evolutionary learning technologies mentioned above. The 
artificial system is divided into two components. One 
component includes the intellectual part and is persisted as 
long as necessary. The other component must be flexible 
enough and provide system adaptation the environment being 
changed. This component is not always stable and often is 
variable, with short existence time. The evolutionary learning 
system model is represented in two significantly different 
modules: intellectual module and environment adaptation 
module (figure 4). 

 

 
Рис.4. An artificial system module structure. 

 Intellectual module (IM) is considered as a constant 
component and is the gist of the system, and actually we can 
consider it as the system itself. Its' existence time is 
unlimited. Adaptation module (AM) is a variable component 
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and provides intellectual module functioning in the current 
physical conditions. This module must ensure the intellectual 
part adaptation to the environment current conditions, to the 
current learning tasks, and artificial system knowledge 
acquisition stages. Actually, this module is the interface 

between the intellect and the environment and provides the 
intellectual module functioning in concrete physical realities. 
Going through evolutionary stages the adaptation module 
persistence is not stipulated.  

 

 

 

 

 

 

 

 

 

 

 

Рис. 5. B-System adaptation mechanism to new environment physical parameters 

 This view on an artificial system provides systems 
adaptability to new environment physical parameters (figure 
6) in time of transition to the new iteration evolutionary stage 
preserving the intellectual part. So, it allows to provide 

evolution process beginning from the elementary levels and 
to provide knowledge accumulation. It is evident that in this 
view on a system non-linear evolutionary process can be 
easily realized.  
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Рис. 6. B-System in the process of adaptation to the new environment parameters taking into account the evolution processes 
non-linearity 
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6 Learning task formalization. Resource 
approach 

 Let's make artificial system learning task formalization 
at iteration-hierarchical learning process evolution stage 
number i.  

 At initialization time at evolution stage i the learning 
tasks discretization is executed. The finite set of functions 
which the artificial system must master is determined. So, at 
the evolutionary stage i the artificial system must implement 
M learning processes. Some set of resources Ri is given to the 
artificial system for executing every process at evolutionary 
learning stage i: 





M

k

i
k

i rR
1  

(1) 

 For one k number process execution it is necessary to 
master some limited resource set i

kN . It is possible to define 
the executed learning process condition using full mastering 
the existing resource Ri condition at i evolutionary learning 
stage: 
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where i
jkr - the amount of j resource processed with k 

learning process.  

 The objective function of learning at i evolutionary stage 
can be represented as: 
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where i
kjz -expenditures of resource j in process k at artificial 

system learning evolutionary stage i. 

 It's evident that i
kN  is always less than i

kN - the 
maximum of possible number of an artificial system learning 
processes realized, that is resources consumed at evolutionary 
stage i. 

 i
k  is a fine function for the executed learning processes 

number deviation from maximal number of executed learning 
processes at evolutionary stage i. 

 So, an artificial system learning task at evolutionary 
stage i can be formulated the following way:  

to minimize the objective function (3) observing the 
limitation (2).  

7 Conclusion 
 Artificial systems learning organization on the 
evolutionary techniques base can increase learning 
effectiveness. The idea and technology of artificial systems 
evolutionary learning is developed. New understanding of 
learning process discrecity taking into account the artificial 
system life cycle limitedness principle is formulated. The 
two-module concept of artificial system modeling is 
proposed. It consists of two connected modules which have 
different properties and life cycle. New concept of B-System 
is introduced. The artificial systems evolutionary learning 
task formalization on the base of resource approach is 
executed. The principles formulated allow to simplify 
technologically the artificial systems learning processes, to 
decrease the "artificial system-learning environment" pair 
connections and interaction factors complexity. It allows to 
develop artificial intellectual systems evolutionary learning 
building and organization methods in future.  
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A B S T R A C T 
Nowadays, forecasting on what will happen in economic 

environments plays a crucial role for managers to invest 

correctly on appropriate items. We showed that in PET 

market how a neuro-fuzzy hybrid model can assist the 

managers in decision-making [13]. In this research, the 

target is to forecast the same item through another 

intelligent tool which obeys the evolutionary processing 

mechanisms. Again, the item for prediction here is PET 

(Poly Ethylene Terephthalate) which is the raw material 

for textile industries and it is highly sensitive against oil 

price fluctuations and also some other factors such as the 

demand and supply ratio. The main idea is coming through 

AHIS model which was presented by M.S. Fazli and J.F. 

Lebraty in 2013 [13]. In this communication, the hybrid 

module is substituted with genetic programming. Finally, 

the simulation has been conducted and compared to three 

different models answers which were presented before. The 

results show that Genetic programming results (acting like 

hybrid model) which support both Fuzzy Systems and 

Neural Networks satisfy the research question 

considerably. 

KEYWORDS:  
Efficient Market Hypothesis, Financial Forecasting, 

Chemicals, Artificial Intelligence, Genetic Programming, 

Decision Support System, Hybrid Neuro Fuzzy Model. 

1. INTRODUCTION 

nnovation of Artificial Intelligence opened new 

horizons to Financial Forecasting issues. 

Unfortunately, there are a lot of financial managers 

who do not believe in forecasting but the method of AI 

tools which follow and predict the time series trends is 

still a hot issue in management and mathematics. We 

suppose that we can capitalize on the previous work in 

order to provide current decision maker in a specific 

field with an adapted decision support system. In this 

paper we want to answer the following research question 

“How to forecast PET chips prices in short-time and 

long-time?” 
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1.1 Why the AI methods are appropriate for this issue? 

To handle this project, there are 2 major categories: one 

uses traditional methods, in this category there are 2 

major methods named Fundamental Analysis and 

Technical Analysis. The second solution is to use novel 

tools such as AI tools. Due to the nature of price trends 

in stock markets which follow a chaotic process [1], the 

research seems to be compatible drawing on AI tools. A 

chaotic system includes two different parts: one is 

stochastic and another part is deterministic. When the 

market trend is not too noisy, the deterministic part will 

be more than 50%, in this case for the remaining part, 

obviously there are a lot of parameters which affect the 

price direction and fluctuations. Because of the variety 

of factors which control and affect the curve, it‟s 

considered that this part is stochastic and random. Here, 

our aim is to find a formula which will be able to 

determine the next day‟s prices.  

 

The 70s decade was a start point for mathematicians in 

terms of applying the new mathematics, time series and 

even some advanced tools, such as Artificial 

Intelligence, to verify the forecasting ability of stock and 

other market prices. Today, the prices of chemicals 

which are used as raw materials in lots of industries 

usually are determined in stock exchange markets, or 

they directly depend on some other prices, which are 

determined in stocks such as oil price, exchange rate etc. 

Researchers have done a lot of tests and experiments on 

price information and stock exchange index in some 

countries such as USA, UK, Canada, Germany, Japan 

Turkey, India and etc.[5-8], to find existence or non-

existence of defined structure in stock price information. 

At that time, the most important thing for researchers 

was to reject the Random Walk Hypothesis [2]. Stock 

markets are affected and surrounded by lots of extremely 

interrelated parameters such as economic, social, 

political and even psychological indicators [3]. These 

mentioned indicators interact with each other in a 

sophisticated manner; therefore it is normally very 

difficult and even some times impossible to forecast the 

fluctuations of price trends in stock markets.  

 

There are lots of forecasting tools which are applied to 

this field in both traditional and modern techniques [4-

7]. With the development of artificial intelligence, 

researchers and investors hope that the market 

complexities can be untied. Previously in 90s, there was 
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a research conducted by Johnson and his colleagues [8] 

who identified a lot of potential uses for neural networks 

in financial institutions, corporate finance and 

investments. Over the last 20 years, the applications of 

AI tools in financial solutions have been increased 

dramatically. 

2. LITERATURE REVIEW 

In this section a review about the components of our 

research question will be presented. Firstly, the notion of 

price behavior on a chaotic market will be explained and 

as a consequence, a review of the main AI models and 

proposed tool which are currently possible to apply for 

this problem are discussed. 

2.1 Efficient Market Assumption and Chaos Theory 

Price behavior (especially stock price) is a challenging 

issue which researchers have always faced [9]. The main 

challenge is whether market price behaviors are 

predictable or not. Some researchers believe that prices 

do not follow a specific trend, rather act in a “random 

walk” and cannot be predicted at all [3]. They are mostly 

advocates of a hypothesis called “The Efficient Market 

Hypothesis (EMH)”. It has been proposed in the 

Efficient Market Hypothesis that in an efficient market 

the opportunities for profit are discovered so quickly that 

they seem to be opportunities [8]. Therefore there are no 

advantages of exclusivity and thus negating its potential 

performance. There has been a sense of doubt and 

uncertainty about the validity of the EMH, and some 

researchers attempted to use neural networks and other 

intelligent tools to validate their claims [2]. 

 

Markets are, in general, chaotic and usually the market 

curve follows chaos attitudes. A modern approach to 

modeling nonlinear dynamic systems like the market 

price trend which is fully relevant is named “Chaos 

Theory”. Chaos theory considers a process under the 

assumption that “part of the process is deterministic and 

another part of the process is stochastic” [1]. Chaos is a 

nonlinear process which appears to be random. Various 

theoretical tests have been developed to test if a system 

is chaotic (has chaos in its time series). The 

deterministic part can be characterized using regression 

fitting, while the random process can be characterized by 

statistical parameters of a distribution function [7].  

2.2 Genetic Programming [10-12] 

It is an evolutionary method used mostly for 

optimization problems and works based on genetic 

operations. Genetic programming is a little different 

from genetic algorithms, the task and the aim of GP is to 

be able to reproduce computer programs. Genetic 

Programming follows Darwin‟s theory of evolution and 

his famous phrase “survival of the fittest”. There is a 

population of individuals who marry each other and 

reproduce the new generation. After passing the time 

and reproduction cycles, the produced items try to 

survive and just the best and the fittest one will survive 

[10, 11]. 

2.1.1 Generating a Random Population 

According to Koza [11], there are three techniques to 

generate the random population called: Grow, Full and 

Ramped-half and-half. Here the third method is selected.  

2.1.1.1 The Genetic Operations 

The evolutionary process will start by applying fitness 

test to all the individuals in the initial random 

population. The new population is formed by applying 

three main methods: reproduction, mutation and 

crossover. After completing the new population (i.e. the 

same size as the old) the old population will be 

eliminated. 

2.1.1.2 Mutation 

This process is applied on one individual. It happens 

when the new generation faces a deadlock, and after 

applying all other operations, the fitness function does 

not achieve better result. 

2.1.1.3 Reproduction 

Reproduction is where a selected individual copies itself 

into a new population. It effectively works the same as 

surviving an individual into the next generation. 

According to Koza [12], normally 10% of the population 

is selected for reproduction.  

2.1.1.4 Crossover 

Crossover requires two individuals and generating two 

different individuals for the new population. Figure 3-11 

describes the Cross over process. Koza uses crossover 

on 90% of the population. The crossover plays the most 

important role in this process, since it generates the 

source of new individuals. There are a few other 

evolutionary operations: editing, mutation, 

permutation,encapsulation… 

 
Figure 2-1: crossover genetic operation. 

632 Int'l Conf. Artificial Intelligence |  ICAI'13  |



 

These methods would result in only a random search if it 

were not for the selection function. 

2.1.2 Fitness-Proportionate Selection [9-11] 

There is an algorithm which calculates the probability of 

selection, based on the nature of genetic programming 

and the definitions of this subject; it seems that the best 

individual of a population will be selected more 

frequently than the worst. The probability of selection is 

calculated with the following algorithm: 

 

1. There is a raw fitness which will be restated in terms 

of standardized fitness. A lower value of standardized 

fitness denotes a better individual. By decreasing the 

individuals improvement through raw fitness, the 

standardize fitness will be equal to individual „raw 

fitness. If the raw fitness decreases as an individual 

improves, standardized fitness for an individual is equal 

to the individual‟s raw fitness. And in case of increasing,   

an individual‟s standardized fitness is the maximum raw 

fitness minus the individual‟s raw fitness. 

 

2. Standardized fitness is then reiterated as adjusted 

fitness, where a higher value indicates better fitness. The 

formula used for this is: 

(1) 

 

Where adj(i) is the adjusted fitness and std(i) is the 

standardized fitness for individual i. The application of 

using this adjustment is due to its benefits for separating 

individuals who have the near zero value of standardized 

fitness. 

 

3. Normalized fitness is the form used by both selection 

methods. It is calculated from adjusted fitness in the 

following manner: 

 (2) 

 

Where norm (i) is the normalized fitness for individual i, 

and M is the number of individuals in the population. 

 

4. The probability of selection (sp) is: 

 

(3) 

 

This can be implemented by [10]: 

(a) Order the individuals in a population by their 

normalized fitness. 

(b) Chose a random number, r, from zero to one. 

(c) From the top of the list, loop through every 

individual keeping a total of their normalized fitness 

values. As soon as this total exceeds stop the loop and 

select the current individual. 

 
 

2.3 AHIS Model [13] 

The model used in this research previously was coined 

by us as AHIS. AHIS is an approach obtained from 

NORN which is presented by Ted Lee and colleagues on 

2001[1]. But, finally the model is different from NORN 

due to some modifications which are applied for gaining 

more advantages and changes in this specific 

application. Moreover, some parts of that model are 

eliminated and we called it AHIS which stands for 

Adaptive Hybrid Intelligent System. This system makes 

the prediction stronger and more accurate in this specific 

application [13, 9]. 

 

 
Fig 2 – 1: AHIS Model 

 
As it was mentioned above there are 3 modules in AHIS 

model, in stock data preprocessing module, some 

preprocesses which are needed to be done on raw data 

take place. It is generally done for normalizing the data. 

Also, there is a module for applying indirect important 

features, which is normally effective in Neural Network 

methods, but here it‟s meaningless. In AHIS model PX 

price is applied as one of the most important features 

which indirectly affect PET chips prices. Another 

selected feature is sold PET chips prices, which is aimed 

to consider order and demand factors in the network. 

Since the cost price is produced by combining PTA and 

MEG in the first module through applying a specific 

formula. This formula is illustrated in Figure 2.2 [9] 
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Fig. 2 -2: Relationship between PX, PTA, MEG and PET chips 

 

Finally, the last module is the most vital part of this 

model, where we previously tested pure neural network 

methods, such as a recurrent NN, MLP, TDNN, RNN, 

NARX. Besides that, some Neuro-Fuzzy models like 

ANFIS and LoLiMoT have been tested in our previous 

work. Here we changed our intelligent tool and used the 

Genetic programming approach instead of a Hybrid 

neural networks. 

 

3. THE METHODOLOGY  

3.1 Data 

Input data are historical data of PTA, MEG. They are 

gathered through 2 reputed sources: one is ICIS which is 

well-known in statistics and the analysis of chemical 

market and another one in RECRON Company in 

Malaysia which is the biggest supplier of yarn in Asia. 

This issue is a big challenge in Asian yarn suppliers. The 

data set includes 347 price samples which are classified 

in 2 sub sets: one subset includes 247 samples which are 

used in training process and the remaining 100 are used 

in testing process for 1 step prediction. By increasing the 

prediction steps to 10 and 15 days, the training set size is 

increased and the test set is decreased. Random 

generation process follows Ramped half and half method 

[9]. 

 

3.2 Desired Prediction results criteria 

Here there is a need to determine the acceptable error. In 

order to find a good idea in this issue, some in depth 

interviews have been done with experts in this field 

among East Asian chemical managers. Based on those 

interviews, the fitness factor and criteria could be 

explained as follows: If the error value which is the 

difference between real value and predicted value is 

lower than 80 USD/Ton the result is acceptable and 

fewer than 50 USD/Ton is desired. It means that such a 

difference is not very crucial on this market and will not 

have a big effect on the next item which will be 

produced from PET chips:  

Err = |Fv – Rv |< 50         Desired (4) 

Err = |Fv – Rv |< 80         Acceptable (5) 

 

Err = Error Ratio,Fv = Forecasted Value,Rv = Real 

Value 

 

3.3 Model 

 

In G.P. based solution, regarding the suitable 

characteristics of Genetic Programming and the aim of 

this research, it seems that it‟s possible to introduce a 

good and appropriate model for forecasting the 

mentioned items. However, simulating through Genetic 

Programming is a time-consuming process, it has been 

done in this research and the results were considerable 

.For running the simulation, the collected data are 

prepared in 15 days windowing .The data set is divided 

into two sets: first set (80% of total data) is used for 

training process and the second part (including 20% of 

total data) is used as test data. By considering the 

definition of the problem and our characteristic space of 

genetic programming, our research model will be 

changed to the following Model (See Fig. 3-1) 

 

 
Figure 3-1: the research model is AHIS which is changed and 

modified to use for simulation of G.P. 

 

As it is obvious in the above figure, the main module 

here is a dynamic G.P. module, running the G.P. in 

dynamic situation; it means that genetic operators are 

not fixed. In next step the trained data are used for 

modeling and the test one is used to check the validation 

accuracy, the used function set in simulation is as 

follows: 

 

Function Set=(X
2
,X

3
,X

4
,X

5
,X

6
,X

y
,e

x
,log(x), ln(x),√x, 

sin(x) , cos(x) , +,-,*, / ) 

 

For terminal set also following set is already used in this 

research: 

 

Terminal Set = ( rand , 1, 2, 3, 4, 5, 6, 7, 8, 9,10 ,11 ,12 

,13 ,14 ,15 ,16 ) 
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Here our logic obeys the fact that if we assume Xt for 

price of t
th

 day thus the next day price could be 

formulated as: 

 

Xt+1= Xt + δt+1(6) 

 

Where δ could be a positive or a negative value. On the 

other hand, if we consider X1 for the first day, other days 

prices predictions will be calculated as: 

 

X2=X1 + δ1                                   (7) 

X3=X2 + δ2 = X1+ (δ1+δ2)            (8) 

X4=X3 + δ3 =X1+ (δ1+δ2+δ3)      (9) 

 
Xn= Xn-1 + δn-1 = X1+ (δ1+δ2+ …. + δn-1)       (10) 

In (10) we assume (δ1+δ2+ …. + δn-1) = δ, therefore the 

i
th

 prices would be determined through the following 

function: 

 

F(Xi) = X1 + δ     (11) 

 

Here, we try to find F(Xi) through Genetic Programming 

and determine the δ function. 

4. RESULTS AND DISCUSSIONS: 

After designing the model, simulations are conducted in 

Genetic Programming approach; also there were 3 

different types of neural networks and neuro-fuzzy 

hybrid system which were presented by us before [9]. In 

the following simulations, around 247 patterns are 

considered in training sets and the remaining 100 

samples are used for test set, so that the simulation is 

validated for the next 100 days, but in just 1 step 

prediction. All the results are gathered in 1 picture for 

doing a comparison. 

Here, after simulation through G.P. with specific 

adjustment and setting, the following formula tree is 

generated (Fig. 4-1) and also the result for 1 step 

prediction is shown respectively in fig 4-2:  

 

 
Figure 4-1: The Generated formula for finding the et days prices of 

PET with specific settings. 

 

 
Figure 4-2: Forecasting using Genetic programming 

 

The probability function for Mutation and Cross Over in 

simulation are not fixed and they have been adjusted 

dynamically and adaptively to obtain the best possible 

result (see fig. 4-3).    

 
Figure 4-3 : operation probability and frequency is adjusted 

dynamically. 

 

In the first step , the simulations were conducted for 1 

step prediction and all the results were gathered and 

shown in figure 4-4 .It‟s obviously clear that the first 

two pure neural networks results cannot satisfy the 

research question, but the LoLiMoT and G.P. are 

competing to present the best possible answers.  

 

 
Figure 4 -4: All 4 simulations results for 100 days prediction with 1 

step prediction in 1 figure 
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Generally, to check the error volume in such a problem, 

researchers use Normalized Mean square Error which is 

defined as follows: 

 

NMSE = 
∑ (          ̂)

  
   

∑   
  

    
(12) 

 
Based on the above formula, the error rate of each model 

for 1 step prediction in LoLiMoT and G.P. are as 

follows: 

 
MODEL 

NAME 
MLP  FTDNN LoLiMoT G.P 

NMSE    

RATIO 
0.002831 0.07701 0.001411 0.001367 

Table 4 -1: NMSE ratio for around 100 day’s prediction with 1 

step prediction for LoLiMoT and G.P. 

 

Based on desirability which was defined previously, just 

the answers of these two models are desirable. In the 

next step, just these two models were tested for 5, 10 

and 15 steps prediction. Figure 4-4 shows the results for 

15 steps prediction for the last two models which 

already had better estimation .As it was mentioned in 

table 4-2, the error ratio for AHIS model including 

Neuro-fuzzy is absolutely better than other 2 models; 

However, G.P. results are even better in 1 step 

prediction (although the results are too close to each 

other). It means that for short-term predictions the G.P. 

wins the race. It seems that the number of patterns in this 

phase is not completely enough, but in this situation the 

results for LoLiMoT are better and ultimately the results 

are considerable. It means that for long-time prediction 

LoLiMoT answers are closer to our purpose. Table 4-3 

demonstrates the results of 15 steps prediction for the 

next 15 days. 

 

 
Figure 4 -4: selected simulation result for 19 days prediction with 15 

step prediction for G.P and LoLiMoT 
 

Test 

Day 

Real Data F.V. 

LoLiMoT 

F.V. G.P.  Err. LoLiMoT Err. G.P. 

1 864.92 799.97 785.97 64.95 78.95 

2 910.88 865.40 864.87 45.48 46.01 

3 916.98 869.86 879.26 47.12 37.72 

4 894.93 892.91 901.23 2.01 6.31 

5 931.56 904.55 906.56 27.01 25.00 

6 902.55 911.41 907.88 8.87 5.34 

7 937.13 888.91 887.26 48.22 49.87 

8 922.53 869.65 863.59 52.88 58.93 

9 913.90 865.49 864.55 48.41 49.35 

10 879.91 866.81 869.35 13.10 10.55 

12 858.56 868.18 869.36 9.63 10.81 

13 854.77 888.47 887.27 33.7 32.50 

14 855.12 898.74 901.59 43.63 46.48 

15 895.05 940.89 941.26 45.84 46.21 

Table 4 -3: Forecasted value and Error volume for LoLiMoT with 15 
step prediction 

 

Finally, based on the formula which was mentioned in 

(12) the NMSE ratio would be as follows: 

 
MODEL 

NAME  
LoLiMoT G.P. 

NMSE    

RATIO 
0.001859 0.002262 

Table 4 -3: NMSE ratio for around 19 days prediction with 15 step 
prediction for both the LoLiMoT and G.P. answers 

5. CONCLUSION: 

In the introduction we asked “How to forecast PET chips 

prices for short time and long time?” This research 

follows our previous research which proposed a hybrid 

neuro-fuzzy system for predicting long-term forecasting 

in specific economic item. Previously, we showed that 

AHIS which includes LoLiMoT (a hybrid neuro-fuzzy 

model) provides a relevant answer to this question. Here, 

a G.P. based model has been tested and the answers for 1 

step predictions improved the results of our previous 

research; however, still the results of AHIS including 

LoLiMoT are better in long-term forecasting. Here, the 

theoretical interest is to propose a new model that 

extends the Efficient Market Hypothesis. On the 

managerial Interest side, this model could be embedded 

in a Decision Support System (DSS). Our experience in 

that field indicates that such tools could be very useful 

for real decision-makers on PET market. 

This communication has some Limitations. It seems that 

by increasing the number of testing samples and the 

range of training samples and events (especially in long-

term prediction), the system would be more stable and 

the answers would be far more accurate. The last 

limitation is that, all other models which have the 

potential for better answers are not yet applied; Models 

such as using the Markov model and the combination of 

HMM with a neuro-fuzzy system. Therefore, for further 

researches it‟s strongly offered to researchers to find a 

model, combining the Markov Model with Neural 

Networks.    
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APPENDIX I: LIST OF ABBREVIATIONS 

AI                 Artificial Intelligence 

ANN             Artificial Neural Networks 

DSS              Decision Support System 

EM                Efficient Market Hypotheses 

FA                 Fundamental Analysis 

FDY              Fully Drawn Yarn 

FTDNN         Focused Time Delay Neural 

GP                 Genetic Programing 

ICIS               Integrated chemical information system 

JSE                 Johannesburg Stock Exchange 

LOLIMOT     Locally Linear Model Tree 

MEG              Mono Ethylene Glycol 

MLP               Multi-Layer Perceptron 

PET                Poly Ethylene Terephtelate 

POY               Partially Oriented Yarn 

PTA                Purified Terephthalic Acid 

PX                  Paraxylene 

TA Technical Analysis 
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Abstract - This document provides an overview of the 

Candlestick analysis. Candlestick patterns are used to design 

trading strategies. In this paper a trading strategy is 

implemented by each Candlestick pattern using S&P500 

index. The data covers the period from January 2004 to 

September 2012. The results explain that Hanging Man 

pattern achieves the best results if it is compared with other 

Candlestick patterns and Buy and Hold strategy. 

Keywords: Technical analysis, quantitative trading 

strategies, Candlestick patterns.  

1 Introduction 

  Candlestick analysis was created in Japan to forecast the 

rice grain and satisfactory results were obtained. It is 

spreading among investors and most experienced professional 

analysts with unprecedented success. Candlestick analysis is 

simple, clear and, accurate. Candlestick patterns are easy to 

manage and all kinds of investors can use them. 

The main feature of Candlestick charts is the use of the 

open and close session to form a range (a rectangle). The 

range is hollow if close session is higher than open session and 

the range is filling with black color if close session is lower 

than open session. 

Nisson, 2001 [1] relies on the Candlestick technique, 

arguing it is an indicator for predicting market values. 

Marshall, 2006 [2] shows that the use of candlestick trading 

strategies does not provide profits for the Dow Jones 

Industrial Average stocks over the 1992-2002 period. Using 

the same approach to examine the Japanese market on a list of 

100 Tokyo stock market also failed to demonstrate the 

effectiveness of the Candlestick technique. 

However, Goo, Chen and Chang, 2007 [3] found that 

investors can gain an average return of about 10% through 

buying and holding stocks for 10 days when observing 

"Bullish Harami" pattern. Zhu Min, 2011 [4] mentioned that 

the  "Bearish Harami" pattern does work on Taiwan 69 

electronic securities through buying on bullish patterns and 

selling in bearish patterns. 

Candlestick technique is simpler against Fibonacci ratios 

and Elliott Wave. Also it proves high effective if it is applied 

properly because it allows a psychological reading of the 

session. This feature can be applied in a quantitative 

algorithm. 

Therefore, this kind of analysis highlights the following 

aspects: simplicity of the application against highly 

sophisticated techniques such as the principle of Elliot Wave, 

reading psychological ability of each day, and good results are 

achieved if it is properly applied. 

The rest of the paper is structured as follows. In Section 2, 

the research goals are explained. Section 3 explains the 

trading algorithm developed. Section 4 shows the empirical 

results of the different candlestick patterns. Finally, Section 5 

provides some concluding remarks. 

2 Research goals 

 The research compares different candlestick patterns 

using S&P500 index. The amount of Candlestick patterns is 

really huge, so we apply five patterns widely used by 

investors: Hanging Man, Shooting Star, Inverted Hammer, 

Bearish Harami and Bearish Engulfing. 

The generated profits by each Candlestick pattern are 

calculated using the dataset. After that we consider the hit 

ratio obtained and the achieved points of the index to 

determine the success of each Candlestick pattern. 

The results are compared with the Buy and Hold strategy. 

3 Data and methodology 

3.1 Data 

 The dataset used in this study was obtained for free from 

Casa Kishoo database [5]. This data has all necessary 

information in the prices of continuous market companies. The 

dataset of S&P500 is originated from January 2004 to 

September 2012. 

As seen in Brock, 1992 [6] the results are shown in 

different periods and globally to analyze better the strategy. 

By this way, it is possible to analyze the results in bullish 

movements and bearish movements. 

3.2 Candlestick patterns 

 A Candlestick pattern is a chart representation formed by 

open, close, high and low price.  

Candlestick patterns can prove how strongly they are 

depending on the length of the body. 

The selected patterns for this study are explained below: 
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3.2.1 Hanging Man 

It has a small body, white or black, whose closure is near 

the opening. Its lower shadow is at least twice the size of the 

real body. It has not got or almost not upper shadow. 

Unconditionally appears in an uptrend. 

If Hanging Man occurs shortly after the opening, i.e. there 

is a sell-off that causes prices to fall sharply to gradually close 

near the opening (black real body) or above it (white real 

body ), means that bullish forces are still in force and 

recovers, but with somewhat fragile, because it cannot make 

new highs above the previous day. 

 

Fig. 1: Hanging Man pattern. 

3.2.2 Shooting Star 

It has a small body, white or black, whose closure is near 

the opening. It has an upper shadow usually three times the 

actual body. Unconditionally appears in an uptrend. It has not 

got or almost not lower shadow.  

If Shooting Star occurs, it means that the value opens 

strongly on previous day's closing. Always in a strong 

uptrend, but reached a point downtrends strongly imposes, 

losing thrust bullish force closing from the lowest point. 

 

Fig. 2: Shooting Star pattern. 

3.2.3 Inverted Hammer 

It has a small body, white or black, in which its closure is 

near the opening. It has an upper shadow is at least twice the 

actual body size. It has not got or almost not lower shadow.  

Unconditionally appears after a downtrend.  

If Inverted Hammer occurs, it means that after the 

downtrend, the market opened near its low. Then prices 

change direction and formed a bullish rally. However, bullish 

forces cannot sustain the rise during the day and finally turn 

prices to close near the low of the day. 

 

Fig. 3: Inverted Hammer pattern. 

3.2.4 Bearish Harami 

This pattern is a formation of a long candle, white or black, 

followed by a small candle the next day, white or black, within 

the previous candle, after an uptrend.  

If Bearish Harami occurs, it means is a continuation 

pattern, rather than change. That is, the market it is in a 

"pause" to continue with an upward trend. This happens most 

of the time, but it is not a sure thing, since Harami shows that 

after an uptrend, prices are restrained at the time to follow 

their progress. 

 

Fig. 4: Bearish Harami pattern. 

3.2.5 Bearish Engulfing 

This pattern is a formation of a candle with white body and 

another candle with black body that completely covers the 

white real body of the previous day, with a prior trend 

necessarily bullish.  

If Bearish Engulfing occurs, it means that after a clear 

uptrend appears a small white real body candle indicating that 

bullish forces are losing strength. The next day, there are still 

bullish forces, so it opens above the white real body, but the 

bearish forces are catching the bullish ones, closing below the 

white real body of the previous day. 
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Fig. 5: Bearish Engulfing pattern. 

For more information regarding the appearance 

Candlestick chart patterns, it is recommended to consult 

Morris, 1995 [7]. 

3.3 Identification of candlestick patterns 

To identify patterns, an application from Matlab captures 

the open, close, high and low values. Then, checks if these 

values can be assigned to any of the above patterns and it 

stores them. 

Whereas "n" is the current day and "n-1" is the previous 

day for each of the patterns, here there are the respective 

checks:  

 

3.3.1 Hanging Man 

IF [open(n)-close(n)]*2 ≤ close(n)-low(n) 

3.3.2 Shooting Star 

   IF [close(n)-open(n)]*2 ≤ high(n)-close(n)  

   AND [close(n)-open(n)]*2 > open(n)-low(n)  

AND close(n-1) > open(n-1) 

3.3.3 Inverted Hammer 

   IF [close(n)-open(n)]*2 c high(n)-close(n)  

   AND [close(n)-open(n)]*2 > open(n)-low(n)  

AND close(n-1) < open(n-1) 

3.3.4 Bearish Harami 

   IF close(n) < open(n)  

   AND close(n-1) > open(n-1)  

   AND open(n) < close(n-1)  

   AND close(n) > open (n-1)  

AND [close(n-1) - open(n-1)]  > [open(n)-close(n)]*2 

 

 

 

3.3.5 Bearish Engulfing 

   IF close(n) < open(n)  

   AND close(n-1) > open(n-1)  

   AND open(n) ≤ close(n-1)  

AND close(n) > open (n-1) 

3.4 Trading strategies 

Next section (Empirical Results) summarizes the terms B-

S-1 and B-S-2. The objective of this analysis is, for each 

pattern, to determine when a pattern has to advise to buy and 

sell: close of next day (B-S-1) or close of 2 next days (B-S-2). 

The analysis applies both actions and develops a statistical 

profit in both situations, applying to all patterns. A variant to 

this research would it be to alter this lag such as a strategy "B-

S-4", to buy and sell within four next days. Given the nature of 

the investigation, an analysis has been applied in short term, 

so we only consider the results obtained by the strategies B-S-

1 and B-S-2.  

Both strategies will be compared with the "buy and hold" 

strategy, which involves buying shares on the first day 

(January 1, 2004) and sell only the last day (August 31, 2012).  

Generally, Morris, 1995 [7] argues that Candlestick 

analysis technique is considered a short-range, defining the 

maximum period as 10 days evaluable. Therefore we have 

chosen two strategies belonging to that period. 

4 Empirical results 

 As mentioned in section 3.4, for the input dataset, it 

would be attempted to assign one of five patterns available. 

Once assigned a pattern, the profit is calculated if the share is 

bought and sold the next day (B-S-1) or if the share is bought 

and sold the next two days (B-S-2). 

4.1 Comparing strategies 

Fig. 6, on the last page, contains the summary obtained by 

applying Candlestick Analysis.  

Regardless of the type of strategy chosen (B-S-2 or B-S-1), 

it can be seen that, by far, the pattern "Hanging Man" is the 

one that provides a higher profit if is applied an action of 

buying and selling when is detected. The other patterns are 

similar: "Inverted Hammer" provides positive results (no 

investment would be lost), but the profit is very small.  

The reason for this difference in the pattern "Hanging 

Man" is noticeable when we compare the hit ratio of each 

pattern, as shown in Table 1 on the last page.  

As can be seen, the hit ratio of each of the patterns, 

regardless of the strategy of buying and selling always reaches 

a value of approximately 50%. However, the number of times 

the "Hanging Man" pattern is assigned is notably higher (this 

is because the activation conditions of "Hanging Man" pattern 

are easier to be fulfilled than the rest). Due to this greater 

frequency, there are more decisions of buy and sale. 
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4.2 Comparison against the “Buy and Hold” 

strategy 

The following Table 2 are the results compared to the 

strategy "Buy and Hold": 

 

Table 2: Comparison against the "Buy and Hold" strategy. 

The results show a marked inefficiency of the selected 

patterns, with the exception of the "Hanging Man" pattern. 

However, it can be seen that the difference of "buy and hold" 

strategy with B-S-1 is virtually zero, being B-S-2 the optimal 

strategy to apply, which reports a profit five times higher. 

5 Conclusions 

 Using Candlestick Analysis, we could compare the results 

with Cihan et al (2009) [8], Lee et al (1999) [9] and Zhu Min 

(2011) [4]. The fact that the "Hanging Man" pattern offers 

better results may be influenced because Candlestick analysis 

is affected by the strength which a given pattern occurs. It 

would be interesting to apply more complex patterns to 

analyze their relevance.  

This pattern is really relevant for this dataset. However, it 

is possible that from other different dataset the prediction does 

not want to be correct due to the variation in the strength of 

the pattern [4].  

The profit change based on the strategy (B-S-1 or BS-2) is 

because Candlestick Analysis is under the influence of the 

days to predict, settling in the future 10 days maximum. In [4] 

it has been more successful in making predictions using a 

range of 5 days instead of 10; this is an aspect to consider.  

It is recommended to combine Candlestick Analysis with 

other algorithms as expert systems or genetic algorithms to 

address this inaccuracy [8]. 
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Fig. 6: Comparison of B-S-2 and B-S-1 strategies. 

 

 

Table 1: Hit ratio from Candlestick patterns for B-S-2 y B-S-1 strategies. 
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Abstract - The present paper proposes a model to evaluate 
B2C websites. It has been considered a set of dimensions that 
have influence in the evaluation according to the literature 
review and a study of reliability. Once validated the model, it 
makes use of fuzzy inference systems in order to eliminate the 
uncertainty associated with the decision-making process. 
As a result of this research, a model capable of designing a 
simple and intuitive knowledge base is obtained (experts 
and/or users) in the evaluation of B2C websites, thus 
obtaining a further optimization of the results obtained. 

 

Keywords: Fuzzy Inference Systems, E-service, Quality 
Service, B2C websites evaluation. 

 

1 Introduction 
The growth of online shopping activities has been 

particularly rapid, presenting business opportunities, opening 
up a vast new territory, which business enterprises are eager 
to explore and resulting in more consumers and companies 
choosing the Internet as means of purchase and sale (Shih et 
al. 2002). 

Among the different types of E-commerce, Business to 
Customer (B2C) technology covers those websites and 
transactions through which organizations sell goods and 
services to customers directly over the Internet. Efficience 
and cost effectiveness of this technology have already 
transformed the web into a global environment for business. 
Nevertheless, consumers find many difficulties in the online 
purchasing processes that have to do with searching and 
browsing websites, evaluating and comparing products or 
with the payment process among others. All these 
inconveniences affect the satisfaction of customers with the 
B2C websites (Kuo et al.,2011). 

The present paper proposes an exhaustive analysis of the 
variable influence-teas in the design and evaluation of B2C 
web sites. Once validated the proposed model is a 
methodology based on the fuzzy set theory. This 
methodology allows to improve the interpretation of the base 
of knowledge induced in the system of decision, improving 

this way the behaviour of the model opposite to other simpler 
systems. 

2 Literature Review 
E-service quality analysis methods are supported by 

questionnaires with Likert-type scale. These questionnaires 
are filled into by potential customers. Next, Table 1 
summarises the most commonly used methods, according to 
the reviewed literature, to evaluate the quality of the online 
service. 

Table 1: Relevant dimensions for evaluate the quality of e-
service in B2C websites. 

 

RELEVANT DIMENSIONS FOR EVALUATE THE QUALITY OF E-SERVICE IN B2C WEBSITES 

D
es

ig
n

 

Definition
Web design is an activity that consists in planning, modelling and implementing websites
Authors 
Rangathan y Ganapathy (2001), Alpar (2001), Melián y Padrón (2005), Brown y Jayakody (2008), Lin (2009), 
Oppenheim y Ward (2010), Stefani y Xenos (2011). 

In
fo

rm
at

io
n

 

Definition
Information, in general terms, is defined as an organised set of processed data that form a message that 
improves the level of knowledge of the receptors of the message. 
Authors 
Chang y Sangjae (2002), DeLone y McLean (2003), Evanshitzki et al. (2004), Melián y Padrón (2005), Cao et 
al. (2006), Meziane y Nefti (2006), Nielsen (2006), Joia y Barbosa (2008), Bauernfeind et al. (2009), Lin 
(2009), Sun y Lin (2009), Oppenheim y Ward (2010). 

W
ar

ra
nt

y 

Definition 
Warranty usually refers to the action that a person or company performs so as to assert what has previously 
arranged. By offering a Warranty, it is intended to supply greater security to the fulfilling of an obligation or 
the payment of a debt, according to the arranged. 
Authors 
Santos (2003), Melián y Padrón (2005), Otim y Varum (2006). 

O
ff

er
 

Definition 
In general terms an offer is a proposal made to execute or fulfil a series of requirements. 

Authors
Yang et al. (2000), Melián y Padrón (2005), Cao et al. (2006). 

P
er

so
n

al
is

at
io

n
 Definition

Personalisation is the adaption of the products or services to the necessities of customers, in such a way that a 
customer feels exclusive, unique and different. 

Authors
Melián y Padrón (2005), Koutsabasis et al (2008) Adjei y Clark (2009), Bauernfeind et al (2009), Oppenheim y 
Ward (2010). 

P
ay

m
en

t 
S

ec
u

ri
ty

 

Definition
Payment Security is defined as a protection Warranty regarding made transactions and used means of payment 
during the process of purchase.
Authors
Madu y Madu (2002), Francis y White (2002), Otim y Varum (2006), Venkataiahgari et al. (2006), Oppenheim 
y Ward (2010).

P
ri

va
cy

 

Definition
Privacy in the service is defined as the protection given to the data provided by the customer regarding record, 
treatment and preservation of those data. In electronic commerce, privacy refers only to the customers’ personal 
data.
Authors
Ranganathan y Ganapathy (2001), Zeithaml et al. (2002), Oppenheim y Ward (2010), Stefani y Xenos (2011). 

T
ru

st
 

Definition
Trust is defined as the expectations that are set on something or someone. Regarding electronic commerce, it 
refers to the hope that online customers have that the purchase made in a web portal will be performed 
according to their expectations. 
Authors 
Gefen (2000), Kaplan y Nieschwietz (2003), Oppenheim y Ward (2010), Hong y Cho (2011).  
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3 Proposed Model 
The model that is proposed to evaluate B2C platforms 

stems from a Delphi Study and through in-depth interviews 
performed in Spain by experts on Market Online. The study 
of the most relevant variables describes in part 2 has been the 
starting point. Additionally, a pre-test has been made to know 
the feeling of the customers. 

To make the B2C evaluation system more easily 
understandable, it has been structured into three subsystems. 
Every subsystem’s output dependent variable is function of a 
maximum of three input variables. Figure 1 depicts this 
structure. 

A partial evaluation will be obtained from every 
subsystem. Later, the partial results obtained are combined, 
thus achieving the final evaluation of the B2C websites. 

 
Figure 1: Model to evaluate the quality of e-service in B2C websites. 
 

The information has been gathered by means of personal 
surveys filled in by Internet regular purchasers. The scales to 
evaluate websites underwent a pre-test performed by 405 
regular Internet customers aiming to put to the test the proper 
comprehension of the questions and add, remove or modify 
the composition of the final questionnaire. The target 
universe has been defined as the set of individuals that are 
older than 18, that are regular buyers on the Internet and that 
live in Spain. The sampling error was ±2,42 % with a trust level 
of 95%. 

To determine the use of the B2C websites evaluation 
model, it has been evaluated the one-dimensionality and 
reliability and validity of the scales of measure. During the 
first phase of validation, the variables that have been studied 

with all the items present in the questionnaire have been 
considered. This exploratory analysis made apparent the 
necessity of removing some of the items to optimise the 
composition of the scales. To that end, it has been used the 
statistical suite SPSS v.19. As a result of this pre-test, it has 
been performed an exploratory factor analysis of principal 
components with Varimax rotation and a reliability analysis 
by means of Cronbach’s alpha. Table 5 shows the results 
obtained in this study. 

Table 2: Results obtained through Exploratory Analysis 
and Cronbach´s α. 
    DES INF  WAR    OFF   PER  PAY   PRI   TRU 

Explicative 
Information Percent

59,3 68,4 65,7 54,4   52,5   65,1   90,6    82,1 

Crombach´s  α 0,80 0,90 0,90    0,80   0,60    0,80    0,90    0,79 

Cronbach’s alpha coefficient is an indicator used to 
determine the reliability of the scales. As seen in the previous 
table, all proposed variables exceed the threshold value 0,6 
recommended in exploratory studies (Hair et al. 1999). 
Besides, in all cases, the proposed variables show a 
cumulative percentage of variance upper 50%. This is why 
the results obtained in this pre-test allow the validity of the 
proposed model to be confirmed. 

 

4 Methodology 
The methodology used to in this research is based on 

fuzzy decision support systems. These are based on the 
theory of fuzzy sets developed by Zadeh (1965), which 
allows you to incorporate the term of uncertainty associated 
with the decision-making process which is better approximate 
to the reality (Martin y Sanz, 2005). 

In fuzzy inference systems, variables, linguistic, allow to 
process both qualitative and quantitative information since 
they take as values labels associated to concepts of common 
language. This contrasts with the traditional numeric 
variables whose values are numbers (Ponce, 2011). 

In our case, to assess the quality of perceived e-service -
by users or experts- presents a high level of subjectivity. For 
this reason, the use of linguistic labels will allow a better 
adaptation of the assessment criteria given in the evaluation 
of B2C websites. It will also be tested the design of a fuzzy 
system in the field of B2C e-commerce, and specifically in 
the evaluation of websites, allowing a better interpretation of 
the basis of knowledge inserted in the decision systems, thus 
improving the results to the output of the proposed model. 
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4.1 Fuzzy Decision Support Systems (FDSS) 

In this case, for use to a fuzzy decision support system 
will be utilised aided by the application Matlab fuzzy logic 
toolbox ® version 2.0. (Mamdani and Gaines, 1981). 

So as to make the inference, it is required a knowledge 
base built up from an expert’s know-how, able to explain the 
operation of the system by means of a set of linguistic rules 
made up with the input and output variables (other options 
would allow to constitute the base of rules from reasoning 
systems based on cases). So, in the first place, it is necessary 
to define the range and form of the labels in which the 
dominions of the system variables are partitioned in order to 
define the variables in a fuzzy way. Mamdami type fuzzy 
decision systems, supported by all the aforementioned, allow 
to make inferences through a process that consists of five 
stages (Chen & Klein, 1997): fuzzyfication, application of 
logical operators in every rule’s antecedent, implication to 
every rule’s consequent, aggregation of all rules’ consequents 
and defuzzyfication of the final aggregate. 

Additionally, it will be established the adequate 
sequence of fuzzy subsystems that are part of the model and 
the evaluation knowledge will be aggregated as conditional 
rules for each qualification subsystem (in such a way that 
allows to intuitively assign linguistic labels to all the 
variables (Martínez-López et al., 2009)). Figure 2 represents 
the labels used in input and output variables. 

Figure 2: Labels of input and output variables. 
 

Later, the four rule-bases that are to be used are defined 
for each evaluation subsystem by using the expert’s 
knowledge: Web Quality, Offered Service, Service Security 
and Final Evaluation (See Table 7). 

Table 3: Bases of rules for each partial and final 
subsystem. 
 

 
Labels: EL – Extremely low; VL – Very low; L – Low; M – Medium; H – High; VH – Very 

High; EH – Extremely High 
 

For instance, the shaded cell in the table related to 
security expresses the rule: If the score of security is medium 

and privacy is low and confidence is high, then the final 
evaluation of the security is medium. 

Once a fuzzy subsystem has been designed, the 
evaluation of a website can be inferred from it as a function 
of the crisp values given to the input variables. What is more, 
it is easy and intuitive to analyse the congruence of the 
obtained evaluations by using the inference maps supplied by 
each model’s subsystem. In these maps, the scores of the 
input variables are represented by the height of the surface in 
each point. For, example, the Figure 3 shows the evaluation 
of the offered service as a function of two input variables 
(Offer and Personalisation), while keeping constant the other 
input variable which is not shown in the graphic (Warranty). 

 
Figure 3: Map of solutions of the Offered Service subsystem with low 
warranty (left graphic) and high warranty (right graphic). 
 

The analysis of the influence of those input variables on 
the Offered Service evaluation shows that in case the 
customer perceives that the offered products have a short 
warranty period, the final evaluation is penalised so that the 
maximum values are around 5,5. On the opposite, if the 
variable [Warranty] has medium or high values, the 
evaluation of the offered service can reach values over 9 
points (if the scores of the rest of the variables are regarded as 
high). 

Therefore, establishing a warranty system in agreement 
with customers’ necessities and wishes may grant competitive 
advantages to the company over those that do not establish a 
warranty policy. 

 

5 Conclusions 
In these paper carried out an analysis of the main 

variables used in the evaluation of websites in the textile 
sector. It has conducted a comprehensive literature review, 
along with a Delphi method and a pre-test. Once considered 
the appropriateness of the different variables have been a 
market study to regular users in the search/purchase of items 
of fashion through the Internet, thus the validation of the 
proposed model. 
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Once the proposed model has been validated, it has 
analyzed the uncertainty associated with the processes of 
evaluation of this type of websites. As a result, a model, 
based on fuzzy inference systems, has been able to improve 
the interpretation of the induced in decision system, 
knowledge base thus improving behaviour compared to other 
simpler systems. 

As future lines of research is intended to merge with 
neural network fuzzy inference systems in order to achieve a 
base of knowledge as dynamic as possible. 
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Abstract - Dispatching rules are usually applied to schedule 
jobs in Flexible Manufacturing Systems (FMSs) dynamically. 
Despite their frequent use, one of the drawbacks that they 
display is that the state the manufacturing system is in 
dictates the level of performance of the rule. As no rule is 
better than all the other rules for all system states, it would 
highly desirable to know which rule is the most appropriate 
for each given condition, and to this end this paper proposes 
a scheduling approach that employs Support Vector 
Machines (SVMs) and backpropagation neural networks. 
Using these latter techniques, and by analysing the earlier 
performance of the system, “scheduling knowledge” is 
obtained whereby the right dispatching rule at each 
particular moment can be determined. A module that 
generates new control attributes is also designed in order to 
improve the “scheduling knowledge” that is obtained. 
Simulation results show that the proposed approach leads to 
significant performance improvements over existing 
dispatching rules. 

Keywords: Scheduling, Neural Networks, SVMs, FMS, 
Simulation 

 

1 Introduction 
  One of the most commonly applied solutions to the 
scheduling problem in FMSs involves using dispatching rules, 
which have been evaluated for performance by many 
researchers (see for example, [12], [21], [22]). Almost all the 
above studies point to the fact that rule performance depends 
on the criteria that are chosen, and the system’s configuration 
and conditions (utilisation level of the system, relative 
loading, due date tightness, and so on). It would thus be 
interesting to be able to change dispatching rules at the right 
moment dynamically. 

The literature describes two basic approaches to modify 
dispatching rules. The first approach is to select a rule at the 
appropriate moment by simulating a set of pre-established 
dispatching rules and opting for the one that provides the best 
performance (see for example, [7], [8], [9], [23]). The second 
approach, involving artificial intelligence, requires a set of 
earlier system simulations (training examples) to determine 
what the best rule is for each possible system state. A machine 
learning algorithm [11] is trained to acquire knowledge 

through these training examples, and this knowledge is then 
used to make intelligent decisions in real time (see for 
example, [16], [19], [20]). Aytug [1] and Priore [15] provide 
a review in which machine learning is applied to solving 
scheduling problems. 

Nevertheless, there are hardly any studies in the literature that 
compare the different types of machine learning algorithms 
used in scheduling problems. This paper therefore presents a 
scheduling approach that uses and compares SVMs and neural 
networks. To improve the manufacturing system’s 
performance, a new approach is also proposed whereby new 
control attributes that are arithmetical combinations of the 
original attributes can be determined. 

The rest of this paper is organised as follows. Machine 
learning algorithms used in this paper are first described. An 
approach to scheduling jobs that employs machine learning is 
then presented. This is followed by the experimental study, 
which describes a new approach to determine new control 
attributes from the original ones. The two machine learning 
algorithms used are also compared. Finally, the proposed 
scheduling approach is compared with the alternative of using 
a combination of dispatching rules constantly. A summary of 
the results obtained concludes the paper. 

2 Neural Networks and Support Vector 
Machines 

  “Backpropagation neural networks”, or multilayer 
perceptron [18], which will be applied in this work, figure 
amongst those networks that are most well-know and most 
widely used as pattern classifiers or function approximators 
([5], [10]). The backpropagation training algorithm is used in 
this type of neural networks. This algorithm calculates the 
most adequate connection weights and thresholds so that the 
difference between the network output and the desired one is 
minimised. 

Support vector machines [4] were originally designed for 
binary classification. Let (x1, y1), (x2, y2), … , (xn, yn) be a 
group of data belonging to Class 1 or Class 2, where xi∈RN 
and the associated labels be yi=1 for Class 1and -1 for Class 2 
(i=1, … , n). The formulation of SVMs is as follows: 
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where w is the weight vector; C is the penalty weight; iξ  are 

non-negative slack variables; b is a scalar, and xi are mapped 
into a higher dimensional space by a non-linear mapping 
function φ . Mapping function φ  needs to satisfy the 
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classes. The data that satisfy the equality in Eq. (1) are called 
support vectors. Moreover, by adding a set of non-negative 
Lagrange multipliers αi and βi to generate the Lagrangian, the 
upper- mentioned constrained optimization problem can be 
worked out with the dual form shown below: 
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Having obtained the support vectors (SVs), the decision 
function for an unseen data (x) is as follows: 













+= ∑ bxxkysigny
SVs

iii ),(α  

3 Scheduling using Neural Networks 
and Support Vector Machines 

  Two contrasting features need to be fulfilled for a real-
time scheduling system that dynamically modifies dispatching 
rules to work properly [13]: 

1. Rule selection must take into account a variety of 
information about the manufacturing system in real 
time. 

2. Rule selection must be completed fast enough for 
real operations not to be delayed. 

 
One way of doing this is to employ some class of knowledge 
about the relationship between the manufacturing system’s 
state and the rule to be applied at that moment. However, one 
of the most difficult problems is precisely how this knowledge 
is to be acquired. Machine learning algorithms, such as SVMs 
or neural networks, are used to do this. However, the training 
examples and the learning algorithm must be adequate for this 
knowledge to be useful. Moreover, in generating the training 
examples, the attributes selected are crucial to the 
performance of the scheduling system [3]. 

Figure 1 shows a scheduling system that employs machine 
learning. The example generator creates different 
manufacturing system states via the simulation model and 
choose the best dispatching rule for each particular state. The 
machine learning algorithm employs the examples to generate 
the knowledge required to make future scheduling decisions. 
The real time control system using the ‘scheduling 
knowledge’, the manufacturing system’s state and 
performance, choose the best dispatching rule for job 
scheduling. Further examples may possibly be needed in order 
to refine the knowledge about the manufacturing system 
depending on the performance of the latter. 

 

 

 

 

 

 

Figure 1. General overview of a knowledge-based scheduling 
system. 
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4 Experimental Study 

4.1 The proposed FMS 

 The selected FMS consists of a loading station, an 
unloading station, four machining centres and a material 
handling system. Two types of decision are studied in the 
FMS proposed. The first is the selection by the machine of 
parts assigned to it using the following dispatching rules: SPT 
(Shortest Processing Time), EDD (Earliest Due Date), MDD 
(Modified Job Due Date), and SRPT (Shortest Remaining 
Processing Time). These rules were selected because of their 
fine performance in earlier studies (see for example, [14]). 
The second type of decision involves the selection of the 
machines by the parts, as an operation can be processed on 
different machines. The dispatching rules employed in this 
FMS are: SPT (Shortest Processing Time), NINQ (Shortest 
Queue), WINQ (Work in Queue), and LUS (Lowest Utilised 
Station). 

4.2 Generating training and test examples 

 The control attributes used to describe the manufacturing 
system state must first be defined in order to generate training 
and test examples. In this particular FMS these are: F, flow 
allowance factor which measures due date tightness [2]; 
NAMO: number of alternative machines for an operation; 
MU: mean utilisation of the manufacturing system; Ui: 
utilisation of machine i; WIP: mean number of parts in the 
system; RBM: ratio of the utilisation of the bottleneck 
machine to the mean utilisation of the manufacturing system; 
RSDU: ratio of the standard deviation of individual machine 
utilisations to mean utilization. 

The training and test examples needed for the learning stage 
are obtained by simulation using the WITNESS programme. 
The following suppositions were made to do this: (1) Jobs 
arrive at the system following a Poisson distribution; (2) 
Processing times for each operation are sampled from an 
exponential distribution with a mean of one; (3) The actual 
number of operations of a job is a random variable, equally 
distributed among the integers from one to four; (4) The 
probability of assigning an operation to a machine depends on 
the parameters POi (percentage of operations assigned to 
machine i). These percentages fluctuate between 10% and 
40%. It is also assumed that the first two machines have a 
greater workload; (5) The number of alternative machines for 
an operation varies between one and four; (6) The job arrival 
rate varies so that the overall use of the system ranges 
between 55% and 95%; (7) The value of factor F fluctuates 
between one and ten. 

As mean tardiness and mean flow time in the system are the 
most widely used criteria to measure system performance in 
all manufacturing systems, they are also employed in this 
study. In all, 1100 different control attribute combinations 
were randomly generated, and 100 of these were used as test 
examples. For each combination of attributes, mean tardiness 

and mean flow time values resulting from the use of each of 
the dispatching rules in isolation were calculated. Sixteen 
simulations were actually needed to generate a training or test 
example, as there are four rules for each of the decisions to be 
taken. 

4.3 The application of neural networks 

 Backpropagation neural networks are particularly used 
to solve classification problems such as the one being 
considered in this work. Table I provides a summary of the 
results obtained using different-sized sets of training examples 
for the criteria of mean tardiness and mean flow time. 
Generally, it can be seen that as the number of training 
examples increases, test example error (examples that have 
not previously been dealt with) decreases considerably. Table 
I also shows that test error fluctuates between 16% and 12% 
upwards of 400 examples for the criterion of mean tardiness. 
Furthermore, for the criterion of mean flow time, test error is 
observed to oscillate between 7% and 4% upwards of 500 
examples. Errors for this latter criterion are lower due to there 
being five dispatching rule combinations (SPT+SPT, 
SPT+NINQ, SPT+WINQ, MDD+WINQ, SRPT+WINQ) that 
are really used. In contrast, twelve combinations are used for 
the criterion of mean tardiness. 

Table I. Test error using neural networks for the criteria of 
mean tardiness (MT) and mean flow time (MFT). 

Number of 
examples 

Test error 
(MT) 

Test error 
(MFT) 

200 21% 9% 
300 17% 10% 
400 16% 10% 
500 15% 7% 
600 13% 5% 
700 14% 6% 
800 16% 6% 
900 15% 5% 
1000 15% 4% 
1100 12% 4% 

 

The ideal configuration of the neural network used for the 
criterion of mean tardiness was found to have 11 input nodes 
(one for each control attribute), 16 nodes in the hidden layer, 
and 12 nodes in the output layer (one for each dispatching 
rule combination). Similarly, the ideal configuration of the 
neural network employed for the criterion of mean flow time 
was found to have 11 input nodes, 16 nodes in the hidden 
layer, and 5 nodes in the output layer. 

4.4 The application of support vector 
machines 

 The scheduling problem is essentially a multi-class 
classification problem as several dispatching rule 
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combinations are employed in the FMS. This study uses the 
one-against-one method to extend the binary SVMs to 
generate the multi-class scheduler since this method is more 
suitable for practical use than other methods [6]. In the same 
way, in this study, the radial basis function (RBF) and the 
polynomial function have been used as kernel functions. After 
several preliminary tests, it has been decided to make use of 
the RBF Kernel since it is the one that shows a better 
performance. Furthermore, by employing the grid search 
technique on the examples, the best performance for the 
SVMs is obtained when C=1,000 and σ=10. Table II provides 
a summary of the results obtained for the criteria of mean 
tardiness and mean flow time. Generally, it can be seen that as 
the number of examples increases, test example error 
decreases considerably. Table II also shows that test error 
fluctuates between 11% and 10% upwards of 700 examples 
for the criterion of mean tardiness. Furthermore, for the 
criterion of mean flow time, test error drops to 1% upwards of 
700 examples. 

Table II. Test error using SVMs for the criteria of mean 
tardiness (MT) and mean flow time (MFT). 

Number of 
examples 

Test error 
(MT) 

Test error 
(MFT) 

200 16% 6% 
300 15% 5% 
400 15% 2% 
500 16% 2% 
600 12% 2% 
700 11% 1% 
800 11% 1% 
900 11% 1% 
1000 10% 1% 
1100 10% 1% 

 

4.5 Generating new control attributes 

 On occasions, it is necessary to obtain arithmetical 
combinations of the original attributes to improve the 
scheduling knowledge. But in many cases these combinations 
are not known beforehand, and are only found in very simple 
manufacturing systems after close examinations of their 
simulation results. For these reasons, a module was designed 
which automatically selects the ‘useful’ combinations of the 
original attributes by using simulation data which originally 
provided test and training examples. To do this, the basic 
arithmetic operators considered are adding, subtracting, 
multiplying and dividing. The pseudo-code for the generator 
of the new control attributes is as follows: 

1. Determination of the combinations of the present 
attributes. 

2. Generation of new training and test examples in the 
light of earlier combinations. 

3. Selection of the ‘useful’ combinations, which are in 
the decision tree and in the set of decision rules 
generated by C4.5 [17]. 

4. If the new decision tree and/or the set of decision 
rules has fewer classification errors, go back to 
step one. If not, stop the algorithm. 

 

However, the decision to continue may also be taken at step 
four because, even though error may not be improved by the 
present iteration, it may well be improved during later 
iteration(s). 

The proposed module rendered the following ‘useful’ control 
attribute combinations for the criterion of mean tardiness: 
U1+U2, U1+U4, U2+U3, U1-U2, U2-U4, U3-U4 and U3/U4. 
Table III shows the results obtained for the criterion of mean 
tardiness when the SVMs and the generator module of new 
control attributes were applied. It can be seen from the results 
that test error oscillates between 10% and 8% from 600 
training examples upwards, and that the lowest test error was 
achieved with 1000 and 1100 examples. The proposed 
module is then applied for the criterion of mean flow time, 
and the following combinations of attributes were determined 
to be ‘useful’: U1-U2, U3-U4, U1/U2 and U2/U3. The Table 
shows how test error drops to 0% from 700 examples 
upwards. If these results are compared with those in Table II, 
an improvement can be seen to exist. Only sets of 600 
examples or more were used, as lower errors are obtained 
upwards of this training set size. 

Table III. Test error using SVMs and the generator module 
of new control attributes for the criteria of mean tardiness 
(MT) and mean flow time (MFT). 

Number of 
examples 

Test error 
(MT) 

Test error 
(MFT) 

600 10% 1% 
700 9% 0% 
800 9% 0% 
900 9% 0% 
1000 8% 0% 
1100 8% 0% 

 

Test error using backpropagation neural networks and the new 
attributes generated was likewise calculated. Results are 
shown in Table IV, where it is again clear that classification 
error drops compared to the alternative of using the original 
control attributes. For the criterion of mean tardiness, the 
backpropagation neural network gives a 12% test error, 
compared to the 8% error of the SVMs. Furthermore, for the 
criterion of mean flow time, the SVMs are seen to give zero 
test error, whereas the backpropagation neural network 
generates a bigger test error (2%). Finally, mention should be 
made of the fact that the ideal neural network for the criterion 
of mean tardiness has 18, 15 and 12 neurons in the input, 
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hidden and output layers respectively, whilst for the criterion 
of mean flow time the ideal neural network has 15, 10 and 5 
neurons. 

Table IV. Test error using neural networks and the generator 
module of new control attributes for the criteria of mean 
tardiness (MT) and mean flow time (MFT). 

Number of 
examples 

Test error 
(MT) 

Test error 
(MFT) 

600 15% 4% 
700 14% 4% 
800 12% 4% 
900 14% 2% 
1000 12% 2% 
1100 12% 2% 

 

4.6 Learning-based scheduling 

 To select the best combination of dispatching rules 
according to the FMS’s state in real time we must implement 
the scheduling knowledge in the FMS simulation model. 
Selecting the monitoring period is another key question 
because the frequency used to test the control attributes 
determines the performance of the manufacturing system. To 
do this, multiples of the average total processing time for a 
job, which in our particular case are 2.5, 5, 10 and 20 time 
units, are taken (see for example, [8], [9], [23]). In view of the 
results in the previous section, 1000 examples were used for 
both performance criteria. Five independent replicas of 
100,000 time units were carried out. 

Table V. Mean tardiness (MT) and mean flow time (MFT) 
for the proposed strategies. 

Strategy used   MT       MFT    Strategy used MT     MFT 

SPT+SPT 5.4916 2,4041 MDD+NINQ 1.1450 1,2495 

SPT+NINQ 1.2220 1,0438 MDD+WINQ 1.1566 1,2546 

SPT+WINQ 1.2011 1,0415 MDD+LUS 2.5326 1,8537 

SPT+LUS 2.5920 1,5187 SRPT+SPT 6.1452 2,6549 

EDD+SPT 4.7207 2,6106 SRPT+NINQ 1.4174 1,1410 

EDD+NINQ 1.6802 1,3909 SRPT+WINQ 1.4089 1,1419 

EDD+WINQ 1.6885 1,3948 SRPT+LUS 3.0247 1,7094 

EDD+LUS 3.2958 2,0493 SVMs 1.0000 1.0000 

MDD+SPT 4.7620 2,6750 Neural Network 1,0298 1.0055 

 

Table V summarises the results obtained. Mean tardiness and 
mean flow time values in the Table are the average of the five 
replicas. Readability has been improved by showing values in 
the Table that are relative to the lowest mean tardiness and 
mean flow time obtained (these are assigned a value of one). 
The monitoring period chosen was 2.5 time units. Table V 
shows that the best alternative is to employ a knowledge-
based strategy and that the SVMs generate lower mean 
tardiness values than neural network. The combinations 

MDD+NINQ and MDD+WINQ are the best of the strategies 
that use a fixed combination of dispatching rules, but their 
mean tardiness values are higher than the neural network 
alternative by between 14.50% and 15.66%. 

Moreover, the SVMs give better results than the neural 
network for the criterion of mean flow time. Table V also 
shows that the combinations SPT+NINQ and SPT+WINQ 
generate the least mean flow time from amongst the strategies 
that apply a fixed combination of rules. However, mean flow 
time values are greater than the SVMs alternative by between 
4.15% and 4.38%. Finally, the SVMs-based system is 
compared with the other strategies by using ANOVA. The 
conclusion is that this scheduling system stands out above the 
other strategies with a significance level of less than 0.05. 

5 Conclusions 
 An approach for scheduling using SVMs and neural 
networks is proposed in this study. A generator module of 
new control attributes is also incorporated, and this reduces 
test error obtained with the machine learning algorithms 
leading to better performance of the manufacturing system. 
The SVMs-based scheduling system is shown to provide the 
lowest mean tardiness and mean flow time values. Future 
research might focus on using more decision types for the 
proposed FMS. However, the more decision types that are 
used, the more simulations are needed to generate the training 
and test examples. A simulator could usefully be incorporated 
to decide which rule to apply when the “scheduling 
knowledge” provides two or more theoretically correct 
dispatching rules. Finally, a knowledge base refinement 
module could also be added, which would automatically 
modify the knowledge base when major changes in the 
manufacturing system come about. 
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Abstract –In this paper we explore the role that an 

educational chatbot could provide improving the learning 

process of a student. We present a virtual agent, as part of an 
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1 Introduction 

The arrival of a new educational model, added to the 

introduction of new technologies as part of the educational 

model, provide new ways of learning processes that makes the 

process more creative and flexible for the student. 

In particular, the use of virtual agents as software to guide 

users and answer his questions is not new, and is widely 

applied through the Internet in pages to sell products, like 

Anna´s from Ikea, as seen in figure 1, and other type of pages 

like call centers: 

 

Fig. 1 Ikea’s chatbot. 

 

 

 

The construction of a chatbot able to emulate a flexible 

conversation is highly complex. Nowadays, the so called 

virtual robot has not been developed in its totality, and the 

‘perfect chatbot’still does not exist. For this reason, there are 

several enterprises with good reputations in the computer 

market, like IBM, working on these types of projects to 

improve their performance [1]. 

The idea of a virtual agent to answer questions is not new. An 

intelligent virtual agent is an entity capable of perceiving its 

environment and processing those perceptions in a rational 

way [2]. To be considered as AI systems, they have to fulfil 

the following characteristics [3]:  

 Learn new problems and improve the range of 

solutions. 

 Real time adaptation. 

 Analysis of a situation in terms of behaviour, 

evaluating the possibilities of success and failure. 

 Evolve through interaction with the environment. 

 Manage great amounts of data in order to choose 

the best solution. 

One of the greatest problems in the implementation of a 

virtual agent is the design of its ‘personality’, as it has to be 

original and intelligent. However, the behavior of an agent 

many times is not what is expected, especially when there are 

many restrictions or when the problem is not defined 

precisely. 

Among the diversity of virtual agents, we can find the group 

of Intelligent Tutoring Systems (ITS). These type of agents 

were created in the eighties with the idea of sharing 

knowledge using an intelligent way to guide the student in 

their learning process. So a intelligent tutor can be defined as 

[4] “ a software system which employs AI techniques to 

represent knowledge, and interacts with the students to 

transfer it” or as [5] “systems to model teaching, learning, 
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communication and knowledge domain of the specialist and 

the understanding of the student in that domain”. 

Recent research is focused on finding an alternative to a 

human tutor. However, most of the tutoring systems do not 

acquire the expected level of rationality due to the difficulty 

involved with modelling human behavior, beyond the 

application of the most advanced programming techniques. 

The goal of this project, is to guide the student through the 

learning of a given subject. So, taking these premises as a 

basis, this chatbot is an ITS, able to distinguish among several 

user profiles (according to the ones stored into a database), to 

serve as support in the learning process of a student in a given 

subject. The system is composed of a hardware and software 

architecture which is explained in the following sections, as 

well as the interaction among the software modules that make 

understanding possible and the composition of a flexible 

answer. Finally, we will conclude with some guidelines for 

future work as well as some conclusions about the proposed 

work.  

2 Creating a user profile 

The goal of this development is to serve as a useful 

educational tool for the student. So that, we have to create a 

virtual agent flexible for each one of the students. This chatbot 

is divided in several modules, as we will see in the following 

sections, but there is one module of vital importance which 

will be the core of its success and the main difference with 

other software for the same purpose. This module is the 

profile module, which will elaborate an specific set of 

exercises according to the student grades. If the student has 

failed, the system, at the beginning of the program will 

recommend the student to review the parts where he looks to 

be weaker, as seen in figure 2: 

 

Fig. 2 Screenshot of the agent when the student fails an 

examn. 

 

The platform used to develop this educational bot was a web 

environment. The hardware used was typical client-server 

architecture, where the client is a browser like Mozilla or 

Explorer, and the server is an Apache with some other 

additions like a lexical analyzer. 

The software is composed of several modules written in 

different programming languages (like Php, Javascript, C, 

Lex), which interact among themselves to understand the 

user’s question and propose a suitable answer. The software 

model proposed to carry out this task is a Model-View-

Controller, where the model interacts with a MySQL database 

to extract information, the View part is the interface, written in 

HTML5 plus Javascript, and the Model contains the 

interaction with the lexical analyzer plus the specific modules 

written in Php. In a graphic form, figure 3 represents the 

interaction of all these components: 

.  

 

 

 

 

 

 

Fig. 3 Architecture of the virtual agent. 
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Before the questioning process, there is a screen validation to 

control the access to the system and to match the student with 

his profile. This way, by means of a search into the database, 

if the credentials are correct, the agent will be able to 

recommend the student to have a look at any theme in 

particular if he has failed, as seen in figure 2. 

 

Fig.4. Validation screen to select the student’s profile. 

 

If on the other hand, the student is a good one and belongs to 

a high profile (marked as HIGH in the database), the system 

will recognize if, and will not recommend him to study 

anything in particular, as seen in figure 5: 

 

Fig.5. Validation screen to select the student’s profile. 

 

The client part is composed of two parts, the interface, and 

another algorithm to validate the question. The interface is 

composed of those graphical elements which serve as input 

and output for information, and has three elements, an image 

which varies according to the answer, a text area where the 

dialog between user and the machine is displayed, and an 

input textbox where the user must write his query. 

 

Fig.6. Client interface. 

The algorithm used to validate a question was programmed 

using AJAX, and is in charge of sending the query to the 

server and waiting for an answer to be added at the end of the 

text area. 

To achieve a greater level of realism, we have pictured several 

images describing the emotions of the robot. So that, if the 

agent knows the answer, he will be happy, or if he does not 

know, he will be sad. This illusion improves the addiction of 

the student to the platform, creating a better atmosphere to 

propose questions. All the possible states of the bot are 

described in figure 7: 
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Fig.7. Agent’s moods. 

On the other hand, the web server is divided in three main 

parts, the query analysis module, the answer algorithm, 

programmed using the lexical analyzer FLEX
1
, and a 

terminology database built through an ontology (hand-made), 

with the terms used in each part of the subject and the 

platform Wordnet Similarities
2
 [6]. 

 

3 Query Analysis Module 

The query analysis module is in charge of selecting and 

analyse those keywords that may appear in the question 

proposed by the user. It is responsible as well of produce a 

suitable answer, and is composed of other four sub-modules: 

bad words, welcome, general information and complex answer 

(in fig.3 represented as answer algorithm by means of FLEX 

morphological analyzer). 

When a question is proposed, the system runs the different 

modules to chain a suitable answer according to the input 

words. In this way, the first module that evaluates the query is 

the bad words’ one, because if it is found one of these words, 

the question will be rejected and the student will be warmed to 

be polite or he will be kicked out of the system.  

This algorithm detects if there are any bad words within the 

input received. We have implemented a procedure that checks 

the query words against a database table with a complete list 

of these words. The result is as seen in figure 8, where the user 

proposes three questions with some of these words mixed in: 

                                                           
1
 http://www.gnu.org. 

2
 wn-similarity.sourceforge.net/. 

 

Fig. 8 Example of bad words output (grey text) 

 

If there are no bad words in the query, the input query will 

access the welcome module. This algorithm notices if the user 

is being nice or polite to it, separating the technical query (if 

one exists) from the welcoming greeting. In this case the 

answer will be a composition of answers. As in the previous 

case, the number of times that the user says hello to the bot is 

controlled, in order to focus the conversation. If the user 

repeats a greeting message many times, the system will 

encourage him to ask more specific questions, without being 

expelled in this case, as seen in the following figure:  

 

Fig. 9 Example of welcoming output (grey text) 

 

One of the more frequent uses of a chatbot is to answer FAQs. 

We have included a set (through the database) of questions 

related to the subject such as the day of the exam, the hour, 

class, name of the professors and contact information, and 

many other useful pieces of information. 

This third module, is entirely written in Php, and by matching 

the query keywords against those stored in the database is able 

to answer a wide range of questions proposed in a different 

way. This algorithm also evaluates the question pronouns, like 

how, what, when, etc., for instance, if the user begins his 
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question with ‘when’, the system will know that he is asking 

for time. Added to the textual answer, in some cases the 

system has additional stored information, like schedules, etc. 

so this information will be displayed along with the answer in 

a new window: 

 

Fig. 10 Example of general information output  

If the query is more specific and related to the subject’s 

lessons, then it will be processed by a lexical analyzer, 

composed of an automaton which will process the input 

through a set of states. 

 

4 Query Analysis Module 

This module is the most important one. Is the one that makes a 

difference with other chatbots. The query analysis algorithm 

was developed using the morphological analyzer FLEX plus 

the C programming language. This program is able to detect 

and locate certain lexical patterns within a text by means of an 

automaton. 

For our specific purpose, this automaton is composed of six 

states which will be able to recognize: 

 Concepts related to the studied subject 

 Terms and keywords specifying what the user wants to 

know about those concepts (like definitions, how it 

works, and so on). 

 Interrogative pronouns. 

 Words and expressions commonly used to quit the 

system or say goodbye. 

 Words and expressions used to express gratitude. 

 Clauses used to lead the conversation in a friendly way. 

The automaton created in FLEX has a [Pattern]-[Action] 

structure, so if the automaton detects any of the defined 

patterns, the associated action, written in C code, will be 

dispatched. 

The defined states control the structure of the input query, so 

in the first place an interrogative pronoun should appear, 

followed by a word or set of words which will determine what 

the user wants to know specifically about a concept related 

with the subject, followed by a concept related with the 

subject. The query “What is a token?” follows this structure, 

but not all queries have to, for example “How does a lexical 

analyzer work?” where the concept related to the subject is 

not at the end of the query. To take these problems into 

account, we have created six states which control the possible 

structures of a query.  

In order to ascertain the answer to the proposed question, we 

have classified the types of questions on the basis of their type 

and priority: 

 Low priority: those not related with the subject’s 

contents. 

 High priority: those containing keywords or relevant 

patterns.  

 Guiding questions: when there is not a clear answer to 

the proposed question, the system will answer back 

with another question to check if the prediction was 

correct. Otherwise it will encourage the student to 

propose the question in a different way. 

This way, if the input is correct, the algorithm will recognize 

the type of question and a set of keywords, and will look up 

the related information in the database . 

The database algorithm will compare the type of question first, 

and with the possible results will match the input keywords 

with those contained in each record. The ‘priority’ of the 

matches will be taken; so many times a record that has two 

keywords with high priority matched will be selected instead 

of another with three keywords with lower priority. To do so, 

we have used a scoring system. The record that after the 

matching obtains the highest number of points is selected and 

its answer displayed. If this record has addition information 

associated, it will be displayed as well, as in the following 

example, where the user asks “What is a token?” and the bot 

gives him the definition along with the slide that contains 

more information related: 
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Fig. 11 Example of general information output  

Many times the users are not specific with their questions, so 

the system will try to guess what they mean to say. The 

prediction algorithm is in charge of this part. The function of 

this process is to add flexibility and realism to the 

communication. So we have implemented the following 

considerations: 

 Create the illusion of listening by introducing substrings 

of the input query in the answer. 

 Admit its ignorance about certain issues. 

 Control the date (if it is close to the exam date) to offer 

review exercises, for example, or make comments 

about how late it is, or say “Good night” when 

leaving the system. 

 Redirect the conversation when the user asks for 

questions which have little or nothing to do with the 

subject. 

 Introduce friendly substring in the answer like “friend”, 

“colleague”, “dude”, etc. 

 Calculate the length of the conversation, and if it is too 

short, encourage him to solve more problems. 

5 Conclusions 

This work proposes a new version of a virtual agent adapted to 

a student profile to help and guide him in the study of a given 

subject. 

As future work, we are implementing this prototype in a real 

environment to evaluate how useful it is for a student and if it 

can be improved to make the study process easier. So that we 

would like to obtain data related to use statistics to have a real 

vision of the student’s use. 
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Abstract— Although the topic of atmospheric aerosols is not
a well known by general population and it is only well know
by experts, their effects could increase the consequences of
climate change Moreover, the mechanisms of atmospheric
aerosol formation and their evolution are not well estab-
lished nowadays. An application of Zadeh’s prototype theory
in the knowledge discovery process is presented in this
paper, and as a practical example, a method for classifying
and analyzing data collected in a meteorological station
is defined. This classification and analysis will allow to
study and consequently to improve both our knowledge of
mechanism of atmospheric aerosol formation and improve
current atmospheric models
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1. Introduction
Atmospheric aerosols have been studied for decades but

they are still a not well understood phenomenon. In fact,
according to the inform written by the expert commission
of IPPC [1] the highest uncertainties in understanding cli-
mate change are associated with atmospheric aerosols. As a
consequence our climate change predictions are limited.

Some aerosols, for example black carbon and mineral dust
with high content in iron, they behave in a similar way to
greenhouse gasses, being able to increase global warming.
In contrast, other type of aerosols can reflect and/or disperse
sun light, producing a decrease of the amount of energy
that reach Earth’s surface and consequently producing a
cooling effect. Additionally, the smog in large polluted cities
is caused because these particles disperse light.

At high concentrations, aerosols are dangerous pollutants
for our health. It is thought that the exposition at high
concentrations of aerosols during short periods of time doe
not produce important effect in human being. However, at the
long term, they can impact cardiopulmonary health, increase
mortality and they reduce life expectancy [2].

Aerosols can be directly emitted to the atmosphere (pri-
mary aerosols) or they can be produced though photooxida-
tion reactions in the atmosphere itself (secondary aerosols)
from other pollutants. The mechanisms of the formation of
these secondary atmospheric aerosol are not well established
even when extensive measurements campaigns and long-
term measurements have been taken to try to improve our

understanding of this phenomenon [3]. From these studies
it has been concluded that Regional new particle formation
(RPNF) appears with great regularity during the day time
and very rarely, if ever, during the night. In order to observe
particle formation and subsequent growth up to 100 nm the
air masses have to remain the same for a long time (up to
12h). For this reason one can analyze the continuous data a
day at a time and classify days as RNPF event days and
non-event days. To understand the factors that contribute
to have RNPF even days and not-event days can help us
to understand the mechanism of particle formation. Con-
sequently, it is necessary to develop techniques to classify
the current continuous datasets that allows us to correlate
this information with different meteorological and chemical
factors.

There are several previous works about classification
methods for continuous datasets of aerosol measurements
[4], [5]. Previous work includes the manual classification
method developed by [6], based on visual observations and
group decision making, and automatic methods like the de-
veloped by [7]. However, these models are not as successful
for every station, because there are different environmental
factors and/or differences in the amount of pollution between
the measurement stations, moreover during the measurement
period, there were some missing/bad quality data.

In consequence, there is a need of new computational
methods that allow getting an automatic classification of
continuous datasets of particle size distributions that get over
the inconvenience of previous methods. Soft Computing [8]
represents a synergy between fuzzy systems, machine learn-
ing and evolutionary computation, aimed at understanding
and modeling complex phenomena and searching solutions
to hard problems that can be, moreover, ill defined. Soft
computing is also developing special methods that are very
powerful even in solution of classical problems. This work is
mainly focused on applications of fuzzy logic and machine
learning algorithms to solve the problem of nucleation events
detection classification that cannot be easily solved using
other, conventional approaches.

The rest of this extended abstract is organized as follows:
Section 2 highlights the previous research in the related area
and Section 3 describe the methodology used for knowledge
discovery and classification used to solve this problem.
Finally, we offer concluding remarks and describe future
directions of our research work.
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2. Related Work

Atmospheric aerosol particle formation is frequently ob-
served throughout the atmosphere, but the mechanism of
aerosol formation is not well known yet. The climatic
importance of newly formed aerosols propels the scientific
community to explain the nucleation events discovering the
factors that initiating nucleation.

Most studies on ambient nucleation events have investi-
gated only physical or chemical mechanisms of nucleation
and have been based on only a pre-established set of
parameters. Moreover, the classification of days is carried
out manually, by visual inspection, and determined by the
judgment of the panel of researchers [6]. This method is very
powerful but the decisions made by a panel of experts can
appear to be arbitrary and highly variable, with no obvious
explanation for other research groups.

To address this problem, some works introduce statistical
and data mining methods to explain new particle formation.
In [4] the data extracted from Hyytiäalä station in Finland
is analyzed using clustering and classification methods. They
infer that there are two key parameters, relative humidity
and preexisting aerosol particle surface (condensation sink),
capable in explaining 88% of the nucleation events; but this
model had some difficulties in separating non-event days
from unclassified days. In order to solve this problem [7]
develop and new automatic classification method based in
techniques of computational intelligence like self-organizing
map (SOM) and decision tree to solve this problem over
the same dataset. With this method a strict and bivalent
classification is obtained between “days with events” and
“days without events” without any distinction more complex
for example considering the intensity of the nucleation
events, time during the day when nucleation events happen,
etc. At the same time, it has a large percentage of days
without classification that needs to be reduced to get optimal
results. Moreover, the proposed models are not as successful
for data recorded in different stations which may be due
to different environmental factors and/or differences in the
amount of pollution between the measurement stations.

In [5] Discriminant Analysis (DA) with non-parametric
Epanechnikov kernel is used to find factors that classify the
days as nucleation “event days” or “nonevent days”. They
used two different methods to test the good-ness of fit of the
models: resubstitution, where the computed model is fitted
to the same dataset from which it was estimated, and cross-
validation, where the model is fitted to a different dataset
than the one used in the estimation. The model still explained
almost 88% of the events in resubstitution but it also gave
a large number of false events (i.e. predict a nonevent day
to be an event day), which increased the total classification
error to 22%.

3. Fuzzy Prototypical Knowledge Dis-
covery Process

The Fuzzy Prototypical Knowledge Discovery [9] (FPKD)
is an extension of the classic KDD [10] process that presents
as novelties the incorporation of knowledge in different
points by means of the user or the expert decisions and
a result prepared to generate some conceptual prototypes
called Fuzzy Deformable Prototypes, based on the idea of
Fuzzy Prototypical Categories.

Fuzzy Deformable Prototypes (FDP) [9] is a technique
of knowledge representation based on Zadeh’s Prototypes
Theory [11]. Zadeh’s idea suggests a concept that encom-
passes a set of prototypes, which represent the high, medium
or low compatibility of the samples with the concept. Also
FDP is based on the approach Deformable Prototypes of
Bremermann [12], in order to deform the most similar
prototypes to a new case until describe it completely.

The use of fuzzy logic let us get these results in a more
understandable and useful way for their later use in the
classification process. We can evaluate new elements from
such prototypes, establish predictions for real situations and
also make decisions from these predictions. Some other tech-
niques, such as fuzzy clustering and aggregation functions,
are also used, making easier the generation of structured,
significant and easily updatable models.

The stages of the FPKD process applied to nucleation
events classification are described in the following subsec-
tions (see also the top part of figure 1):

Fig. 1: Fuzzy Prototypical Knowledge Discovery Process
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3.1 Selection
The measurements used in this study were performed from

1996 to 2003 at the SMEAR II station which is situated
in Hyytiäalä a Forestry Field Station of the University
of Helsinki between Tampere and Jyväaskylä in southern
Finland. Aerosol size distribution was measured at a lower-
(3-10 nm) and upper-size range (10-500 nm) every 10 min.
This data has been widely used in the literature [4], [7]

3.2 Pre-processing
The aerosol-particle-size distributions are measured using

some specific instrumentation [13]. Several issues may affect
the accuracy of data collected from this instrument. The
“noise” that is due to measurement error can mask changes
that may, in fact, affect the classification results.

Filters are mainly used for removing noise from data
specifically in a bi-dimensional distribution of data (either
high and low values, smoothing, detecting edges, etc.). In
this case we have used the median filter with a filter window
of 3×3 size. This filter has two main advantages over other
filters:
• The median is a more robust average than the mean and

so a single very unrepresentative value in a neighbor-
hood will not affect the median value significantly.

• The median filter does not create new unrealistic val-
ues when the filter straddles an “edge” in a 2D data
distribution.

3.3 Transformation
In this step, it is necessary reduce the number of features

used to represent the problem space. In this case, the
data source includes 144 measures x 38 different sizes for
each day, i.e., a day consists on a total amount of 5472
values. Many of theses values are not significant for the
classification process.

According to Dalmaso [6] only the values related to par-
ticles with size below 25nm are useful to detect nucleation
events. Also, nucleation events occur in a narrow window of
time (from 1 to 3 hours), therefore, we can extract from each
day the window of time with a maximum particles intensity
(maximum amount of particles in a window of time), or with
the highest growth in number of particles, called differential
intensity. Using only a window of time it’s not possible to
distinguish between days with several nucleation events and
days with only one event, i.e., the day is always represented
by the most intense nucleation event in the day (a 12 x 11
matrix)

The next step is to normalize the data. Before running
data mining algorithms, it is beneficial to rescale each
feature dimension of the observation set with whitening.
Each feature is divided by its standard deviation across
all observations to give it unit variance. In this case, the
normalization process avoid too distinguish between days
with intense events and days with normal events.

The transformed dataset can then be used for nucleation
events classification using data mining algorithms.

3.4 Data Mining
Clustering methods attempt to find natural groups of data,

according to the similarities among the samples. Typically
the “similarity” concept is defined as the distance between
a data matrix (xij) and the cluster prototype (center). In
this work, each vector consists of the measures values for
each day obtained in the previous process, and a clustering
process is carried out in order to find relationships among
the days and to extract prototypes. The characteristics of
this prototypes are not known beforehand; they are chosen
randomly and updated at the same time as the partitioning
of the data is made. In crisp clustering, when a data partition
is build, a single sample (xij) belongs to only one cluster.
The fuzzy clustering extends this notion to express the
membership degree of an observation (matrix xij) to all
classes. Fuzzy clustering methods estimate the membership
degree (or adequacy), mi ∈ [0, 1] of each data point i to a
cluster (or class) j.

A well defined and known fuzzy clustering algorithm is
the Fuzzy C-means [14]. Fuzzy c-means algorithm applies
two procedures for the determination of the cluster centers
and for the assignment of the data points to these centers
using the Euclidean distance. This process is repeated it-
eratively till the centers are stabilized. When the iteration
cycles are terminated the fuzzy clustering algorithm outputs
a matrix of final cluster centers where each row provides the
center matrix and final fuzzy partition matrix and values of
objective function for each iteration. The clustering process
stops when the objective function improvement between
two consecutive iterations is less than the minimum amount
of improvement specified, with the accuracy off 0.99. The
cluster centers are used for the determination of its cor-
responding linguistic which of course describes the proper
classification of a day (Event, No Event, Undefined).

3.5 Knowledge Representation
The goal of this step is to represent the prototypes. Every

cluster represents a day prototype extracted from the data and
each prototype is described by a fuzzy deformable prototype
[9] that finally will be represented by a type 1 fuzzy set
(Fig. 2). The established classification scheme labels a day
as a particle-formation event, a nonevent, or, if ambiguous,
undefined. Therefore, we consider three possible prototypes.

3.6 Classification
Days measures are classified by maximum membership

method. The partition matrix and the fuzzy numbers give
the extent to which each day belongs to different prototypes.
From the partition matrix, the optimal cluster to which the
day maximum belongs to is selected. For each day, the row
number of largest element in each column of the partition
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Fig. 2: Fuzzy Numbers. (U) Undefined, (N) No Event, (E)
Event

matrix is found and the day is assigned the cluster center
value, corresponding to that row. In this way, a X value is
obtained, and from X , we obtain the degrees of membership
to the prototypes represented by means of the fuzzy numbers.
The definition of the prototype with the highest value of
membership will be chosen as the most suitable for the
analyzed day.

4. Experiment
In this section, the performance of the proposed classi-

fication method is evaluated in terms of the classification
accuracy.

To assess the usability of this approach a software proto-
type, named ANuCla (Automatic Nucleation Classification),
has been developed in Python1. The tool provides an in-
terface in order to monitor the whole knowledge discovery
process. Once preprocessed the data is stored in a SQLite
database2. A screenshot of the software tool and its compo-
nentes is shown in Fig. 3.

Fig. 3: Screenshot of the software tool

1http://www.python.org/
2http://www.sqlite.org/

4.1 Data Set
Measurements used in this work were performed during

the years 1996-2006 at the SMEAR II station, which is
located in the Hyytiäalä Forestry Field Station of the
University of Helsinki in southern Finland [13]. The core
of the dataset used in this study are the total particle
size distributions measured and the charged particle size
distribution normalized according to its size ( dN

dlogDp
, cm−3).

The undefined values (NaN ) have been converted to 0.0.
During the measurement period the measurements with the
instruments were continuous, therefore, the raw datasets
obtained display very sparse time series, several years of
measurements every 10 min, with a large number of missing
values and classes that are partially unbalanced (see Table
1).

Table 1: Data Set Features
Category Number of Elements
With Events 973
Without Events 1477
Undefined 1557
Total 4007
No Data 58
Bad Data 235
Partially Bad 98

4.2 Perfomance Measures
As performance measures, we followed the standard def-

inition of recall, precision, and F measure (the harmonic
mean between precision and recall) [15]. For the evaluation
of performance average across categories, we used the
micro-averaging method.

Before formalizing these concepts we need to introduce
the following notations. Given a set of categories ∆ =
{ζ1, . . . , ζn} and a set of days D = {d1, . . . , dm} to be
classified, we denote the set formed by the days di ∈ D
classified as pertaining to a category ζ ∈ ∆ by Cζ . Also,
we denote the set of days di ∈ D assigned by an expert to the
category ζ ∈ ∆ as Eζ . Then, the precision (Pζ), recall (Rζ)
and their F measure (Fζ), w.r.t. a category ζ, are calculated
by the following formulas.

Pζ =
|Cζ

⋂
Eζ |

|Cζ |
(1) Rζ =

|Cζ
⋂
Eζ |

|Eζ |
(2)

Fζ =
2 ∗ Pζ ∗Rζ
Pζ +Rζ

(3)

Observe that for a set S, as usual, |S| denotes the cardinality
of S. Therefore, |Cζ | denotes the number of days which are
classified as corresponding to category ζ by the classifier;
analogously, |Eζ | denotes the number of days whose as-
signed category is ζ, according to an expert pronouncement,
and |Cζ

⋂
Eζ | is the number of days which are correctly

classified as pertaining to a category ζ by the classification
method.
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These preceding concepts can be generalized to a set of
categories ∆. In this case, the precision (P ), recall (R) and
their F measure (F ) w.r.t. ∆ are calculated by the following
formulas.

P =

∑
ζ∈∆ |Cζ

⋂
Eζ |∑

ζ∈∆ |Cζ |
(4)

R =

∑
ζ∈∆ |Cζ

⋂
Eζ |∑

ζ∈∆ |Eζ |
(5)

F =
2 ∗ P ∗R
P +R

(6)

4.3 Results
Considering all the data over the performance of the

proposed methods was 78% of F-Measure. Therefore, we can
conclude the method performed well compared to traditional
classification method (see Table 2 and Table 3) and similar
than the self-organizing maps based approach proposed in
[7]. As is in [7] occurs, the biggest disagreement between
methods was found in the class of undefined days. This class
is actually a merge of undefined days and outlier days, and
there are not feature to describe this class.

Table 2: New Classification compared to the Manual Method
Manual

Proposal Events Non event Undefined
Events 83% 6% 4%
Non event 10% 79% 21%
Undefined 7% 17% 75%

Table 3: Precision, Recall and F-Measure Results
Categories Precision Recall F-Measure
Events 89% 83% 86%
Non event 71% 77% 74%
Undefined 76% 75% 75%

5. Conclusions and Future Work
In this article an application of Fuzzy Prototypical Knowl-

edge Discovery for nucleation events classification clustering
has been presented. The proposed fuzzy method showed
to be an effective alternative to manual nucleation event
classification. However there is drawback in this proposal
when it is necessary to distinguish between days with
more than a nucleation event, or between days with intense
nucleation events. In the future we plan to use Gaussian
fitting algorithms for feature reduction in order to improve
the day representation.

Future investigations and experiments should consider the
applications of this classification method on data provided
from other meteorologic stations.
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Abstract — The focus of this paper is aimed towards the 
field of the recommender systems. It will strive to propose 
a combination of some of the methods used to calculate the 
similarity among users adding some variations and 
tendency analysis. The final aim is to obtain more efficient 
similarity calculations and thus more accurate 
recommendations provided to the user. We have tested 
these methods in a personal recommender system of sport 
trips that we have developed. This system recommends the 
best matching offers to the user based on his 
characteristics and search preferences. 
 
 

Keywords: Fuzzy Logic, Correction factor, Similarity matrix, 
Fuzzy similarity degree 

I.  INTRODUCTION 
Ever since a new way of communication through the Internet 
appeared with the so-known social networks such as facebook, 
twitter and others, the usage of user profile based information 
has expanded widely. This type of information marked a 
turning point in different fields. It has been used to help 
prediction or decision systems to make predictions, 
recommender systems (such as Netflix or Pandora) to provide 
more accurate results to the users searches by means of 
analyzing not only the tendencies of the user searching, but 
also of similar users. Additionally it has been used as the basis 
to run different types of analysis and surveys by clustering and 
classifying the users by their similarity using some other 
clustering algorithms. 
This type of information may vary completely among different 
applications due to the need of the specific pieces of 
information that each application needs. Despite the 
differences of the information, the calculation of the similarity 
has been done by different methods from the Jaccard index, 
the cosine-based similarity over expert systems [2] to 
frameworks that calculate the similarity of users using their 
location, like the socialmatching framework of Terveen et al. 
[1]. 
The idea that is to be shown in this paper expanded from the 
developing of a personal recommender system of sport trips. 
This idea occurred to us when facing the problem of 

calculating fuzzy similarities using already fuzzy 
characteristics of the users. The basic method corresponds to a 
variation of the Jaccard coefficient. 
This recommender system bases its functionality on both, the 
information the user has provided the system explicitly such 
his age, sport mastership, etc. and the information the system 
creates with every use of itself. This means that the system 
that is being developed is a hybrid recommender system [3]. 
The pieces of information on which this system bases its 
functionality are the age, the number of sports the user likes, 
the budget the user wants to spend on a round trip to practice 
the selected sport, as well as the past tendencies the user 
registered while using the system and the distance. 
The distance factor that has been used throughout the 
developing of the application is the so-called haversine 
distance, which could be interpreted as the distance between 
two points on a spherical surface. 
 

 
Figure 1: Haversine distance between two points 
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The calculation of this value incurs in the use of the 
coordinates of the user’s location (latitude and longitude) as 
well as spherical trigonometry by using the following formula: 
[4] 
 

 
Equation 1: Haversine formula to calculate the spherical distance 

 

II. USER REPRESENTATION BASICS 
Some of the methods named above, such as the Jaccard index 
or the cosine-based distance, treat all this information in 
Euclidian form, meaning that each piece of information 
might be taken out of its general meaning and use it to locate 
it in coordinated system of n dimensions, where n is the 
number of properties the system needs the user to declare. 
Thus the user would be represented as a point in the 
corresponding Euclidian space. For instance, in Figure 2, the 
user A has been represented as a point in a 2 dimensional 
space with the coordinates (Xa,Ya). 
 

 
Figure 2: 2-dimension representation of a user. 

 
If there is more than just one point in the Euclidian space it is 
possible to calculate the vector that links both of these points, 
and also the length of the vector, which is known as the 
modulo. This is represented in Figure 3, where the red arrow 
stands for the vector that unites both of the users.  
 

III.  USER SIMILARITY ALGORITHM 
Using the basis of the user representation in an Euclidian space 
of 5 dimensions, one for each characteristic, the users are 
represented, thereafter it is possible to calculate the vector-
distance among them, as well as the cosine-based distance.  
However, as each one of the characteristics of the user are 
typed differently, they all have to be categorized between the 
values 0 and 1 to be able to determine via a more standard and 
objective method how similar or dissimilar the two users, just 

as in fuzzy sets, where 1 stands for sets that are completely 
similar and 0 for dissimilar sets. 
Once the differentiation vector has been calculated using the 
basic vector calculation and categorizing all of the coordinates 
within the values 0 and 1, the final similarity degree is 
calculated. To categorize each coordinate, the maximum value 
has to be set depending on the variable magnitude. 
In this case, the basic idea to calculate it has been taken from 
the Jaccard index. To obtain the Jaccard similarity index, the 
number of sets both elements have in common is divided by 
the total number of sets that result from the union of both 
elements. This can be translated by the formula: 
 

 
Equation 2: Jaccard similarity index 

Taking this idea as a starting point the final degree is 
calculated. The difference between the Jaccard index and the 
method that has been used, is that the two elements that are to 
be analyzed are similar in all the different sets but in in 
different degrees thus being fuzzy.Whereas, on the other hand, 
the Jaccard distance calculates the similarity over binary sets 
where the elements are similar or not. 
So taking this into consideration, the method to calculate the 
final simililarity degree would have been a simple average 
calculus that would always result in the value 1. This is why, 
some alterations have been proposed to calculate this value. 
To finally be able to retrive this derived information from the 
users, a weighed average is used to alter the weight of each 
one of the characteristics of the differentiation vector in the 
final result of the similarity degree in the system. The final 
calculation would be then obtained using the following 
formula: 
 

 
Equation 3: Final similarity degree formula 

 
These weights or correction factors have a minimum value of 
0 and a maximum value of 1 and can be set as default and use 
always the same or use predictive methods such as neural 
networks to estimate the best values for each of the different 
characteristics. They can also be categorized depending on the 
uncategorized value of the coordinates of the vector. 
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Figure 3: Vector between two users. 

 
This is the basic algorithm to calculate the final similarity 
degree the algorithm calculates the upper triangle of the 
similarity matrix.  
This value is used afterwards to add more efficiency in the 
recommendations of the system to the user. 
 

III. CORRECTION FACTOR OPTIMIZATION 
As described above, the similarity degree between users is 
calculated using a weighed value or correction factor to 
determine how important a characteristic is in the current state 
of the system. These factors can be used as an invariable 
default value. However this approach may lead to default 
ratings over time instead of being able to improve the result 
efficiency as time goes by.  
These factors can be adapted to each one of the characteristics 
while calculating how important these factors are towards the 
similarity of every pair of users and the characteristic that is 
being altered. 
The following algorithm will explain how this approach may 
be implemented in a system. 
 
Step 1: Calculate the similarity degree as described above 
with the default value set for the system. In this case we use as 
the default correction factor the value 1. 
Step 2: Now it is time to calculate the new correction factor to 
optimize the similarity degree calculation by averaging each 
one of the characteristics by user’s average similarity in them 
(we will call this value Rogue Correction Factor (RCF)).  
The average will be calculated considering the previous 
similarity degree and the uncategorized similarities in each of 
the characteristics for each user towards the others and the 
average uncategorized similarity of that user towards the rest 
in the characteristic that is being evaluated. This means that, in 
the end, the new correction factor will be calculated for each 
pair of two users, and the formula will be like: 
 

 
 

Equation 4: Category fuzzy value calculation 

 
Step 3: After completing step 2, there will be a rogue 
correction factor for each user in each characteristic because 
every user has different similarity values towards the rest of 
users each characteristic. 
Due to the fact that the correction factors that will be applied 
to calculate the updated similarity degree between two users 
have to be symmetric, (meaning that it has to be the same to 
calculate the similarity degree between usera and userb and 
vice versa), the final correction factors are obtained by 
averaging the rogue factors of the users in question for each 
characteristic. 
 

 
 

Equation 5: Final Correction Factor calculation 

Step 4: After the final correction factor matrixes have been 
calculated, the new similarity degree is calculated in the same 
way it was calculated the first time. However now the 
correction factor over each characteristic may vary for each 
pair of users, adapting the fuzzy degree of similarity for each 
user. 
 

IV. PRESENTATION OF THE EXAMPLE 
In this paper, we are going to show how this algorithm works 
calculating the similarity degree among 5 different users. The 
description of the different characteristics that are going to be 
used goes as follows: 
 

• Latitude and longitude: used to calculate the position 
of a person on the Earth’s surface, and also to 
calculate the distance to other users. To categorize 
afterwards the values, the maximum value that is 
used is the distance between two antipodes. 

• Age: this characteristic is taken into account because 
the older the user is the bigger its budget may be. 
Here the maximum difference in age will be 40 years. 

• Budget: even though this characteristic is somehow 
already considered when considering the age, it is 
used to add more differentiation to users of similar 
age. The maximum value for this characteristic is 
more subjective regarding the average ages of the 
users and depending on to whom the application is 
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targeted. In this case we used as the maximum value 
1500 €. 

• Number of sports: that the user likes/practices. Here 
the maximum value is the maximum number of 
sports the application gives recommendations for 
minus 1. Thus he value will be 8. 

• Past tendencies: referring to the number of times the 
user has accepted an offer of this system, being the 
maximum value the number of times the user that has 
used the system the most. This value is expected to 
vary along with the use of the system. However in 
this case we will use as the maximum value 5. 

 
The different user’s values on each and every one of these 
characteristics are: 
 

 Lat Long Age Budg Sprt Tnd 
Usr1 40.4537 -3.8062 22 360 3 5 
Usr2 41.3850 2.17340 22 500 2 0 
Usr3 43.3621 -8.40916 35 900 4 3 
Usr4 37.3880 -5.98233 30 760 3 4 
Usr5 40,4207 -3.68817 43 900 1 2 

Table 1: User description 

V. EXAMPLE DEVELOPMENT 
First of all, it is necessary to calculate the basic similarity 
degree among the users in the fashion described above in Step 
1. Obtaining the results showed in Table 2. 

 
 User 1 User 2 User 3 User 4 User 5 

User 1 1 0,7512 0,7530 0,8628 0,6529 
User 2  1 0,7027 0,0732 0,7316 
User 3   1 0,8844 0,8399 
User 4    1 0,7824 
User 5     1 

Table 2: Basic user similarity degrees 

Once the basic fuzzy degrees have been calculated, it is 
possible to calculate the rogue correction factors for each user 
and characteristic, as shown in Step 2. In this example, we 
will present how it is done only for a user in a characteristic 
(the distance) and then show the results of the remaining 
characteristics: 
 

 
 

Equation 6: Rogue correction factor calculation for user 1 in the 
distance characteristic 

 
 
 
 
 
 

The remaining results are shown in the following table: 
 

 Dist Age Budget Sports Tend 
User 1 0,7819 0,7239 0,7466 0,7025 0,7349 
User 2 0,5267 0,5973 0,5816 0,5923 0,5443 
User 3 0,7878 0,7709 0,7514 0,7946 0,7626 
User 4 0,5716 0,6494 0,6356 0,6306 0,4506 
User 5 0,7841 0,7296 0,6988 0,7652 0,7283 

Table 3: Rogue correction factors for each user and 
characteristic 

After these values have been calculated, it is possible to obtain 
the symmetric final correction factors by averaging the rogue 
values for each pair of users in every characteristic:, like in 
Step 3: 
 

Dist User 1 User 2 User 3 User 4 User 5 
User 1 0 0,6543 0,7848 0,6767 0,7830 
User 2  0 0,6573 0,5492 0,6554 
User 3   0 0,6797 0,7859 
User 4    0 0,6778 
User 5     0 

Table 4: Correction factor for the distance 

Age User 1 User 2 User 3 User 4 User 5 
User 1 0 0,6606 0,7474 0,6867 0,7267 
User 2  0 0,6841 0,6234 0,6634 
User 3   0 0,7102 0,7503 
User 4    0 0,6895 
User 5     0 

Table 5: Correction factor for the age 

Budget User 1 User 2 User 3 User 4 User 5 
User 1 0 0,6641 0,7490 0,6911 0,7227 
User 2  0 0,6665 0,6086 0,6402 
User 3   0 0,6935 0,7251 
User 4    0 0,6672 
User 5     0 

Table 6: Correction factor for the budget 

Sports User 1 User 2 User 3 User 4 User 5 
User 1 0 0,6474 0,7486 0,6666 0,7339 
User 2  0 0,6935 0,6115 0,6788 
User 3   0 0,7126 0,7799 
User 4    0 0,6979 
User 5     0 

Table 7: Correction factor for the sports 
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Tend. User 1 User 2 User 3 User 4 User 5 
User 1 0 0,6396 0,7488 0,5927 0,7316 
User 2  0 0,6535 0,4975 0,6363 
User 3   0 0,6066 0,7455 
User 4    0 0,5895 
User 5     0 

Table 8: Correction factor for the tendencies 

Finally, it is possible to calculate the final similarity degrees 
using this newly obtained information as the weights of each 
one of the characteristics and pair of users like: (Step 4) 
 

 
 

Equation 7: Final fuzzy degree calculation for the users 1 and 2 

 
In the end the final fuzzy similarity degrees will be as follows: 
 

 User 1 User 2 User 3 User 4 User 5 
User 1 1 0,7553 0,7542 0,8632 0,6580 
User 2 

 
1 0,7034 0,7483 0,7328 

User 3 
  

1 0,8861 0,8385 
User 4 

   
1 0,7863 

User 5 
    

1 
Table 9: Final fuzzy similarity degrees 

VI. CONCLUSIONS AND FURTHER WORK 
This approach has high computational requirements because 
it needs to calculate several different matrixes depending on 
how many different characteristics are being evaluated. After 
all the matrixes have been obtained they are then combined to 
obtain the final values for the correction factors, and 
afterwards the final fuzzy degree can be calculated. 
This is why in our system this procedure is done offline in 
batch mode to be able to give the most accurate results, and 

thus improve the recommendations over the searches of a 
user. 
To recommend the users regarding their characteristics we 
calculated the similarity of a user to the different offers that 
have been generated and the tendencies of users similar to 
him, ranking the results in the very end in descending order 
of similarity. 
However this approach may be implemented in any user-
profile based recommender system to improve the 
recommendations that are not only based on the user 
characteristics but also on the tendencies of similar users to 
him. 
This approach could also be modified to add clustering 
algorithms, such as spectral clusters [8], to classify the users 
first, and then calculate the average similarities between the 
clusters and take that similarity degree into consideration 
when obtaining the Rogue Correction Factors and the final 
fuzzy degrees. 
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Abstract - The developments in computer networks in recent 

days such as the internet have increased rapidly. Connections 

of these networks necessitate resources in order to send their 

data to their prospective destinations. Further, the 

connections require high speed router buffers which they 

route data in high speed. Congestion is one of the main issues 

that occur at the router buffer cause deterioration of the 

network performance, i.e. increasing average waiting time, 

decreasing throughput, etc. Gentle Random Early Detection 

(GRED) is one of the known congestion control algorithms 

proposed to detect congestion before the router buffer 

overflows. In fact, GRED improves the setting of the 

parameters for the maximum threshold position 

( thresholdmax ) at the router buffer and the maximum value 

for the packet dropping probability ( maxD ). This paper 

presents an Adaptive GRED algorithm that detects congestion 

at router buffers in an preliminary stage, and enhances the 

parameters setting of the thresholdmax  and the maxD . 

During congestion, the simulation results reveal that the 

Adaptive GRED drops fewer packets than GRED, and it 

marginally offers better performance results than either 

GRED or BLUE-Linear analytical model with regard to mean 

queue length and average queuing delay when heavy 

congestion is existed.  

Keywords: Congestion Control, Gentle Random Early 

Detection (GRED), Adaptive GRED, Parameter Settings. 

 

1. Introduction 
 

With the rapid growth of computer network technologies, 

especially internet, congestion becomes one of the main 

issues that may affect the network’s performance [13, 14]. 

Congestion occurs at router buffers of networks when the 

amount of arriving packets is larger than the available 

resources [12]. This can cause poor performance for computer 

networks [7] including the following: 

 Increasing both the   ( mql) and the ( D ) for packets. 

 Degrading the amount of packet that are passed 

through the router buffer successfully ( T ). 

 Growing the LP  result. 

 Increasing the packet dropping probability ( pD )  

In order to improve the network performance, a group of 

congestion control algorithms called Active Queue 

Management (AQM) have been proposed [1, 2, 3, 4, 5, 6, 8, 

9, 10, 11]. Examples of AQM algorithms are Random Early 

Detection (RED) [9], Gentle RED [11], Adaptive RED [10], 

Random Early Marking (REM) [5], Dynamic Random Early 

Drop (DRED) [6] and some discrete-time queue analytical 

models [1, 2, 3, 4] which are built based on some of AQM 

methods. For instance, the analytical models of DRED, 

GRED and BLUE were built by analysing a single queue 

node using a discrete time queues approach [15].  

One of the most known AQM methods is RED. Though, the 

performance of RED may deteriorate in the following many 

situations. For example, at a certain time, the arrival rate 

could increase, and as a consequence the RED router buffer 

builds up and overflows. The congestion measure of RED 

( aql ) could be smaller than the minimum threshold position 

at the router buffer ( thresholdmin ). Consequently, no 

packets will be dropped even though the RED router buffer is 

overflowing. Another obstacles of RED is it’s dependency on 

the input setting ( thresholdmin , thresholdmax , queue 

weight ( qw),  maxD ) [9]. These parameters must set to 

certain values in order to derive a satisfactory performance [7, 

10]. One possible solution to preventing RED’s router buffer 

to build up quickly is to utilise the instantaneous queue length 

as a congestion detector rather than the aql . This gives the 

instantaneous queue length the opportunity to exceed the 

thresholdmin position, and to drop packets probabilistically 

before the router buffer overflows. DRED, BLUE and GRED 

algorithms are using the instantaneous queue length as a 

congestion detector.  GRED algorithm was proposed 

primarily to deal with the abovementioned limitations of 

RED. Precisely, GRED improves the process of setting the 

thresholdmax and the maxD  parameters, and stabilises the 

aql  at a position named aqlT . The aqlT  position is half way 

from the thresholdmin and thresholdmax locations. Thus 

preventing the router buffer from filling up and becoming 

larger than the thresholdmax position, and as a result fewer 

packets are dropped.  
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This paper presents some AQM algorithms such as GRED 

[11], Adaptive GRED [1] and BLUE-Linear analytical model 

[3] which aims to enhance the performance of GRED with 

reference to mql , D  and LP  performance measures 

particularly during congestion. Unlike GRED, the initD  value 

of the Adaptive GRED varies from maxD  to 0.5 as long as the 

aql  varies from thresholdmax to thresholddouble max , 

whereas the initD  value of GRED varies from maxD  to 1.0 as 

long as the aql  value varies from thresholdmax to 

thresholddouble max . This enables Adaptive GRED of 

providing further enhancements in setting the input 

parameters, e.g. thresholdmax and maxD .  

The organisation of this paper is as follows: Section 2 

presents the GRED algorithm and Adaptive GRED is 

introduced in Section 3. Section 4 presents the BLUE-Linear 

analytical model. The simulation information of GRED, 

Adaptive GRED and BLUE-Linear is provided in Section 5. 

Section 6 compares the performance evaluation results of 

GRED, Adaptive GRED and BLUE-Linear, and finally, 

conclusions and future work are given in Section 7. 

 

2. Gentle Random Early Detection (GRED) Algorithm 

 

GRED has been proposed in [11] to deal with some of RED’s 

issues [6, 10, 11] discussed in the previous section. The 

pseudocode of GRED is presented in Figure 1, and 

description (definition) of the parameters used in the 

pseudocode is defined as follows: 

Definition 1: timecurrent_ : the current time. 

Definition 2: timeidle_ : the beginning idle time at the router 

buffer. 

Definition 3: n : the number of packets transmitted to the 

router buffer through an idle interval time. 

Definition 4: C : a counter that represents the number of 

packets arrived at the router buffer and have not dropped 

since the last packet was dropped. 

Definition 5: pD : the packet dropping probability. 

Definition 6: initD : the initial packet dropping probability. 

Definition 7: neousq_instanta : the instantaneous queue 

length. 

Definition 8:
qw

: the queue weight. 

Definition 9: maxD : the maximum value of initD . 

Definition 10:  timeq : the linear function for the time. 

Definition 11: aqlT : target level for the aql . 

Definition 12: thresholddouble max is set to 

thresholdmax2 . 
Initialisation stage            

1C ; 

aql
 = 0.0; 

for every arriving packet at  a GRED router buffer:                    

2.1 Calculate the aql  for the arriving packet at the router buffer. 

2.2 Examine the queue status at the router buffer, e.g. empty or not. 

     i f  (the queue at the router buffer = = empty) 

         { 

           Compute n , where  timeidletimecurrentqn __  ; 

               nqlaql  qw-1  a  ; 

          } 

      else  

   neousq_instanta qw qw-1  a  qlaql ; 

             

Determining the congestion status at the router buffer: 

 thresholdaqlif min  

      { 

 0pD .0; // No packets have dropped 

           Set 1C ; 

      } 

 

 thresholdaqlaqlthresholdelseif max&&min   

     { 

         1CC ; 

                    calculate the pD  value for the arriving packet as  

                     follows: 

     
 

 thresholdthreshold

thresholdaqlD
Dinit

minmax

minmax




 ; 

    
 init

init
p

DC

D
D




1
; 

    drop arriving packet probabilistically in terms of its  pD  value; 

                     Set 0C ; 

                 } 

 thresholddoubleaqlaqlthresholdelseif max&&max 

      
    { 

         1CC ; 

     calculate the dropping probability 
 pD

for the arrival packet as  

                     follows: 
           

   
threshold

thresholdaqlD
DDinit

max

max1 max
max


 ; 

       
 init

init
p

DC

D
D




1
; 

Mark/drop arriving packet probabilistically in terms of its  pD  value; 

                     Set 0C ; 

                 } 

            else  //  thresholddoubleaqlif max  

                 {    

                     Mark/drop every arriving packet with 1pD ; 

                     Set 0C ; 

      } 

 
When the GRED router buffer becomes empty 

Set timecurrenttimeidle __  ; 

 

Figure 1: The pseudo code of GRED algorithm 
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Figure 1 shows that whenever a packet arrives at the router buffer, the 

aql  value is calculated as in RED [9], which it is given in the 

following equation:  

 

qwqqwaqlaql   ousinstantane_)1( ……. (1) 

 

If the aql  value is smaller than the thresholdmin position, no 

packets will be dropped, and the pD  value is set to zero.  On 

the other hand, if the aql  value is larger than or equal to 

thresholddouble max  position, a heavy congestion occurs, 

and subsequently every arriving packet will be dropped with 

pD =1. Finally, when the aql  value is between 

thresholdmin  and thresholddouble max  positions, a 

congestion occurs, and the router buffer drops the arriving 

packets probabilistically ( 10  pD ).  The result of initD   

varies between maxD  and 1 as long as the aql  value varies 

between thresholdmax  and thresholddouble max  positions 

[11]. This variance produces further tune to the parameter 

settings of thresholdmax  and maxD . The parameters of 

GRED, i.e. qw and thresholdmin  have been set as in RED.  

 

 3. Adaptive GRED Algorithm  

 

An adaptive GRED algorithm is proposed to improve the 

performance of GRED during congestion situations [1], i.e. 

deriving better quality results with reference to mql , D , and 

LP  performance measures. In addition, Adaptive GRED aims 

to enhance the parameter settings [1], e.g. thresholdmax and 

maxD , of GRED. The Adaptive GRED drops arriving packets 

incipiently during the congestion. The congestion measure of 

the Adaptive GRED is aql , and it’s  parameters are the 

similar to those of GRED. The calculation of the aql  in 

Adaptive GRED is also similar to that of GRED. Therefore, 

the Adaptive GRED decides whether to drop every arriving 

packet as in the GRED algorithm (see Figures 1 and 2).  

Figure 2 shows the pseudocode of the Adaptive GRED. 
1. Initialization stage            

1C ; 

aql
= 0.0; 

2. For every arriving packet at an Adaptive GRED router buffer:                    

2.1 Calculate the aql  for the arriving packet at an Adaptive 

GRED router buffer. 
2.2 Examine the queue status at the router buffer whether empty 

or not. 

     
i f

 (The queue at the Adaptive GRED router buffer = = 
empty) 

         { 

           Compute n , 

where  timeidletimecurrentqn __  ; 

               nqlaql  qw-1  a  ; 

          } 

      else  

   neousq_instanta qw qw-1  a  qlaql ; 

             

Determine a congestion status at the Adaptive GRED router 
buffer: 

 thresholdaqlif min  

      { 

 0pD .0; // No packets have dropped 

           Set 1C ; 
      } 

 

 thresholdaqlaqlthresholdelseif max&&min   

     { 

         1CC  

Calculate the pD  value for the arriving packet as               

follows: 

     

 
 thresholdthreshold

thresholdaqlD
Dinit

minmax

minmax




 ; 

     init

init
p

DC

D
D




1
; 

        Mark/drop arriving packet probabilistically in terms of its 

 pD  value; 

                     Set 0C ; 
                 } 

 thresholddoubleaqlaqlthresholdelseif max&&max 

      
    { 

         1CC ; 

Calculate the marking/dropping probability  pD for the arrival 

packet as Follows: 

       
 

 
 

threshold

thresholdaql
D

DDinit
max

max
2

1 max

max




 ; 

    

     init

init
p

DC

D
D




1
; 

Mark/drop arriving packet probabilistically in terms of its  pD  

value; 

                     Set 0C ; 

                 } 

            else // 
 thresholddoubleaqlif max

 

                 {    

                     Mark/drop every arriving packet with 1pD ; 

                     Set 0C ; 

      } 
 

When the Adaptive GRED router buffer becomes empty 

Set timecurrenttimeidle __  ; 

Figure 2: The pseudocode of Adaptive GRED method in 

detail. 
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The main difference between GRED and the Adaptive GRED 

is in calculating the initD  value. The way of computing initD  

in GRED is shown in Figure 1.  Whereas the Adaptive GRED 

computes the initD  according to the following equation: 

   
threshold

thresholdaqlD
DDinit

max

max

2

1 max
max





 ………………… (2) 

To clarify, when aql  value is between thresholdmax and 

thresholddoublemax  positions, the calculated initD  value of 

GRED varies from maxD  value to 1.0 as the aql  value varies 

from thresholdmax to thresholddouble max  position. 

However, in the Adaptive GRED, the  initD  value increases 

from maxD  value to 0.5 as long as the aql  value increases 

from thresholdmax to thresholddoublemax  position. This 

gives more improvements for the parameter settings of 

thresholdmax and  maxD  than those of GRED.  

Furthermore, the Adaptive GRED also offers better LP  

performance as well as slightly better performance of mql  

and D  than those of GRED when a high congestion has 

occurred. Lastly, the running time of the Adaptive GRED is 

the amount of time of all events. i.e. packet arrivals and 

departures. 

 

4. BLUE-Linear Analytical Model 

 

A discrete-time queue analytical model based on BLUE and 

discrete-time queues mechanism [15] is introduced in this 

section, which called BLUE-Linear analytical model [3]. This 

model aimed to identify congestion in an early stage, which 

means before the router buffer has overflowed [3]. BLUE-

Linear model uses queue length ( q l ) as a congestion 

measure, and it relies upon a single threshold ( th ) placed at 

the router buffer. When q l is less than or equal to th  value, 

no congestion is happened. Therefore, no packets are 

dropped. On the other hand, when q l value is above th  value, 

congestion is arisen, thus the value of packet arrival 

probability ( ) will be decreased linearly with aiming at 

controlling congestion, and also the packet dropping 

probability will be increased linearly from 0 to 






 

1

1



 i  as 

the q l increases from 1th  to K . The increasing of   

depends on the state of queue, and the following equation is 

used for computing   value at each queue state ( i ): 

 
 thK

thii



1

1
11


 , if thi  . i  depends on the 

queue state i . The following parameters are used in BLUE-

Linear model: 1  and i  denotes the packet arrival 

probability in a slot when the q l is less than or equal to thand 

larger than th  position at the router buffer, respectively.   is 

the packet departure probability in a slot. th ,is a particular 

position at the router buffer. K  is the finite capacity of the 

router buffer. The performance measures of BLUE-Linear 

model are provided as follows: 

Mean queue length: 

  
 

  
 

   
 






















  








 K

thi

i

thj i
j

th
th ithp

Pmql

1

1

1

1

2

1
01

1
11

1

11

1
1









, 

where 1j  and thj  .………………………………………………..………… (3) 

 

Throughput: 

 0

1

1 pT

K

i

i  


  Packets/slot……………………………….......…… (4) 

 

Average Queuing Delay: 

  
slots

T

pi

slots
T

P
slots

T

mql
D

K

i

i




 0
1 1

………………………… (5) 

 

Overflow Packet Loss Probability: 

  KL pP  1
……………………………………………………………….…..……………… (6) 

 

Packet Dropping Probability: 













 


1

1
1

1
K

thi

i
i

p pD




……………………………….………….….…………… (7) 
 

5. Simulation Information of GRED, Adaptive GRED and 

BLUE-Linear 

 

It has been assumed that   denotes the packet arrival 

probability at the router buffer in a fixed time unit called slot 

[15], and   denotes the probability of packet departure from 

the router buffer in a slot. The packet arrivals can be modeled 

using a Bernoulli process and packet departures can be 

modeled using a geometrically distribution. The 

geometrically distributed means 


1
  and 



1
 are used for the 

packet inter-arrival times and service times, respectively. 

BLUE-Linear is built and both GRED and Adaptive GRED 

are simulated based on discrete-time queue [4, 15] that uses a 

slot as a time unit. In each slot, packet arrival and/or 

departure may exist. The compared algorithms are simulated 

by applying them in a network consisting of a single router 

buffer node (see Figure 3), and also BLUE-Linear is built by 

analyzing this single router buffer node that shown in Figure 

4. Packet arrival and departure are implemented in a single 

mode. The scheduling mode is First Come First Served 

(FCFS). The GRED and the Adaptive GRED simulations are 

implemented in Java, on i7 processor machine with 1.66 GHz, 

and on 4 GB RAM. In the same environment the results of 

BLUE-Linear are computed. 
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           Figure 3: The single router buffer for GRED and Adaptive GRED. 

                                                    Linear decreasing       

                                                                 in 1           1  

                          

                                 Packet arrival      
                      th       

 

                  Packets queued in the router buffer.                                                                                                                               

Figure 4: The single queue node system for the BLUE-Linear model.                                              

                    

  6. Performance Evaluation Results  

 

This section compares GRED, Adaptive GRED and BLUE-

Linear with reference to different performance measures , e.g. 

( mql , T , D , LP  , pD ), in order to determine which 

algorithm offers better performance. The parameters of 

compared methods are similar and have been set as follows:  

 and   were set to [0.18-0.93] and 0.5 respectively aiming 

to create noncongestion (   ) and congestion (   ) 

situations. The maximum number of queue node rooms ( K ) 

is finite and equal to 20, and this number can should generate 

accurate performance measure results at small queue sizes. 

thresholdmin , thresholdmax , maxD  and qwhave been set 

to 3, 9, 0.1 and 0.002, respectively as in RED [9]. 

thresholddouble max  is set to 18 as in GRED [11]. th  was 

set to 126.0 K . In the simulation, a large number of slots 

have been used (2000000) in order to generate a warming-up 

period. The warming-up period ends when the system reaches 

a steady state. 

The performance measure results are evaluated by varying the 

values of  . Hence, the decision which method provides 

better performance is only given based on the values of  . 

After the system reaches the steady state, the evaluations of 

performance measures can be achieved. For each  , the 

simulations are run ten times in which in each run, the seed 

value for the random number generator is changed aiming to 

delete a prejudice in the performance measure results. Also, 

the performance measure result for each   represents the 

mean of ten run times for that value. All performance 

measure results versus   values are shown in Table 1 and 

Figures (5-6). Table 1 displays 
mql

, T  and  D  results of 

the GRED and the Adaptive GRED versus  . While the 

results of LP
 and pD

 versus   are illustrated in Figures 5 

and 6, respectively. 

Table 1 shows that the GRED and the Adaptive GRED give 

similar 
mql

, T  and  D  results when no or light congestion 

(
 

) is occurring. Also, specifically, when   value is 

less than 0.48, 
mql

 and  D results of GRED and Adaptive 

GRED are somewhat smaller than those of BLUE-Linear 

analytical model, therefore, their results are somewhat better 

than those of BLUE-Linear.  On the other hand, if heavy 

congestion occurs (
 

), the Adaptive GRED offers 

slightly better 
mql

 and  D  results than those of GRED. This 

is since the Adaptive GRED’s router buffer drops more 

packets than that of GRED in these circumstances, i.e. 
 

 

(see Figure 6). Moreover, when 
 

, GRED and Adaptive 

GRED offer better performance results with reference to 
mql
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         Figure 6: PD  vs.  . 

 

         Figure 5: LP  vs.  . 

and D  than those of BLUE-Linear. In case of existence of 

moderate congestion, i.e. 48.063.0  , BLUE-Linear 

provides less 
mql

 and  D results than their corresponded 

results for either GRED or Adaptive GRED. It is observed 

from Table 1 that the compared algorithms except BLUE-

Linear generate similar T  results regardless the congestion 

situation. However, at any situation BLUE-Linear present 

marginally higher T  results than those of  GRED or Adaptive 

GRED due to BLUE-Linear’s router buffer serves marginally 

more packets than the router buffer of either GRED or 

Adaptive GRED.  Figure 5 depicts that the Adaptive GRED 

loses fewer packets due to overflow ( LP ) than GRED in 

congestion situations, and this is due to that it drops larger 

number of packets ( pD ) than GRED (see Figure 6).  This 

gives marginally smaller results of mql  and D  for Adaptive 

GRED than those of GRED. GRED's router buffer maintains 

it's aql  at value  lower than that of the Adaptive GRED when 

a heavy congestion has occurred. Therefore, both algorithms 

offer similar LP  and pD  results when no congestion or light 

congestion is present. Finally, BLUE-Linear loses and drops 

number of packets similar to those of GRED and Adaptive 

GRED when no congestion or light congestion is occurred. 

Whereas, if    BLUE-Linear loses fewer amount of 

packets than either GRED or Adaptive GRED (see Figure 5) 

since BLUE-Linear drops larger number of packets than 

either GRED or Adaptive GRED (see Figure 6). 

  

Table 1: 
mql

, T  and  D  performance results of GRED, Adaptive GRED and BLUE-Linear. 
 GRED Adaptive GRED BLUE-Linear Analytical Model 

  mql T  D  mql T  D  mql T  D  

0.18 0.457 0.1787 2.5604 0.457 0.17866 2.5601 0.461 0.18 2.562 

0.33 1.279 0.3277 3.903 1.279 0.3277 3.9038 1.36 0.32999 3.9397 

0.48 6.1005 0.4689 13.009 6.088 0.4688 12.984 5.90455 0.4709 12.538 

0.63 13.578 0.497 27.299 13.3645 0.4975 26.861 13.1948 0.49994 26.3926 

0.78 14.7936 0.49885 29.6551 14.3547 0.49909 28.761 14.843 0.4999999 29.686 

0.93 14.9456 0.499 29.9316 14.4275 0.4995 28.8811 15.69798 0.5 31.39597 
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7. Conclusions and Future Work 

  

An Adaptive GRED algorithm has been presented to improve 

the performance of GRED when congestion situation occurs 

in the networks router buffer. Adaptive GRED algorithm 

slightly provides better mql  , LP and D  results than that of 

GRED. When    , GRED and Adaptive GRED offered 

better performance results with reference to mql  and D  than 

those of BLUE-Linear. BLUE-Linear presented marginally 

better throughput performance than either GRED or Adaptive 

GRED whether congestion is occurred or not. Also, the 

Adaptive GRED improves the process of parameter settings 

of thresholdmax  and maxD . This is accomplished by 

varying the initD  value from the value of maxD  from to 0.5 as 

long as the value of aql  (its congestion measure) from 

thresholdmax value to thresholdmax2 value. A 

comparison between GRED and the Adaptive GRED was 

conducted, the results of the comparison are the following: 

 GRED and Adaptive GRED offered similar mql , T , D , 

LP  and pD  results in no or  light congestion situations. 

 The Adaptive GRED marginally outperformed GRED 

with reference to mql  and D  results in congestion 

situations. 

 The compared methods provide similar T   results in 

congestion situations. 

 The Adaptive GRED presented better LP  results than that 

of GRED, whereas GRED provided better pD  results 

than that of Adaptive GRED.   

In near future we intend to use other arrival processes such as 

Markov-modulated Bernoulli process (MMBP) in the 

proposed Adaptive GRED method aiming to determine the 

performance in bursty traffic and long range dependence.  
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Abstract — Phishing is increasing dramatically with the 

development of modern technologies and the global worldwide 
computer networks. This results in the loss of customer’s 

confidence in e-commerce and online banking, financial 

damages, and identity theft. Phishing is fraudulent effort aims 

to acquire sensitive information from users such as credit card 

credentials, and social security number. In this article, we 

propose a model for predicting phishing attacks based on 

Artificial Neural Network (ANN). A Feed Forward Neural 

Network trained by Back Propagation algorithm is developed 

to classify websites as phishing or legitimate. The suggested 

model shows high acceptance ability for noisy data, fault 

tolerance and high prediction accuracy with respect to false 
positive and false negative rates. 
 

Keywords: Web Threat, Phishing, Information Security, Neural 

Network, Data Mining. 

1. INTRODUCTION 
 

Internet facilitates reaching customers all over the globe 

without any market place restrictions and with effective use of 

e-commerce. As a result, the number of customers who rely on 

the Internet to perform procurements is increasing 

dramatically. Hundreds of millions of dollars are transferred 

through the internet every day. This number was tempting the 

fraudsters to carry out their fraudulent operations. Thus, 

internet-users were vulnerable to different types of web-threats. 

Hence, the suitability of the internet for commercial 
transactions becomes doubtful. Phishing is a form of web-

threats that is defined as the art of mimicking a website of an 

authentic enterprise aiming to acquire private information [1]. 

Presumably, these websites have high visual similarities to the 

legitimate ones in an attempt to defraud the honest people. 

Social engineering and technical tricks are commonly 

combined together in order to start a phishing attack. Typically, 

a phishing attack starts by sending an e-mail that seems 

authentic to potential victims urging them to update or validate 

their information by following a URL link within the e-mail. 

Predicting and stopping phishing attack is a critical step 

toward protecting online transactions. Several approaches 
were proposed to mitigate these attacks. Anti-phishing 

measures may take several forms including legal, education 

and technical solutions. Technical solution is the subject of 

our interest, particularly, heuristic-based approach. The most 
popular techniques in designing technical anti-phishing 

solutions include: 

 Blacklist Approach: In which the requested URL is 

compared with those in that list. The downside of this 

approach is that the blacklist usually cannot cover all 

phishing websites since a newly created fraudulent website 

takes considerable time before it is being added to the list. 

The gap between launching and adding the suspicious 

website to the list may be enough for the phishers to achieve 

their goals.  

 Heuristic Approach: Where several features related to 
website are collected to classify it as either phishy or 

legitimate. In contrast to the blacklist method, a heuristic-

based solution can recognize freshly created fake websites in 

real-time.  

The accuracy of the heuristic-based solution depends mainly 

on a set of discriminative criteria’s picked out from the 

website. Hence, the way in which those features are processed 

plays an extensive role in classifying websites correctly. 

Therefore, an effective and fast retrieval method of 

information is essential for taking a good decision. Data 

mining is one of the techniques that can make use of the 
features extracted from the websites to find patterns as well as 

relationships among them [2]. Although plenty of applications 

offered for combating phishing websites, few of them make 

use of data mining techniques in distinguishing phishing 

websites from legitimate ones. Moreover, most of these 

suggested solutions are inapplicable, inaccurate and produce 

an unacceptable level of false positives rates, which means 

classifying legitimate website as phishy. Phishing detection is 

a type of classification tasks in data mining, which have been 

applied successfully in different domains, i.e. classification, 

clustering, etc. each instance in the testing dataset is assigned 

to one of predefined classes. Phishing is considered a binary 
classification problem because the target class has two 

possible values “Phishy” or “Legitimate”. Neural Network 

(NN), which is the subject of our interest, is a computerized 

model of the human brains and nervous system. NN composed 

of interconnected processing units called (neurons) [3]. The 

links that connect the neurons to each other hold values that 

signify the relative importance of each input to a neuron and it 
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is called connections weights [3]. Connection weights are the 

crucial elements in any NN model. Connection weights are 

adjusted repeatedly during the training phase until reaching an 

acceptable solution. A trained neural network is considered as 

an expert in the field of information to which it is applied. 

In this article, we try to answer the following research 

questions: 
1- How NN can be trained to achieve an acceptable predictive 

performance.  

2- What is the best NN architecture in predicting phishing 

websites? 

This article structured as follows: Section II discuses related 

works and highlights different phishing detection methods 

presented in the literature. Section III describes the features 

used in our model. Section IV introduces traditional NN 

modelling techniques. In Sections V, VI, several experiments 

conducted. We conclude in Section VI. 
 

2. RELATED WORK 
 

Although a wide-range of anti-phishing solutions are offered, 

most of them are not talented to make a decision perfectly thus 

the false positive decisions rose intensely. In this section, we 

review current anti-phishing approaches as well as techniques 

utilized in developing solutions for phishing problem. One 

approach employed in [4]. is based on fuzzy data mining. The 

model works on multilayered approach i.e. each layer should 
have its own rules; however, it was not clear if the rules were 

established based on human experience, or extracted using an 

automated tool.  Moreover, the authors classify the website as 

very-legitimate, legitimate, suspicious, phishy or very-phishy, 

but they did not clarify what is the fine line that separate one 

class from one another. Another method proposed in [5] 

suggested a new way to detect phishing websites by capturing 

abnormal behaviours demonstrated by these websites. 

Structured website consists of “W3C DOM” features. The 

authors have selected six structural features: (Abnormal URL, 

abnormal DNS record, abnormal anchors, Server form handler, 
abnormal cookies and abnormal certificate in SSL). Support-

Vector-Machine classifier (Vapnik) is used to determine 

whether the website is phishy or not. The classification 

accuracy in this method was 84%, which is relatively 

considered low. However, this method snubs important 

features that can play a key role in determining the legitimacy 

of the website, which explains the low detection rate. One 

solution to improve this method could be by using security 

related features. 

The method proposed in [6], suggested utilising “CANTINA” 

which is content-based technique to detect phishing websites 

using the term-frequency-inverse-document-frequency (TF-
IDF) information retrieval measures [7]. TF-IDF often 

produces weights that assess the word importance to a 

document by counting its frequency. CANTINA works as 

follow: 

1. Calculate the TF-IDF for a given webpage. 

2. Take the five highest TF-IDF terms and add them to the 

URL to find the lexical signature. 

3.  The lexical signature is fed into a search engine. 

If the N tops searching results having the current webpage, it 

is considered a legitimate webpage. If not, it is a phishy 

webpage. N was set to 30 in the experiments. If the search 

engine returns zero result, the website is labelled as phishy. 

However, a limitation of this method is that some legitimate 

websites consist of images and so extracting the TF-IDF terms 

may not be accurate in this case. Moreover, this method is 
delayed in querying through a search engine and thus the user 

may have started in the disclosure of his personal information. 

Lastly, this approach does not deal with hidden texts, which 

might be effective in detecting the type of the webpage. In 

2010, a survey presented in [8] evaluated the performance of 

machine-learning-based-detection-methods including: 

“AdaBoost, Bagging, SVM, Classification and Regression 

Trees (CART), Logistic Regression (LR), Random Forests 

(RF), NN, Naive Bayes and Bayesian Additive Regression 

Trees (BART)”. Results showed that 7 out of 9 of machine-

learning-based-detection-methods outperformed CANTINA [9] 

in predicting phishing websites, those are: AdaBoost, Bagging, 
(LR), (RF), (NN), Naive Bayes and (BART)”. Another study 

in [10] compared the predictive accuracy of several machine-

learning strategies (LR), (CART), (BART), (SVM), (RF), and 

(NN) for predicting phishing emails. A dataset consist of 1171 

phishing emails and 1718 legitimate emails are used within the 

comparative study. A set of 43 features were used to train and 

test the classifiers. The experiments showed that (RF) has the 

lowest error rate of 7.72%, followed by CART 08.13%.  

3. PHISHING WEBSITES FEATURES 
 

There are several features that distinguish phishing websites 

from legitimate ones. In our study, we used 18 features 

descried briefly hereunder: 

1. IP address: Using IP address in the hostname part of the 
URL address means user can almost be sure someone is 

trying to steal his personal information.  
 

2. Long URL: Phishers resort to hide the suspicious part of 

the URL, which may redirect the information submitted by 

the users or redirect the uploaded page to a suspicious domain. 
 

3. URLs having “@” symbol: The “@” symbol leads the 

browser to ignore everything prior it and redirects the user to 

the link typed after it.  
 

4. Prefix and Suffix in URLs: Phishers deceive users by 

reshaping the URL to look like legitimate ones. A technique 
used to do so is by adding prefix or suffix to the legitimate 

URL so users might not notice any difference.  
 

5. Sub-domain(s) in URL: Another technique used by the 

phishers to deceive the users is by adding sub-domain(s) to 

the URL thus the users may believe that they are dealing with 

a credited website.  
 

6. Misuse of HTTPs protocol: The existence of the HTTPs 

protocol every time sensitive information is being transferred 

reveals that the user certainly connected with an honest 

website. However, phishers may use a fake HTTPs protocol 

so that users might be deceived. In [11] a recommendation to 
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check whether the HTTPs protocol is offered by a trusted 

issuer such as “GeoTrust, GoDaddy”.  
 

7. Request URL: A webpage usually consists of a text and 

some objects such as images and videos. Typically, these 

objects are loaded to the webpage from the same domain 

where the webpage exists. If the objects are loaded from a 

domain different from the domain typed in the URL address 
then the webpage is potentially suspicious.  

 

8. URL of Anchor: Similar to “Request URL” but for this 

feature the links within the webpage might refer to a domain 

different from the domain typed on the URL address bar. This 

feature is treated exactly as “Request URL”. 
 

9. Server Form Handler “SFH”: Once the user submits his 

information, that information will be transferred to a server to 

be processed. Normally, the information is processed from 

the same domain where the webpage is being loaded. 

Phishers resort to make the server form handler either empty 
or the submitted information are transferred to different 

domains.  
 

10. Abnormal URL: If the website identity does not match 

its record shown in the WHOIS database (http://who.is/) the 

website is classified as “Phishy”. This feature is a binary 

feature. 
 

11. Redirect Page: This feature is commonly used by 

phishers by hiding the real link which asking users to submit 

their information to a suspicious website.  
 

12. Using Pop-up Window: It is unusual to find a legitimate 
website that asks users to submit their credentials through a 

popup window. 
 

13. Hiding the Suspicious Links: Phishers resort to hide the 

suspicious link by showing a fake link on the status bar of the 

browser or by hiding the status bar itself.   
 

14. DNS Record: If the DNS record is empty or not found 

the website is classified as “Phishy”, otherwise it is classified 

as “Legitimate”.  
 

15. Website Traffic: Legitimate websites are of high traffic 

since they are visited regularly. Phishing websites often a 
short life thus their web traffic is either not exists ranked is 

below the limit that gives it the legitimate status.  
 

16. Age of Domain: the website is considered “Legitimate” 

if the domain aged more than 2 years [11].  
 

17. Disabling Right Click: Phishers use JavaScript to disable 

the right click function, so that users cannot view and save the 

source code.  
 

18. Port number: We examine if there is a port number in the 

URL and check if the port belongs to the list of well-known 

HTTP ports such as 80, 8080, 21, 443, 70, and 1080. If the 
port number does not belong to the list, we flag it as a 

possibly phishing URL.  

 

 

4. MODELLING NEURAL NETWORK  
 

An Artificial Neural Network (ANN) is an information-
processing model that is stimulated by how biological nervous 

systems process information. The key element of this model is 

the unique structure of the information-processing scheme. 

NN consist of a large number of highly interconnected 

processing elements “neurones”, working in harmony to solve 

problems. ANNs, like human, learn by example. NNs, with 

their amazing ability to derive meaningful data from complex 

dataset, can be used to mine patterns that are too difficult to be 

noticed by humans [2]. A trained NN can be thought of as an 

“expert” in the domain it has been applied and can be used to 

predict class of new cases. Other advantages include [3]:  

 Nonlinearity: NN is very effective technique in modelling 

classification problems where the output values are not 

directly related to its input. 

 Adaptive: Neural network has the ability to adjust the 

weights based on the changes of its surrounding 

environments.  

 Generalisation: NN is able to find the suitable output for 

the inputs that does not exist in the training data. 

 Fault-tolerance: NN performance is not significantly 

affected under difficult circumstances such as losing 

connection between some neurons, noisy or missing data.  

 Identical designing steps: The same principles, scheme and 

methodological steps are employed in designing ANN in 

all domains.  

In our study, we used MATLAB to train our model. The NN 

performance is assessed by means of Mean Square Error 

(MSE). We show how NN can be structure to classify 

websites. MATLAB is a numerical computing environment 

and a programming language as well. The NN Toolbox is used 

to design, implement, visualize and simulate our NNs. 

MATLAB provides wide-ranging support for several NN 

paradigms, and graphical user interfaces (GUIs) supported by 
MATLAB enables the user to design NN in a very simple way. 

We developed Multi Layer Perceptron (MLP) model and 

calculated the resulting NN model performance by means of 

MSE. Fig. 1 shows the steps required to create an NN model.  

The MLP program starts by reading the training, validation 

and testing datasets, each dataset is stored in an Excel file. To 

read the datasets we used “xlsread” built-in function. Then, 

after loading the datasets, the training examples are 

randomized using the function “randperm. 

Next, the input variables website features (Using_IP address, 

Long URL, URL having @ symbol … etc.) and output 

variable (website_class) are stated for both training and 
validation datasets. 
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Initialize the weights vector 

S = the training set fed to the network 

Repeat  

  For each “input-output” pair denoted by P in S 

   In = input pattern in P 

   Out = desired output 

   Compute network output (netout) 

   network error = Out – netout 

  end For 

 Find weight change for weights connecting hidden to output 

 Find weight change for weights connecting input to hidden 

 Update weights 

 Until reaching (a satisfactory network error value OR maximum iteration)  

 
 

Figure 1 Steps to create an ANN models 

MATLAB facilitate creating the MLP model using the “newff” 

built-in function, which creates a feed-forward back-

propagation network. By using this function, we were able to 

specify the number of hidden-layers, the number of neurons in 

each layer, the transfer function, the training function, the 
weight/bias learning function and the performance function.  

Once NN training is fully structured, the network performance 

has to be tested. Therefore, unseen dataset will be presented to 

the model to show its performance.  

 
Figure 2 Phishing detection model 

The phishing detection model is shown in Fig 2. The model 

starts by loading the training dataset, then we create the initial 

NN structure by means of number of layers, number of 

neurons in each layer and the learning parameters i.e. learning 

rate, momentum value and number of epochs. Once the NN 

structure is determined, the weights are initialized to small non 

zero values. The model is then trained until the maximum 

number of epochs or the desired error rate is achieved. The 

model is then tested on the testing dataset which is never being 

seen once before. If the predictive performance is acceptable 
then the NN is generated and the weights are produced. 

Otherwise, the NN structure is improved by changing the 

number of neurons in the hidden layer or by updating the 

network parameters i.e. learning rate and momentum value. In 

our model we adopted the pruning approach to specify the 

number of neurons in the hidden layer, since we started with a 

large number of neurons, and the progressively one or more 

neurons removed during training until the desired performance 

is met.  

5. EXPERIMENTAL METHODOLOGY 
 

A dataset that consists of 1828 websites were used to extract 

the 18 features using our own tool. The dataset is composed of 

859-legitimate website collected from yahoo directory 

(http://dir.yahoo.com/) and starting point directory 

(http://www.stpt.com/directory/), and 969-phishing website 

collected from Phishtank (http://www.phishtank.com/) and 
Millersmiles archives (http://www.millersmiles.co.uk/). The 

collected dataset holds categorical values i.e. 

“Legitimate”, ”Suspicious” and “Phishy”. These values should 

be transformed to numerical values so that the neural network 

can perform its calculations thus we replaced the values 1,0 

and -1 instead of “Legitimate”, “Suspicious” and “Phishy” 

respectively. We are interested in obtaining a model with a 

good generalisation performance. However, most models are 

susceptible to overfitting, which means, while the error rate on 

the training dataset decreases during the training phase, the 

error rate on the unseen dataset (testing dataset) increases at 

some point. To overcome this problem, we used the “Hold-
Out” validation technique, by dividing our dataset into training, 

validation and testing datasets. The examples in each dataset 

were selected randomly. We split our dataset to 15% for 

validation, 15% for testing and 70% for training. Training 

dataset is used to train the network and to adjust the weights of 

the network, while the testing dataset remains unseen and it is 

used to assess the predictive performance of the model.  After 

training, we ran the network on the testing dataset. The error 

value on the testing dataset offers an unbiased approximation 

of the generalization error. There are several methods for 

supervised training of NNs. The backpropagation algorithm 
[3]is the most frequently used training method for ANNs. 

Backpropagation is usually implemented along with feed-

forward NNs that have no feedback. The main idea in feed-

forward NNs is to propagate the error through the hidden 

layers to update the weights of NN. The back-propagation 

algorithm is described as the following pseudo code: 

6. TRAINING TECHNIQUES 
 

Determining the network architecture is one of the difficult 

tasks in constructing a NN model but one of the most essential 

steps. The NN architecture employed in this study is feed-

forward with one hidden layer, which sometimes called multi-
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layered perceptron. Problems that need more than one hidden 

layer are infrequently encountered. Determining the number of 

hidden layers is only a small problem. We must also decide 

the number of neurons in each hidden layer. Too few neurons 

in the hidden layers will cause under-fitting, and too many 

neurons can result in overfitting. Therefore, the number of 

hidden layers and the number of neurons in each hidden layers 
must be carefully determined. Sigmoid transferring function is 

used in our network.  Table 1 summarises the predictive 

performance achieved in our experiments. The results showed 

that the best predictive performance was achieved when the 

number of neurons in the hidden layer was set to “2” and the 

learning rate was set to 0.7. Moreover, using more than one 

hidden layer does not improve the predictive performance on 

the model, thus a single hidden layer is enough to achieve a 

good predictive performance. 

 
Table 1 Experimental results 

Exp # Number 

of layers 

Number of 

neurons 

Learning 

rate 

Momentum MSE 

1 1 8 0.2 0.7 0.005200 

2 1 8 0.6 0.7 0.002950 

3 1 5 0.2 0.7 0.005490 

4 1 4 0.2 0.7 0.005698 

5 1 4 0.6 0.7 0.003956 

6 1 4 0.4 0.5 0.005160 

7 1 3 0.2 0.7 0.005902 

8 1 3 0.4 0.4 0.005695 

9 1 3 0.6 0.7 0.004658 

10 1 2 0.2 0.7 0.005863 

11 1 2 0.7 0.7 0.002234 

12 2 3, 2 0.2 0.7 0.005599 

7. CONCLUSION 

 

The main goal of this paper was to develop an ANN model to 
classify websites as either “Phishy” or “Legitimate”. Several 

NNs structures were studied to determine the NN parameters 

i.e. “number of hidden layers, number of hidden neurons, 

learning rate and momentum value”; that provide the best 

predictive accuracy. The selection of a suitable number of 

hidden neurons during constructing the NN showed to be 

crucial. One hidden layer was enough for the training and it 

achieved good performance. We created different networks 

aiming to lower the error. We assumed that the hidden neurons 

are 8, 5, 4, 3 and 2. The experimental results showed that the 

best performance is obtained when the number of hidden 
neurons was set to 2. Furthermore, the results indicated that 

the success of NN is impacted when the network parameters 

are changed i.e. “learning rate and momentum value”.  

Overall, we were able to show that NN is a good technique in 

predicting phishing websites.  In near future we think of 

automating the process of building a NN in order to reduce the 

training time. 
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Abstract --Website phishing is one of the crucial 

research topics for the internet community due to the 

massive number of online daily transactions. The process of 

predicting the phishing activity for a website is a typical 

classification problem in data mining where different 

website’s features such as URL length, prefix and suffix, IP 
address, etc., are used to discover concealed correlations 

(knowledge) among these features that are useful for 

decision makers. In this article, an Associative 

classification (AC) data mining algorithm that uses 

association rule methods to build classification systems 

(classifiers) is developed and applied on the important 

problem of phishing classification. The proposed algorithm 

employs a classifier building method that discovers vital 

rules that possibly can be utilised to detect phishing activity 

based on a number of significant website’s features. 

Experimental results using the proposed algorithms and 
three other rule based algorithms on real legitimate and 

fake websites collected from different sources have been 

conducted. The results reveal that our algorithm is highly 

competitive in classifying websites if contrasted with the 

other rule based classification algorithms with respective to 

accuracy rate. Further, our algorithm normally extracts 

smaller classifiers than other AC algorithm because of its 

novel rule evaluation method which reduces overfitting. 

 

Keywords: Associative Classification, Data Mining, 

Phishing Detection, WEB Security 

1. INTRODUCTION  
 

Associative classification in data mining is about 

constructing classification systems (classifier) from an input 

data called the training data set aiming to predict the class 

value of unseen data called test data set accurately [1]. One 

distinguishing feature of AC algorithms is their ability to 

discover new hidden knowledge and then extract them as 

simple If-Then rules. In the last decade, different research 

studies on AC mining have resulted in the disseminations of 

various algorithms including CBA [2], CMAR [3], LCA 
[4], ADA [5]and others. These studies have revealed that 

AC is able to construct more accurate classifiers than rule 

based classification data mining approaches including rule 

induction and decision tree. Nevertheless, the numbers of 

rules discovered by the AC algorithms are normally huge 

which therefore limits its applicability sometimes in 

business domains. One primary reason of the large numbers 

of rules resulting from these AC algorithms is inherited 

from association rule since all correlations among the 

attribute values and the class attribute are tested in the 

training phase and many rules are derived. One way to 

control the exponential growth in the number of rules is to 

develop rule filtering methods that minimise rules 

redundancy during building the classifier.  

Rule evaluation sometimes called filtering or pruning 

usually occurs during building the classifier in AC mining. 

So once the complete set of rules are found in the training 

phase and sorted based on certain conditions (e.g. rule’s 

confidence, support, body length, etc), the AC algorithm 
has to decide the way it should choose a subset of effective 

rules to represent the classifier. There are different ways 

used in AC to choose the classifier’s rules. For instance, 

CBA [6] utilises the database coverage rule where rules that 

cover correctly a certain number of training cases are 

marked as accurate rules and the remaining rules get 

discarded. Lazy AC algorithms like L3G algorithms employ 

lazy pruning that stores primary and secondary rules in the 

classifier.  

In this paper, we first treat the problem of generating large 

classifiers in AC by proposing a new rule evaluation 

method for removing useless and redundant rules during 
constructing the classifier. The new rule evaluation method 

is an enhancement of a current AC called Multiclass 

Associative Classification (MA) [7]. We have enhanced 

MAC rule pruning method and classification procedure in 

which rather than using one rule for prediction in the 

proposed algorithm we utilise group of rules prediction to 

enhance the accuracy rate. Further, in building the classifier 

we developed a rule evaluation method that increases the 

training coverage per rule in order to reduce the classifier 

size and thus end-user can control and understand the 

classifier easily. The proposed rule evaluation method 
ensures larger training data coverage per classifier rule by 

taking into account only the similarity of rule’s body and 

the training case attribute values while building the 

classifier. Whereas other current AC algorithms like MCAR 

consider the class similarity between the candidate rule and 

the training data, and the attribute values in the candidate 

rule body and those belonging to the training data. The two 

enhancements have resulted in a new algorithm that we call 

Enhanced Multiclass Associative Classification (eMAC). 

So eMAC’s rule evaluation method ensures less number of 

rules in the classifier.  

We show the applicability of eMAC on a crucial domain 
related to web security named website phishing 

classification that normally criticised of having dense data 

because of the correlations among the website’s features. 

Phishing is considered a form of web-threats that is defined 
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as the art of impersonating a website of an honest enterprise 

aiming to acquire private information such as usernames, 

password’s and social security numbers [8]. Phishing 

websites are created by dishonest people to impersonate a 

webpage of genuine websites. Almost these websites have 

high visual similarities to the legitimate ones in an attempt 

to defraud the innocent people. Some of these websites 
designed to be almost similar to the genuine ones. Social 

engineering and technical tricks are commonly combined 

together in order start a phishing attack [8]. Phishing 

websites has become a serious problem not only because of 

the increased number of those websites but also due to the 

smart strategies used to design such websites, and thus even 

those having a good experience in the computer and 

internet might be deceived. 

The process of detecting the type of website is a typical 

classification problem where different features like URL 

length, sub-domains, and adding prefix and suffix, etc, are 

utilised to learn important hidden knowledge among these 
features. This knowledge is in fact the classification system 

that in turn is used to automatically guess the phishing 

activities of the website when a user browses it. The 

phishing problem is considered a vital issue in “.COM” 

industry especially e-banking and e-commerce taking the 

number of online transactions involving payments.   

This article deals with two problems 

1) Improvement of current AC algorithms 

particularly the generation of a large number of rules by 

proposing a new method that reduces the number of rules 

discovered without drastically impacting the predictive 
accuracy of the classifiers. In other words, and during 

constructing the classifier, we would like to minimise the 

number of rules derived by an AC algorithm. This can 

help decision makers especially in understanding, 

controlling and maintaining the final set of rules primarily 

when making a prediction decision.  

2) The applicability of AC mining on the website 

phishing problem to learn important hidden knowledge 

from the website’s features correlations. These 

correlations will be extracted as “If-Then’ rules in order to 

be used by end-user for the automatic classification of 

websites.  
A number of fake and legitimate websites collected from 

known sources like Phishtank  (www.phishtank.com) and 

millersmiles (www.millersmiles.co.uk) in the 

experimintation section to evaluate the performance of the 

proposed algorithm. Further, eMAC and three other AC and 

rule based algorithms have been contrasted with respect to 

different performance measures like classificaiton accuracy 

and numberof rules.  More details are given in Section4., 

 This article is structured as follows: Section 2 presents the 

phishing problem and related definitions to AC in data 

mining. The proposed algorithm and its main steps are 
explained in Section 3. Section 4 is devoted to 

experimentations and finally conclusions are given in 

Section 5. 

2. THE PHISHING PROBLEM AND ASSOCIATIVE 

CLASSIFICATION MINING 

 

Typically, a phishing attack starts by sending an e-mail that 

appears to be from an authentic organisation to victims 
urging them to update or validate their information by 

following a fake URL link within the e-mail body. E-mail 

remains the main spreading channel for phishing links since 

65% of phishing attacks start by visiting a link received 

within an e-mail (Kaspersky Lab, 2013). Typically, two 

common approaches are used to detect phishing activities, 

i.e. blacklist and features methods [6]. In the black list 

approach the website URL is basically compared with those 
in the black list to identify whether it is legitimate or fake. 

On the other hand a more realistic approach which is based 

on extracting the website features and using a heuristic 

method to identify the phishing activities have been 

successfully utilised [9]. Unlike the blacklist approach, the 

features based approach distinguishes new created phishing 

in real-time [8]. The effectiveness of the features methods 

depends on selecting a set of significant features that could 

help in determining the phishy website [9].  

Phishing detection for websites is a typical classification in 

data mining problem where the goal is to forecast the type 

of the website based on a number of features that can be 
stored in the training data set. For simplicity we can 

consider the website phishing detection a two class problem 

(binary classification) since the target class has only two 

possible values; “Phishy” or “Legitimate”. Once a webpage 

is loaded on the browser a set of features will be extracted 

from the webpage. Those features have an influence in 

determining the type of the webpage. Website features like 

IP address, long URL, https and SSL are examples of 

important features that are used for learning knowledge. An 

AC data mining model will learn from the websites features 

important knowledge (correlations between the features 
values and the class attribute) to classify the webpage as 

either “Phishy” or “Legitimate”.  

We start formulating the phishing detection problem in AC 

data mining with definitions given in [4]. Let T denote the 

domain of the training data containing phishing features and 

C be a list of classes. Each training data t  T may be given 

a single class ck where ck   C, and is represented as a pair 
(t, ck ) where ck  is connected with the data instance t in the 

training data. Let H denote the set of classifiers for
CT  where each case t  T is given a classes and the 

goal is to find a classifier h  H that maximises the 
probability that h(t) = c for each test data. So, for the 

training data set T with m attributes A1, A2, … , Am and C 

is a set of classes,  

 

Definition 1: An attribute value set (AttValSet) can be 

described as a set of disjoint attribute values contained in a 

training case, denoted < (Ai1, ai1), …, (Aik,  aik)>. 
Definition 2: A rule r is of the form < AttValSet, c>, where 

cC is the class.  
Definition 3: The actual occurrence (ActOccr) of r in T is 

the number of cases in T that match r’s antecedent. 

Definition 4: The support count (SuppCount) of r is the 

number of cases in T that matches r’s antecedent, and 

belong to a class ci.  

Definition 5: A rule r passes the user minimum support 

threshold (minsupp) if for r, the SuppCount(r)/ |T| ≥ 

minsupp, where |T| is the number of cases in T. 

Definition 6: A rule r passes the user minimum confidence 

threshold (minconf) if SuppCount(r)/ActOccr(r) ≥ minconf. 
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Input: Training data D, minsupp and minconf thresholds  

 

Output: A classifier that comprises rules  

 

Step One: 

 Iterate over the training data set D with n columns to find all frequent ruleitems 

 Convert any frequent ruleitem that passes minconf to a single label rule 

 Sort the rules set according to Section 3.2.2 

 

Step Two: 

 Evaluate the complete set of rules discovered in step (1) on the training data set  in order to remove redundant rules or rules that have 

no training data coverage 

 

   Step Three: 

 Classify test cases  

 

Fig. 1. The proposed algorithm 

 

 

Generally, an AC algorithm operates in three main phases. 

Firstly, it discovers all frequent attribute values which hold 

enough supports. Once all frequent attribute values are 

found, then it transforms the subset of which hold enough 

confidence values into rules. In other words, the algorithm 

finds and extracts rules that pass user defined thresholds 

denoted by minimum support (minsupp), and minimum 
confidence (minconf). In the second phase, rule pruning 

operates where only rules with high quality (confidence and 

support values) are selected to represent the classifier. 

Lastly, the classifier is utilised to forecast the class values 

on new unseen data. 

3. THE PROPOSED ALGORITHM  

 

The proposed algorithm utilises AC learning strategies to 
generate the rules. It comprises of three main steps: rules 

discovery, classifier building and class assignment 

procedure (prediction step). In the first step, it iterates over 

the input training data set in which the rules is found and 

extracted using minsupp and minconf thresholds. Then in 

the second step it tests the discovered rules on the training 

data set in order to select one subset to represent the 

classifier. The final step involves assigning classes to test 

data. The general description of the eMAC learning 

algorithm is depicted in Figure 1, and details are given in 

the next subsections. 
We assume that the input attributes are categorical or 

continuous attributes. For continuous attributes any 

discretisation measure is employed before the training 

phase. Missing values attributes will be treated as other 

existing values in the data set. 

3.1. RULE DISCOVERY  

 

EMAC uses a training method that employs a simple 
intersection among ruleitems locations in the training data 

set (TIDs) to discover the rules. The TID of a ruleitem 

holds the row numbers that contain the attribute values and 

their corresponding class labels in the training data set. The 

proposed algorithm discovers the frequent ruleitem of size 1 

(F1) after iterating over the training data set. Then, it 

intersects the TIDs of the disjoint ruleitems in F1 to 

discover the candidate ruleitems of size 2, and after 

determining F2 the possible remaining frequent ruleitems of 

size 3 are obtained from intersecting the TIDs of the 

disjoint ruleitems of F2, and so forth. The TIDs of a 
ruleitem comprises useful information that are utilised to 

locate values easily in the training data set especially in 

computing the support and confidence for rules.       

When frequent attribute values are identified, eMAC 

generates any of which as a rule when it passes the minconf 

threshold. Now, when an attribute value is connected with 

more than one class and became frequent, EMAC considers 

only the largest frequency class associated with the attribute 
value and ignores the other. In cases that the classes 

frequencies in the training data set when connected with the 

attribute value is similar the choice is random.  

3.2.  RULE RANKING METHOD 

 

There are several different rule ranking formulas containing 

different criteria considered by scholars in AC. For 

instance, CBA algorithm [2] and its successors consider the 
rule’s confidence and support as main criteria for rule 

favouring, CMAR [3] and MCAR [4]  algorithms add on 

top of that the rule’s length and the majority class count 

respectively when rules having identical confidence and 

support. On the other hand, lazy AC algorithms [10] place 

specific rule first (rules with large number of attribute 

values in their body) since they claim these rules are often 

more accurate. Though, this approach has been criticised of 

ending up with very large classifiers that are hard to be 

maintained, understood and updated. 

We argue that the minority class frequency as a rule 
preference parameter should be employed rather than the 

majority class count as in MCAR when rules are having 

similar confidence, support and length. This is since the 

numbers of rules for the lower frequency class are normally 

smaller than that of the largest frequency class. Therefore, 

ranking rules with smaller frequency class higher gives 

them a better chance to survive during rule evaluation and 

be part of the classifier and resulting with more 

representation in the context of rules for each class with low 

frequency in the training data. We have favoured rules 

associated with less frequent class in rule ranking since 

such a class is not well represented by rules in the classifier 
and usually has less number of rules. 

3.3. CLASSIFIER CONSTRUCTION 

 

After rules are sorted a subset of which gets chosen to 

comprise the classifier. The classifier is built by eMAC as 

follows: 

For each training case eMAC iterates over the set of 
discovered rules and selects the first rule that matches the 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 689



Table 1 Sample of the websites features data  

URL 

Anchor 

Request 

URL HTTPs 

URL 

Length 

Prefix 

Suffix IP 

Sub 

Domain 

Sub-

domain 

Domain 

age Class 

-1 -1 1 -1 0 0 0 1 0 -1 

1 1 -1 0 1 1 1 -1 -1 1 

-1 0 1 -1 0 0 0 0 0 1 

-1 1 1 1 1 0 1 0 0 -1 

-1 1 1 0 1 0 1 0 0 1 

-1 -1 -1 -1 0 0 0 0 -1 -1 

1 -1 -1 0 0 1 1 -1 -1 -1 

 

training case as a classifier rule. The same process is 

repeated until all training cases are utilised or all candidate 

rules have been evaluated. In cases when the training data 

has any uncovered data the default class rule will be 

formed. This rules will represents the majority class in 

remaining uncovered training data. Finally, eMAC outputs 

all marked rules to form the classifier. The remaining 
unmarked rules are discarded by the proposed algorithm 

since some higher ranked rules have covered their training 

cases during building the classifier and therefore these 

unmarked rules become redundant and useless.  

The rule pruning of the proposed algorithm differs from 

other pruning procedure in AC such as CBA, CMAR, and 

CPAR in that it does not require the similarity of the class 

of both the evaluated rule and the training case as a 

condition of rule significance rather it only considers the 

matching between the rule body and the training case. This 

reduces overfitting the training data set since most of 

current AC algorithms mark the candidate rule as a 
classifier rule if its body matches the training case and has 

the same class as the training case. This may result in more 

accurate prediction on the training data set but not 

necessarily on new unseen test cases. We argue that the 

similarity test between the candidate rule class and the 

training case class has limited effect on the predictive 

power of the resulting classifiers during the prediction step. 

Lastly, one obvious advantage of the proposed rule 

evaluation method is that it ensures more data coverage per 

rule which consequently often leads to less number of rules 

in the classifier. This means end-user can control the 
classifier and understand it easily. 

3.4. CLASSIFICATION OF TEST DATA 

  

When a test case is about to classify, the prediction 

procedure of the EMAC algorithm works as follow: 

It iterates over the set of the rules stored in the classifier, it 

highlights all rules that are contained in the test data (the 

rule’s body matches some attribute values in the test data).  
If only one rule is applicable to the test data then the class 

of that rule is assigned to the test data. In cases where 

multiple rules are applicable to the test data, the algorithm 

categorises these rules into groups according to their 

classes, and counts the number of rules in each group. The 

class belonging to the group that has the largest number of 

rules gets assigned to the test data. In case that more than 

one group having the same number of rules, then the choice 

will be random. This method which utilises more than one 

rule to make the class assignment of test data have 

improved upon single rule prediction procedures such as 
that of CBA and MCAR that takes the class of the highest 

ranked rule in the classifier matching the test data to make 

the prediction decision. Lastly, in cases when no rules in the 

classifier are applicable to the test case, the default class 

(Majority class in the training dataset) will be assigned to 

that case. 

4. EXPERIMENTAL RESULTS  

4.1. DATA AND PHISHING FEATURES  

 

We have investigated a large number of different features 

contributing in the classification of the type of the websites 

that have been proposed in [8]. We selected nine effective 

features among them after applying Chi-square feature 
selection metric in WEKA against 1228 different websites. 

The dataset utilised in the experiments consists of 547 and 

681 legitimate and fake websites respectively. It has been 

collected from yahoo directory (http://dir.yahoo.com/), 

starting point directory (http://www.stpt.com/directory), 

Phishtank (www.phishtank.com) and Millersmiles archives 

(http://www.millersmiles.co.uk/). Seven samples of the 

websites features data is shown in Table 1 where the class 

is either “1” (legitimate) or “0” (phishy). The “-1” value in 

the below table denotes “Suspicious” which can go either 

phishy or legitimate so the end-user is unsure about the 
feature’s value. The features that we consider are described 

below, 

1. Using IP address: Using IP address in the 

hostname part of the URL address means user can almost 

be sure someone is trying to steal his personal 

information.  

2. Long URL: Phishers resort to hide the suspicious 

part of the URL, which may redirect the information 

submitted by the users or redirect the uploaded page to a 

suspicious domain. 

3. Adding Prefix and Suffix to URL: Phishers try to 

deceive users by reshaping the URL to look like 
legitimate one. A technique used to do so is by adding 

prefix or suffix to the legitimate URL thus the user may 

not notice any difference.  

4. Sub-domain(s) in URL: Another technique used by 

the phishers to deceive the users is by adding sub-

domain(s) to the URL thus the users may believe that 

they are dealing with a credited website.  

5. Misuse of HTTPs protocol: The existence of the 

HTTPs protocol every time sensitive information is being 

transferred reveals that the user certainly connected with 

an honest website. However, phishers may use a fake 
HTTPs protocol so that the users may be deceived.  

6. Request URL: A webpage consists of a text and 
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Fig. 2 The classification accuracy (%) for the contrasted algorithms derived from the phishing data  
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some objects such as images and videos. Typically, these 

objects are loaded to the webpage from the same domain 

where the webpage exists. If the objects are loaded from 

a domain different from the domain typed in the URL 

address bar the webpage is potentially suspicious.  

7. URL of Anchor: Similar to “Request URL” but for 

this feature the links within the webpage might refer to a 
domain different from the domain typed on the URL 

address bar. This feature is treated exactly as “Request 

URL”. 

8. Website Traffic: Legitimate websites having high 

web traffic since they are visited regularly. Phishing 

websites often have short life thus their web traffic is 

either does not exist or its rank is less than the limit that 

gives it the legitimate status.  

9. Age of Domain:  The website is considered 

“Legitimate” if the domain aged more than 2 years. 

Otherwise, the website is considered “Phishy”.  

4.2. EXPERIMENTS RESULTS  
 

Ten-fold cross-validation was utilised to evaluate the 

classification models and to produce error rates in the 

experiments.  

Four dissimilar rule based classification algorithms which 

utilise a variety of rule learning methodologies have been 

considered for contrasting purposes with EMAC. These 
algorithms are CBA [2], PRISM [11], PART [11], and 

MCAR [4]. Our selection of the above classification 

algorithms is because firstly all these algorithms generate 

rules in the form of “If-Then” rules for fair comparison. 

Secondly, the chosen algorithms use different learning 

methodologies in discovering and producing the rules. The 

learning strategy exploited by CBA is based on Apriori 

association rule technique where frequent ruleitems are 

produced iteratively based on the minsupp threshold 

inputted by the end-user. On the other hand, MCAR uses 

vertical mining methodology to discover the rules. Mainly, 

it utilises ruleitem’s locations in the training data set (tid-
list) to perform tid-list intersections to compute the 

ruleitems’s support and confidence which in turn are used 

to decide whether the ruleitem is a rule. Finally, PRISM is a 

covering algorithm that divides the data set into parts 

according to the available class labels and produces all rules 

for each class. For each class, it is starts with an empty rule 

and adds the highest expected accuracy for each possible 

attribute value. It stops adding attribute values to the rule 

body when the candidate rule expected accuracy reaches 

100% and at that point it generates the rules and removes 

all training data covered by the rules from the training data 

set. The algorithm repeats the same step until the data 

belonging to the selected class gets empty. Once this 

happens PRISM begins generating rules for another class 
and so forth. When the data in all parts are covered PRISM 

merges all rules derived for all class labels and forms the 

classifier. Lastly, PART algorithm is a combination of 

decision tree and rule induction algorithm that constructs 

partial decision trees. 

The experiments were conducted on an I3 machine with 2.0 

Ghz.  The experiments of PRISM were carried out in Weka 

software [11]. For the AC algorithms (CBA, MCAR), CBA 

source code has been obtained from its prospective authors 

and (EMAC, MCAR) were implemented in Java.  

Several researchers in AC, i.e. [2] [3] [4], have revealed 

that the minsupp threshold usually controls the numbers of 
rules generated. Thus, we have followed them in setting the 

support threshold to 1%-5% in the experiments of CBA, 

MCAR and the proposed algorithm. The confidence 

threshold, however, has less impact on the general 

performance of AC algorithms and we set it to 50% for 

CBA, MCAR and EMAC.  

Figure 2 displays the classification accuracy of the 

compared algorithm on the nine phishing detection data set. 

It is obvious from the figure that the proposed algorithm is 

highly effective in predictive power when contrasted with 

other AC algorithms as well as rule based ones. Precisely, 
EMAC has outperformed PRISM and PART by 7.77% and 

0.93% respectively. MCAR algorithm has slightly 

outperformed the proposed algorithm on the selected nine 

features data set by 0.21%. Though as we will see shortly, 

MCAR have produced 56 more rules in the classifier than 

EMAC, which is approximately 38% larger classifier to 

accomplish just 0.21% higher accuracy. We believe that 

there should be a trade-off between the number of rules 

produced and classification accuracy where one can accept 

smaller classifier in the exchange with slightly lower 

accuracy. One possible reason for the slight increase in the 

accuracy for MCAR over the proposed algorithm is the way 
it builds the classifier. In particular, MCAR evaluates each 

candidate rule derived in the learning phase on the training 

data set in which a rule is considered significant if it covers 

“correctly” at least one training data instance.  
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Fig.  3 The classifier size of MCAR and EMAC derived from the phishing data  
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The coverage requires that: 

1) The candidate rule body (attribute values) must be 

contained within the training instance 

2) The class of the candidate rule and that of the 

training instance are similar 

This rule evaluation process limits the data coverage per 

rule since the above tow conditions must be true in order to 
consider the rule to be part of the classifier. Alternatively, 

EMAC inserts the candidate rule into the classifier if only 

the first condition above is true relaxing the second 

condition (class similarity). This normally reduces 

overfitting by allowing the rule to cover larger portion of 

training cases, which shows the smaller classifiers produced 

by EMAC if compared to MCAR. 

Figure 3 depicts the number of rules generated by the 

contrasted algorithms on the data set we consider in which 

it clearly shows that the proposed algorithm extracts smaller 

classifiers than MCAR and PRISM.  

The main reason for the fewer number of rules in EMAC 

classifier if compared to MCAR is due to the way EMAC 

constructs the classifier in which it considers the candidate 

rule part of the classifier when only its body is within the 

training instance and thus no class check is performed by 

EMAC.  

This usually ends up of having the candidate rule covers 

large number of training instances and therefore several 

redundant rules will be discarded. In other words, some 

lower ranked rules will end up having no training data 

coverage and therefore they will be deleted. PRISM 
covering algorithm generates the largest classifier since it 

has no rule pruning at all. As a matter fact PRISM keeps 

producing rules per class labels as long as there are training 

instances exist which explains its very large classifiers. On 

the other hand, PART algorithm utilises rule induction and 

decision tree pruning heuristics to cut down the possible 

numbers of rules. To be more precise, it employs 

information gain approach from decision tree to build 

partial trees and then a pessimistic error and reduced error 

pruning methods are applied to remove candidate rules. 

This explains its small size classifier. Overall, AC 
algorithms such as MCAR and the proposed algorithm 

normally extract additional knowledge missed by classic 

rule based algorithms and thus they end up with more rules 

in the classifiers. 

5. CONCLUSIONS 

Phishing detection is a vital problem in the online 

community due to the massive numbers of online 

transactions performed by users. In this paper, we take 

advantage of the simplicity of a data mining approach 

called associative classification that extracts simple yet 

effective classifiers containing easy to understand chunk of 

knowledge to solve the website phishing detection. Since 

phishing features are often correlated, we propose an 

algorithm that reduces the number of rules by using a novel 

evaluation method which cuts down the number of rules 
approximately by 38% if contrasted with other AC 

algorithms like MCAR and without effecting classification 

accuracy. The new algorithm has been compared with one 

AC and two rule based classification algorithms with 

respect to accuracy rate and classifier size on real websites 

data set. The data size is 1228 websites and it consists of 

nine significant features that have been collected from 

different online sources such as Phishtank and Yahoo 

directory. The features have been chosen after applying 

Chi-Square testing measure on larger numbers of features 

set. After experimentations, the results showed that the 

proposed algorithm scales well if compared to MCAR, 

PART and PRISM. Specifically, our algorithm has higher 

accuracy by 7.77% and 0.93% than PRISM and PART 

respectively. MCAR has slightly outperformed our 

algorithm by 0.21% yet derived 56 additional rules in the 

classifier. In near future we intend to plug our algorithm in 

a browser to determine on the fly the phishing activity and 

alert users. 
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Abstract—Constructing predictive, accurate and 
interpretable classifiers for categorizing texts is a 
significant task in text mining and knowledge discovery.
Associative classification is a data mining research branch 
that applies association rule to form classification systems 
(classifiers). This classification approach has shown high
accuracy performance in classifying unseen data if 
compared with other classification techniques. In this 
paper, we introduce a TC algorithm based on associative 
classification for the hard problem of TC where documents 
are classified based on keywords into the right categories.
This algorithm employs an efficient intersection method 
based on DiffSet and a rule filtering procedure by 
considering more rules during building the classifier. 
Experimental results on real world textual data set called 
the Reuter indicated that the proposed model outperforms 
current rule based TC techniques.

Keywords: Text mining, Associative classification, Data 
mining, Rule items.

1. Introduction

TC is an interesting research area which attracted several 
researchers because of the large quantities of textual 
documents online and offline. This field concerns about the 
automatic classification of textual data to one or multiple 
classes based on their content keywords [7]. Many 
different classification approaches were developed to 
categorize textual data, these approaches can be evaluated 
mainly by accuracy and the knowledge they produce. 
Moreover, these classification approaches range from high 
accuracy methods to low ones such as Naïve Bayes [13]
which means that some of them produce high accurate 
classifiers and others low accurate ones. However, one 
fundamental measurement criteria is the understandability 
of the end-user of the resulting classifiers. A recently a new 
classification data mining technique called Associative 
Classification(AC) [10] is developed which combines high 
accuracy and understandability output together based on 
association rule. AC is a high efficient method that builds
more predictive and accurate classification systems than 
traditional classification methods such as k-nearest 
algorithm[8] according to experimental studies [1, 4, 10, 
18]. AC produces rule's based classifiers on the form (if 
then) that are easy to understand and manipulate by end-
user. This research is devoted to develop a new model 
based on AC for TC problem. Mainly we focus on two
main steps in the TC problem and these are: Developing an 
efficient and fast intersection method based DiffSet [19] of 
the dEclat association rule and adopting it to unstructured 

classification data. Secondly, proposing a rule filtering 
procedure that reduces the number of rules in the outputted 
classifiers by considering only partially matching during 
building the classifier. This novel method significantly 
minimized the number of rules described by the proposed 
model when compared with current AC models like 
MCAR [11]. Experimental results on real world textual 
data set called the Reuter indicated that the proposed model 
outperforms TC techniques.

2. Related Works 

In this section, we summarise common TC learning 
techniques:   
    
1-K-nearest neighbour (k-NN)

The k-nearest neighbour algorithm (k-NN) [8] is applied to 
evaluate the degree of resemblance between documents and 
(K) training data and storing particular amount of 
classification documents, so that specifying the class of 
documents that will be tested. The supposed category of a 
document is forecasted depending on the closet point that 
already allocated to a specified class. So this approach is 
simple and wide applied technique for text classification, but 
the accuracy of this approach is decreased by the existence 
of noisy or unrelated features and this technique requires 
high computational resources when the volume of training 
textual dataset increases.

2-Naïve Bayes Algorithm

Classification based on Naïve Bayes (NB) [13] is a simple 
statistical classification system that based on employing 
Bayes’ Theorem with strong independence hypothesis. It is 
considered as probability model that based on independent 
feature model.  The main feature of the Naïve Bayes
classifier is that users need small amounts of training data to 
speculate the variables required for classification but the 
main drawback of NB classification approach is its relatively 
low categorization performance due to the conditional 
independence hypothesis is destructed by real-world data 
and the performance is bad when features are highly related 
and neglecting frequency of word occurrences.

3- Support Vector Machine (SVM)

The SVM classification approach depends on the structural 
risk reducing principle from computational learning theory 
[14]. The main idea for this principle is finding assumptions 
that ensure the lowest error rate. In addition, SVM requires
positive and negative values for data training set rarely used 
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in other categorization methods. So it is an efficient 
statistical model for cases of large feature sets and is applied 
for cases in which the discriminator surface of two classes is 
not linear [2] but the main disadvantage of SVMs is their 
relatively complex training and classifying algorithms that 
consumes time and memory.

4- Associative Classification (AC)

AC is a research field in data mining that combines 
association rule discovery and classification [13]. The aim of 
AC is to build a model (classifier) that contains a number of 
rules (extracted knowledge) from labelled input data set and
used for predicting the class for unclassified test data. Many 
research experimental studies [4, 10, 18] indicated that AC is 
a high efficient method that builds accurate and predictive 
classification systems better than traditional classification 
approaches such as decision tree [6] and The k-nearest 
neighbour algorithm (k-NN) [7]. Recently, several AC 
approaches have been developed such as CMAR [3], MCAR 
[11], and CACA [9]. AC algorithms learning process 
depends on two parameters named Support and Confidence, 
where the support of the item is number of transactions in D 
that contain the item. An association rule is an expression X 
�Y , where X, Y � I are two sets of items and X∩Y=φ. 
While confidence is the probability a transaction contains Y 
given that it contains X, and is given as 
support(XY)/support(X)

3. The Proposed Algorithm 

In this section, a new AC model is proposed that focuses on 
developing new frequent items and rule filtering techniques 
to help improving the rule discovery step and to reduce the 
number of rules produced during making the classifier. This 
intelligent model will automatically predict the type of any 
text document based on their content without using any 
predefined knowledge except the training textual data set and 
(the user MinSupp and  MinConf thresholds). The new 
model consists of four main phases: the pre-processing 
phase, learning the rules, making of the classifier, and 
classifying new test data as shown in Figure 1. 

3.1 Pre-processing Phase 

Preparing the input data for mining is considered as an 
important phases in TC. Since the input textual data sets are 
often sparse, unstructured, and it may contain noise like 
records redundancy, incomplete transactions, missing values, 
and so on. Therefore, the quality of the constructed models is 
significantly affected by the quality of the input data set.

3.1.1 Stopwords Filtering

Text documents usually contain a lot of words that are not 
useful for the learning algorithms such as ('is', 'that', 'the'). 
Such words should be removed within pre-processing phase, 
because these words negatively affect classifier construction. 
In the proposed model, we adopted the most popular 
technique which is SMART stop word list since it is 
effective and has been utilized in many previous researches
on TC.

3.1.2- Tokenization

It is a process that includes dividing the sequence characters 
into more meaningful Tokens. In TC, the text document is 
divided into sentences, and words .We use WEKA [16]
filtering in the Explorer GUI to tokenize the input database.

Evaluate   

Mine 
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  output
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(Training 
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Set of Class Association 
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(Knowledge )
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Discover Frequent items 

Generate Rules 

Ranked rules 

Prediction 

     Figure1: main phases of the proposed model.    

3.1.3  Stemming 

It is the process of reducing derived words to their root, for 
example, 'construction' to 'construct'. We used in the 
proposed model a popular technique which is porter 
stemmer.

3.1.4 Data Representation
             

We adopted a data format in which input data is arranged as 
a group of columns where every column has a key identifier, 
it is called item identifier (IID) and a group of transaction 
identifiers (TIDs) [19]. We can use the TID of two or more 
different items of the same level to find locations where they 
occur together and this determine whether the new item is 
frequent. This is accomplished using TID intersection 
between frequent item discovered in step 1 to find possible 
frequent items in later iterations.  This method has been used 
in [1] and showed promising results.

3.1.5 Features Selection

Most known TC algorithms represent a document as bag of 
words (BOW) ,the result of  using the BOW  is an explosion 
in the number of features .The major disadvantage  of this 
representation is the high dimensions of feature space and 
information loss of the original texts. Feature selection [17]
is one technique to solve such problems. The main idea of 
feature selection is to select a group of frequent terms that 
appears in the training set and employing this group as 
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features in TC. In our model we have used a Chi-square [17]
to transform the high dimensionality of the Reuter text 
collection into a numeric matrix and then we use simple TID 
list intersections to compute the frequent items. The Chi-
square is generally employed to evaluate the independence 
of two random variables, where two variables A and B are 
considered to be independent if P(AB)=P(A)P(B) or 
P(A|B)=P(A) and P(B|A)=P(B). In TC, the two random 
variables represent the frequency of the term (t) and 
frequency of the class (c).

3.2 Rule Learning

In our model we used dEclat algorithm [19] that utilized the 
vertical database layout in which we stored the difference of 
TIDs(Transaction ID's) called (diffset) between a candidate k 
item set and its prefix k-1frequent item sets, rather than the 
tids intersection set .We calculated the support by 
subtracting the cardinality of diffset from the support of its 
prefix k-1 frequent item set. It is worth mentioning that we 
are first researchers who adopt dEclat vertical mining in 
constructing classification models in TC .

Figure 2: Pseudo-code for rule discovery [19].

dEclat is an enhancement of an earlier algorithm called Eclat 
[20] that uses a vertical database transaction layout, where 
frequent items are obtained by applying simple tid-lists 
intersections, without the need for complex data structures. 
This considerably reduces the size of the memory required to 
store the tids. 

Figure 3: dElcat algorithm illustration [20].

The diffset approach avoids storing the complete tids of each 
item, rather the difference between the class and its member 
itemsets are stored. Two items share the same class if they 
share a common prefix. A class represents items that the 

prefix can be extended with to obtain new class.   Figure 3
illustrates rules generating using dEclat. 

3.3 Rule Ranking  

After we generate the rules, we rank them because the top 
sorted ranking rules play an important role in the classifying 
test data. The precedence of the rules is determined 
according to several measures involving confidence, support 
and rule antecedent length. For our model we consider rule’s 
confidence first, then support and finally rule’s length. 

3.4 Classifier Construction              

We check the produced rules by comparing them with the 
training data set cases, and only rules that cover at least one 
training data are kept for classification. So for each ordered 
rule starting from the top ranked one, we find all cases that 
match r1's body fully or partially. Once these training cases 
are located, they will be eliminated and the rule will be 
appended into the classifier. If the rule has no training data 
coverage it will be removed. The process is repeated for the 
remaining ordered rules until all training cases are covered 
or all ordered rules have been considered.

3.5 Prediction phase

The idea of the proposed prediction method is select the best 
rules among a set of high confidence rules in order to cover 
the test data. In classifying a test data, the first rule 
applicable to the test data classifies it. If no rules matching 
the test data, our prediction procedure uses the default class 
rule.

4 Experimental Evaluation 

In this section, different classification algorithms are 
compared with the proposed model according to a number of 
text categorization evaluation measures including accuracy, 
number of rules produced, precision, recall and F1. The data 
set used in the experiments is the Reuter corpus and different 
classification techniques: MCAR, Decision trees [6], Naïve 
Bayes [1], and the k-nearest neighbour algorithm (k-NN) [8]
have been contrasted with our model. The reason behind 
selecting these algorithms is to study the performance of our 
algorithm comparing to classic algorithms as well as AC
ones.

4.1 Data Set 

A popular TC collection called Reuter has been investigated 
in this section. The Reuters-21578 is the most widely used 
test collection for TC research. We used the ModApte 
version of Reuters-21578. This spilt leads to a corpus of 
9,174 documents consisting of 6,603 training and 2,571
testing documents, respectively. We tested all contrasted 
algorithms on the seven most populated categories with the 
largest number of documents assigned to them in the training 
data set. The experiments are conducted on 2.5 GHz Pentium 
IV machine with 2GB RAM, and the proposed method is 
implemented using VB.Net programming language with a 
MinSupp and MinConf of 2%, and 40%, respectively, the 

DiffEclat([P]):
for all Xi 2 [P] do
for all Xj 2 [P], with j > i do
R = Xi [ Xj ;
d(R) = d(Xj) � d(Xi);
if _(R) _ min sup then
Ti = Ti [ fRg; //Ti initially empty
for all Ti 6= ; do DiffEclat(Ti);
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Table 1: Number of documents per category (Reuters-
21578).

Category 
Name

Training set Testing Set

Acq 1650 719
Crude 389 189
Earn 2877 1087
Grain 433 149

Interest 347 131
Money-FX 538 179

Trade 369 117
Total 6603 2571

other algorithms were tested using WEKA[16],which is an 
open source business intelligence tool that implements 
different machine learning and data mining methods. Table 
4.1 represents the number of documents for each category in 
the Reuters-21578 data set. On these documents we selected 
the top 1000 features using Chi Square.
  

4.2 Result Analysis

Figure 4 represents the average precision results for the 
contrasted classification algorithms. The numbers in that 
figure give an indication that the proposed algorithm 
outperformed the remaining learning algorithm on the Reuter 
data set in regards to precision evaluation measure. In 
particular, it achieved higher precision on average 13.36%, 
5.19%, 1.27% and 1.89% respectively than Naïve bayes, 
C4.5, Knn, and MCAR algorithms, respectively.   The 
second best performed algorithm with reference to precision 
was KNN but in general AC algorithms including our model 
and MCAR performed very competitive on precision figures 
if contrasted to traditional classification algorithms. The 
results on precision showed that the statistical method of 
Naïve bayes was the least scored precision algorithm on the 
Reuter TC data set. Figure 5 shows again that the Naïve 
bayes algorithm is the least applicable classification 
approach towards the Reuter data set due to the low results 
of recall. This is since Naïve bayes algorithm derives often 
high class likelihood for majority classes since they are often 
more representative in the input textual collections like 
“Earn”. In the Reuter data collection, there are some classes 
that are connected with low numbers of documents.  Further, 
Naïve bayes algorithm is based on independence assumption 
which is violates real-world data and perform very poorly 
when features are highly correlated and does not consider 
frequency of word occurrences. On the other hand, the 
proposed algorithm and MCAR for instance produced 
classifiers that represent most of the classes in the input 
textual data set. Meaning they are not impacted with the 
unbalanced class labels for the Reuter’s documents. In 
general, most of the considered classification algorithms 
except Naïve Bayes showed competitive performance with 
regards to precision and recall on the data set, as their 
derived results are close to each other.

  

Figure 4: Average precision of the contrasted algorithm.

Figure 5: Average recall of the contrasted algorithm.

A deeper investigation on the performance of the documents 
category has been conducted to show the behaviour of the 
contrasted algorithms. Tables 2 and Table 3 illustrate the 
precision, and recall results for each document category and 
for each algorithm we consider. The recall and precision 
measures results for proposed algorithm for the document’s 
categories are consistent except the “Interest” class which 
has achieved the least results. After investigating the Reuter 
data collection for such class it seems that during the 
prediction step, the proposed algorithm has misclassified 
many of the   “Interest” to the rest of the documents classes. 
This is since the “Interest” class documents contain general 
terms and the classifier has a hard time to predict its right 
class. The same principle applies to the most of the 
classification algorithms used in the experiments in the same 
context, e.g.“Trade” and “Interest” classes.
Figure 6 shows the harmonic mean (F1) results for the 
contrasted classification algorithms; we notice that the F1 
results of the compared algorithms are consistent with 
previous recall and precision results.  This is because the 
harmonic mean measure depends on recall and precision 
values. Also the F1 figures indicate that KNN outperformed 
other traditional TC algorithms due to its high accurate 
measures results. Lastly, it seems that Naïve bayes is the 
least applicable algorithm to the TC problem.
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Table 2: Precision results for each class in the Reuter and by each 
algorithm.

Class
N. 
Bayes C4.5 KNN

Our 
Algorithm MCAR

Acq 90.8 85.7 91.5 94.78 90.3

Crude 79.9 74.7 85.1 81.9 88.5

Earn 95 96.3 97.4 99.9 100

Grain 71.7 97.6 88.5 95.44 94.5

Interest 56.5 56.11 73.6 54.9 42.7

Money- 64 76 77.3 76.18 73.4

Trade 47.8 77.12 77.6 96.12 96.6

Average 72.2 80.5 84.4 85.6 83.6

Table 3: Recall results for each class in the Reuter and by each 
algorithm.

Class C4.5 KNN
our 
algorithm MCAR

N. 
Bayes

Acq 92.2 84.9 92.5 94.44 90.1

Crude 82.1 76.3 86.3 83.7 87.7

Earn 96.8 95.9 97.2 99.6 99.6

Grain 73.3 98.6 87.9 96.76 96.1

Interest 59.5 48.7 74.4 53.88 44.12

Money-
FX 61.8 77 79.1 76.88 75.2

Trade 52.2 80.5 77.2 94.6 95.8

Average 73.9 80.2 84.9 85.6 84

Figure 6 shows the harmonic mean (F1) results for the 
contrasted classification algorithms; we notice that the F1 
results of the compared algorithms are consistent with 
previous recall and precision results.  This is because the 
harmonic mean measure depends on recall and precision 
values. This figure insures that the proposed algorithm is the 
most suitable classification algorithms among the contrasted 
ones when it comes to the TC.  In addition, our classification 
algorithm outperformed MCAR which is a  known AC 
technique with reference to F1. Lastly, it seems that Naïve 
bayes is the least applicable algorithm to the TC problem.

Figure 6: F1 average for the contrasted algorithms.    

5 . Conclusions

In this paper, we proposed an AC algorithm for classifying 
textual data. The proposed algorithm showed high accuracy 
comparing to traditional classification approaches which 
indicates that the proposed model is efficient and applicable 
to the TC problem. Particularly, we utilized a new vertical 
mining based on DiffSet approach to find the rules. 
Experiments results using the proposed algorithm and four 
other known classification algorithms have been carried out. 
We used precision, recall and harmonic mean (F1) as the 
measures for comparing the algorithms.  The results revealed 
that thee proposed algorithm outperformed MCAR, decision 
trees, Naïve Bayes and KNN on the Reuter data set and with 
the respect to the above mentioned measures. In near future 
we will look into using the proposed algorithm on uncertain 
data sets.
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1Abstract—The protection of electric power systems against 

temporary overvoltages, due to switching and lightning 

contributes directly to the quality of the energy supplied to 

consumers. This paper proposes the implementation of an 

overvoltage protection system composed of metal-oxide surge 

arrester, from the application of a fuzzy system for location the 

point of occurrence of flashover and definition the amplitude of 

the lightning overvoltages. Furthermore, it is to develop a 

procedure for the specification of the sizing, placement and total 

number of surge arresters for protection of distribution lines 

optimized from the data provided by the fuzzy system. 

Index Terms—lightning, lightning overvoltage, surge arrester, 

fuzzy systems. 

I.  INTRODUCTION 

In the electric power sector, the criteria of reliability and 

continuity of supply are critical to the constant research and 

development of procedures to improve the Power Quality 

(PQ) and related services available to consumers. To achieve 

adequate operating conditions in an Electric Power System 

(EPS), and consequently a high level of PQ, two of the 

requirements are the installation of a Lightning Protection 

System (LPS) and a grounding system. 

The LPS consists of surge arresters, which lead the 

atmospheric discharge to the ground, at the same time they 

limit voltage on the equipment to which they provide 

protection. This limit voltage is composed by the sum of the 

voltage discharge of the surge arrester and by the induced 

voltage developed by the discharge current between the surge 

arrester line and ground leads [1]. The study of LPSs can be 

employed to solve various problems, some of the most 

important being: 

 Analysis of lightning induced voltages [2]; 

 Reduction of unplanned shutdowns which result voltage 

sags and load shedding [3]; 

 Definition of the location and number of surge arresters 

to be installed [4]; 

 Determination of influence of surge arrester placement 

on phases on the level of shutdowns of the line and on 

the level of energy absorption of surge arresters [4], [5]; 
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 Comparative assessment of the use of line surge 

arresters in classical methods of controlled shutdowns in 

the event of lightning [6]; 

 Analysis of the use of shield wire and surge arresters 

with or without spark-gap and assessment of the 

performance of a line in the event of lightning, so as to 

include critical regions [7]. 

In this context, the improvement of the response of 

distribution lines to lightning induced overvoltages by the 

installation of shield wire and surge arresters was analyzed in 

[8]. The effects of footing impedance and also shield wire 

size on line protection are assessed. The line performed better 

with the surge arrester than with shield wire, especially if the 

surge arresters were installed on every pole of the line. 

A useful and complete guide to the protection of power 

systems by surge arresters is available in [9]. This guide 

discusses the use of metal-oxide surge arresters to protect 

equipment with rated voltages above 1 kV against 

overvoltages. In addition, it provides information about the 

use of surge arresters for protection of substations, 

transmission and distribution systems and large electric 

machines. 

In [10], a lightning protection system for a Transmission 

Line (TL) is described, employing a minimum number of 

surge arresters, placed on different towers with varying 

distances between them. The dependence of these placements 

on the tower footing resistance was analyzed. With the 

implementation of these methods of analysis, the number of 

unplanned shutdowns was reduced and the reliability of the 

services provided to the consumer improved. 

Such cases show the importance of the study of lightning 

protection, as well as the relevance of analyzing the sizing, 

location and number of surge arresters to be installed. Thus, 

this paper will first present a method to locate the point of 

occurrence of flashover and respective overvoltage based on 

fuzzy logic. Then will show a procedure for protection 

against overvoltages of atmospheric origin, based on the use 

of surge arresters. To this end, the consequences of direct 

lightning strikes on Distribution Line (DL) will be 

investigated. 
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The rest of the paper is organized as follows: the next 

section presents the main questions regarding overvoltages of 

atmospheric origin in power system. The third part gives 

details about the selection, modeling and implementation of 

metal-oxide surge arresters. In the last section presents the 

method of locating the event point of flashovers caused by 

lightning through a fuzzy system, the responses of computer 

simulations and the findings of this study. 

II.  OVERVOLTAGES OF ATMOSPHERIC ORIGIN IN ELECTRIC 

POWER SYSTEMS 

The incidence of lightning on the conductors of TLs and 

DLs (direct lightning) or in the vicinity (indirect lightning) 

can cause overvoltages of high magnitude in the lines. If the 

amplitudes of these overvoltages exceed the levels that the 

system can withstand, disruptive discharges will occur, which 

can evolve into electric arcs. This can result in faults between 

one or more phases and ground and the need to actuate 

protection devices against overcurrents. 

The Rusck model [11], presented in (1), provides the 

maximum value of the induced overvoltage (Umax) at the 

center of a line relative to the point of discharge of the 

lightning, for a single-phase infinitely long line over a 

perfectly conducting ground 

             
   

 
(   

 

√    
),  (1) 

where Z0 is the characteristic impedance of the line, Ip the 

discharge current, h the height of the line, d the distance from 

the discharge to the center of the line and v the ratio between 

the discharge wave propagation speed and the speed of light. 

In systems with operating voltages exceeding 200 kV, the 

insulation levels of the equipment withstand overvoltages 

induced by direct and indirect discharges, because in extra 

high voltage systems, surges of greater impact occur due to 

switching operations. However, in transmission and 

distribution systems with nominal voltages below 200 kV, 

without protective devices, such as the time analyzed in this 

paper, direct lightning strikes entail overvoltages and 

dielectric failure, resulting in the burning of equipment and 

probably physical damage to its components. 

Although the direct incidence of lightning on DLs is less 

frequent than the indirect one, the study of methods of 

protection against overvoltages of atmospheric origin on 

these lines is of great value. This is due to severity of these 

overvoltages for DLs and because on open field lines in rural 

areas, which may be the highest structures in its surroundings, 

and in less occupied urban areas, their occurrence is more 

likely. 

III.  MODELING OF METAL-OXIDE SURGE ARRESTER 

The surge arresters are one of the most commonly used 

devices for protection and insulation coordination of various 

types of electrical equipment and systems, and thus were 

chosen to be modeled in this article. The zinc oxide (ZnO) 

surge arresters, currently, are the type often used on DLs and 

TLs by virtue of the nonlinear characteristic of their blocks of 

resistors in the region of low intensity current, because this 

property implies a lower drained leakage current. Other 

features that make them used the most are short response time 

to transients, low residual voltage, high thermal stability and 

high energy absorption capacity when faced with temporary 

and transient overvoltages [12]-[14]. 

Thus, next will be presented the requirements for 

implementation of the Pinceti and Giannettoni model [15] in 

ATP software, run in the graphical interface ATPDraw, as 

well as the electrical characteristics of the surge arresters 

needed on the line employed in this analysis. 

A. Characteristics of Pinceti and Giannettoni Model 

The Pinceti and Giannettoni model was validated by 

comparison with the conventional ATP model and with the 

workgroup 3.4.11 model of the IEEE [16]. This model was 

chosen because it represents adequately the dynamic 

characteristics of the surge arrester, it requires only electrical 

parameters to build the circuit and it does not need iterative 

corrections during its computer simulations. These features 

make it a very attractive model in terms of computational 

effort and the ready availability of necessary data from 

manufacturers. 

Fig. 1 illustrates the model proposed by Pinceti and 

Giannettoni, and (2) and (3) demonstrate the parameters 

necessary to determine inductances L0 and L1. In addition, in 

(2) and (3), Vn corresponds to the nominal voltage of the, 

varistor to VR1/T2 the residual voltage due to a current surge of 

modulus 10 kA and 1.2 µs rise time, VR8/T2 the residual 

voltage for a current of wavefront 8 µs and VR8/20 the residual 

voltage for a current of 10 kA and waveform 8x20 µs. 

 

Figure 1: Model proposed by Pinceti and Giannettoni, adapted from [15]. 
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The characteristics of nonlinear resistors A0 and A1, 

derived from the model proposed in [16], are determined by 

multiplying voltages A0 and A1 in Table I by the residual 

voltage due to a surge current of modulus 10 kA and 1.2 µs 

rise time, and will be defined in subsection B. 
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TABLE I: CHARACTERISTICS OF THE NONLINEAR RESISTORS ACCORDING TO 

[15]. 

Current (kA) 
A0 

Voltage (pu) 

A1 

Voltage (pu) 

2.00E-06 0.81 0.623 

0.1 0.974 0.788 

1 1.052 0.866 

3 1.108 0.922 

10 1.195 1.009 

20 1.277 1.091 

B. Electrical characteristics of the modeled line and surge 

arrester 

The sizing of the surge arrester chosen for the line under 

study was based on the line operating data, the overvoltages 

determined by the simulations of lightning and the data 

provided in a surge arrester catalog. 

The line parameters were taken from the data in [17], 

which show that the nominal voltage was 69 kV phase-phase 

and 39.8 kV phase-to-ground. The maximum amplitude of the 

lightning current was taken as 10 kA, since this was the most 

frequent value. Also, the keraunic index (Ik) of the region of 

the line is 60, according to the Brazilian standard [18], which 

results in a Flash Density (FD) of 1.89, calculated by (4). 

             
    .  (4) 

From these data and the manufacturer’s information 

contained in [19], the electrical characteristics of the surge 

arrester modeled in this article were defined. For each system 

voltage, the combined data from Tables II, III and IV, which 

contain the guaranteed protection characteristic of surge 

arresters, provide a range of values for the maximum system 

voltage (Um) and for the nominal voltage (Ur). 

TABLE II: GUARANTEED PROTECTION RANGE OF SURGE ARRESTER, ADAPTED 

FROM [19]. 

Maximum System 
Voltage 

Nominal 
Voltage 

Maximum Residual Voltage for 
8x20µs Wave of Current 

Um Ur 5kA 10kA 

[kVrms] [kVrms] [kV peak] [kV peak] 

52 
42 103 109 

48 118 125 

TABLE III: MINIMUM UR OF SURGE ARRESTER FOR LIGHTNING, ADAPTED 

FROM [19]. 

System 

Grounding 

Fault 

Duration 

System Voltage 

Um [kV] 

Minimum Nominal 

Voltage Ur [kV] 

Effective ≤1s ≤100 ≥0.8xUm 

Effective ≤1s ≥123 ≥0.72xUm 

TABLE IV: LIGHTNING PROTECTION CHARACTERISTIC OF SURGE ARRESTER, 

ADAPTED FROM [19]. 

Maximum 

System 

Voltage 

Nominal 
Voltage 

External Insulation 

Um Ur 
1.2/50 µs 60 Hz 250/2500 µs 

dry humid (10s) humid 

[kVrms] [kVrms] [kV peak] [kVrms] [kV peak] 

52 
42-60 310 150 250 

66 370 180 300 

 

Considering that the chosen surge arrester must have a 

continuous operating voltage above the system nominal 

voltage, using the Table II, it was adopted one of 52 kV, a 

value immediately above the phase voltage of the line. To 

determine Ur, Table III was analyzed, according to which 

Ur≥0.8xUm, since the grounding of the line is taken as 

effective and thus Um≤100 kV; that is, Ur is 41.6 kV. Thus, 

in Table II the value equal to or just above that found for Ur 

should be taken; thus, the Ur adopted is 42 kV. 

Next, the parameters of (2) and (3) were determined from 

the data in Tables II and IV, which gives Vn equal to 42 kV, 

VR1/T2 equal to 310 kV, VR8/T2 and VR8/20 equal to 109 kV, L1 

equal to 19.36 µH, L2 equal to 6.45 µH and characteristics of 

nonlinear resistors A0 and A1, as shown in Table V. 

TABLE V: CHARACTERISTICS OF NONLINEAR RESISTOR IN THE SURGE 

ARRESTER MODELED. 

Current (kA) 
A0 

Voltage (kV) 
A1 

Voltage (kV) 

2.00E-06 251.1 193.13 

0.1 301.94 244.28 

1 326.12 268.46 

3 343.48 285.82 

10 370.45 312.79 

20 395.87 338.21 

C. Implementation and simulation of the surge arrester model 

The circuit in Fig. 1 was implemented with nonlinear 

resistors parameterized with data previously recorded with a 1 

MΩ linear resistor, to avoid numerical instabilities during the 

simulation. A source was used to simulate lightning of 

waveform 1.2x50 μs and discharge current 10 kA. The 

response of the simulation, is displayed in Fig. 2, in which the 

consistency of the behavior of the model may be noted, 

because when the surge arrester was subjected to a voltage 

greater than its nominal voltage, its impedance fell, allowing 

the atmospheric impulse current to be dissipated. Also 

verifies that the value of the overvoltage resulting was 

limited, and recovered the high impedance value of surge 

arrester after the end of the request voltage. 

 
Figure 2: Response of surge arrester model to waveform 1.2x50 μs and 

discharge current 10 kA. 
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IV.  RESULTS 

To analyze the incidence of direct lightning on the line 

under study, initially, simulations were carried out of 

lightning with waveform 1.2x50 μs discharge currents 10 kA, 

4.5 kA or 2.5 kA, and impedance of the air ionization channel 

1 kΩ or 3 kΩ. Next, sections of the line were configured 

according to the JMarti model, since in this type of 

simulation, the dependence on frequency is relevant [20]. 

And also it was used PI model because the line length was 

8.915 kilometers and therefore less than 15 kilometers, as 

required in [21] for this type of simulation. 

Was simulated the applying lightning in the 9 points of 

the line shown in Fig. 3, with which were obtained voltages 

and currents for each of the three phases at each point of the 

line. 

 

Figure 3: Simplified model of the line for simulations of lightning. 

Thus, with the data from the simulations has built a 

multilayer fuzzy inference system, as shown in Fig. 4 and 

Fig. 5, from the automatic structural and parametric 

adjustment presented in [22] and [23]. After obtaining the 

currents and voltages, these data were converted to the 

respective linguistic terms that were specified through 

relevance functions. Then, the linguistic terms were used in 

the evaluation of fuzzy rules, and finally, by the application 

the inference procedures, by applying the inference 

procedures, results were obtained which allowed identify the 

point of happening flashover and the amplitude their 

overvoltages. 

 

Figure 4: Fuzzy system for locating the point of incidence of lightning. 

 

Figure 5: Multilayers fuzzy system. 

For the purpose of evaluating the performance of the 

proposed method, a set of test samples was applied to the 

fuzzy system. The estimation showed average error of 

0.0055%, standard deviation of 0.0143% and maximum error 

of 0.0437%. Fig. 6 shows the results of this test, in which 

each level represents a point of event flashover, and where it 

is possible to note the precision of the method developed. 

Emphasize that the point of occurrence of flashover is defined 

by the peak value of voltage assess and by the place where it 

is measured. Already Fig. 7 contains the histogram of errors, 

from which it can be seen that the vast majority of the errors 

occur when its percentage value is very low, again showing 

the accuracy of the procedure implemented. 

 
 

Figure 6: Test of the locating the point of flashover happening. 

 
 

Figure 7: Histogram of the error of point location of the event Flashovers. 
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From the most critical situation, new simulations of 

lightning were carried out, with the addition of 2, 3 and 5 sets 

of surge arresters at points 1 and 9, 1, 5 and 9, and 1, 3, 5, 7 

and 9, respectively. It should be noted that a set of surge 

arresters consists of 3 surge arresters, one per phase, and that 

the overvoltages on the line were acquired by meters located 

at points 2, 5 and 8, in all situations. 

With the addition of 2 sets of surge arresters at the ends of 

the line, that is, at points 1 and 9, the overvoltages generated 

on the line and voltages and currents in the surge arresters as 

shown in Table VI. From this table it is concluded that 2 sets 

of surge arresters are not sufficient to protect the line, since 

the maximum overvoltage measured at point 5 is 2,586 kV. 

However, the surge arrester was observed to function 

correctly, because the maximum residual voltage measured 

on its terminals was 265 kV, which does not exceed the limit 

of 310 kV established by the manufacturer. In addition, the 

greatest current found, which was 8.7 kA, also does not 

exceed the limit of 10 kA withstand able by the surge arrester. 

TABLE VI: MAXIMUM VOLTAGE AND CURRENT VALUE ON THE LINE WITH 2 

SETS OF SURGE ARRESTERS. 

Line with 2 sets of surge arresters 

Equipments 
Point of 

Measurement 

Phase 

A 

Phase 

B 

Phase 

C 

Surge 

Arrester 
1 

Current [A] 1 3,181 -3,049 8,754 

Voltage [kV] 1 -233 -220 265 

Surge 

Arrester 
2 

Current [A] 9 2,909 2,118 8,159 

Voltage [kV] 9 -209 -184 242 

Meter of voltage [kV] 2 -819 -569 1,408 

Meter of voltage [kV] 5 -1,599 -1,442 2,586 

Meter of voltage [kV] 8 679 492 1,985 

 

Later, with the addition of 3 sets of surge arresters at 

points 1, 5 and 9, as illustrated in Fig. 4, the results in Table 

VII were obtained, where it is seen that the line is protected, 

since the maximum overvoltage measured in this situation 

was found at point 2 and was 244 kV. Moreover, the residual 

voltage and the current in the surge arresters did not exceed 

the limits established by the manufacturer, because they were 

162 kV and 9.4 kA, respectively. 

 
 

Figure 4: Simplified model of line with surge arresters at points 1, 5 and 9. 

 

TABLE VII: MAXIMUM VOLTAGE AND CURRENT ON LINE WITH 3 SETS OF 

SURGE ARRESTERS. 

Line with 3 sets of surge arresters 

Equipments 
Point of 

Measurement 
Phase 

A 
Phase 

B 
Phase 

C 

Surge 

Arrester 

1 

Current [A] 1 -322 -289 -454 

Voltage [kV] 1 -114 -133 142 

Surge 

Arrester 

2 

Current [A] 5 0.94 1.61 9,480 

Voltage [kV] 5 148 132 162 

Surge 
Arrester 

3 

Current [A] 9 -141 -97 364 

Voltage [kV] 9 -112 -106 125 

Meter of voltage [kV] 2 -136 -111 244 

Meter of voltage [kV] 5 155 132 161 

Meter of voltage [kV] 8 -118 -103 133 

 

Finally, adding 5 sets of surge arresters at points 1, 3, 5, 7 

and 9, the data in Table VIII were obtained, where it is found 

that the line is also protected with this configuration, because 

the maximum overvoltage was measured at point 2 and is 237 

kV. Also, the residual voltage and the current in the surge 

arresters did not exceed the limits established by the 

manufacturer, reaching 179 kV and 9.2 kA, respectively. 

TABLE VIII: MAXIMUM VOLTAGE AND CURRENT ON LINE WITH 5 SETS OF 

SURGE ARRESTERS. 

Line with 5 sets of surge arresters 

Equipments 
Point of 

Measurement 

Phase 

A 

Phase 

B 

Phase 

C 

Surge 
Arrester 

1 

Current [A] 1 -122 -157 263 

Voltage [kV] 1 -78 -118 124 

Surge 

Arrester 
2 

Current [A] 3 -157 -164 578 

Voltage [kV] 3 -134 -128 179 

Surge 

Arrester 
3 

Current [A] 5 1.83 2.49 9,247 

Voltage [kV] 5 84 97 110 

Surge 

Arrester 

4 

Current [A] 7 -178 -122 7,154 

Voltage [kV] 7 -138 -124 177 

Surge 

Arrester 

5 

Current [A] 9 58 32 197 

Voltage [kV] 9 -92 -91 112 

Meter of voltage [kV] 2 -124 -102 237 

Meter of voltage [kV] 5 138 113 146 

Meter of voltage [kV] 8 -97 -91 136 

V.  CONCLUSIONS 

With the results obtained it is concluded that the 

implemented fuzzy system for to identify the point of 

occurrence of flashovers was efficient and robust, as exposed 

by the responses to the test performed and found by the 

measured errors. Furthermore, it is observed that the fuzzy 

system allows greater agility for analysis of lightning 

overvoltages under the DL analyzed since it determines the 

location of Flashovers and the amplitude their voltages at 

these points, contributing determination the most critical 

point that must be protected in line. 

The overvoltages resulting from discharges on the line, 

with 3 and 5 sets of surge arresters, feature very few 
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differences between one another. Therefore, considering the 

technical/economic viability of the line protection scheme, 

the best solution is to use only 3 sets of surge arresters 

arranged at points 1, 5 and 9, balancing the protection offered 

against the high cost of buying and installing these devices. It 

was also concluded that the use of only one set of surge 

arresters at any point on the line, including in section 5, 

which the highest overvoltage occurs, is not sufficient for its 

protection and for this reason these results were not 

presented. 

Finally, it should be noted that this article fulfills its 

objective of contributing with methods and information about 

the project of a protection system against overvoltages of 

atmospheric origin based on sizing and specification of surge 

arresters. We point out that the procedures carried out on the 

line in question could be applied to other electrical systems, 

provided that be their electrical characteristics for sizing, 

allocation and quantification of surge arresters to be installed. 
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Abstract—In this paper an approach for better choosing the 

inputs for a forecast fuzzy inference system is developed. The 

multilayer fuzzy inference system is tuned and applied to 

estimate the time series of active power demand in a substation 

feeder. Iteratively, after each estimation, the vector containing 

the sample errors is correlated with the time series, obtaining 

the next input of the system. This way, it is attempted to estimate 

the largest possible horizon reaching the minimum forecast 

error. The obtained results are satisfactory, showing that the 

methodology for choosing non-trivial inputs for an intelligent 

forecast system is capable of achieving great accuracy for 

different horizons.  

Index Terms—Electricity distribution, fuzzy inference systems, 

intelligent systems, modeling and simulation of dynamic 

systems, time series forecasting. 

I. INTRODUCTION 

The estimation of future values of a time series can be 
applied in many different areas, such as economy (stock 
market, inflation taxes, investment interests and exchange 
rates), weather (temperature, rain, snow and wind) and 
industry (supply chain management, product demand and raw 
material prices). The electric power systems are also one of 
the various forecast application areas. In this field there are 
many variables that need to be estimated, such as energy 
prices [1-6], demands [7-11] and loads [12-21]. 

There are many methods used to forecast time series, with 
the objective to minimize the prediction error. Some of them 
define that the term to be estimated depends linearly on the N 
past terms, such as Auto Regression (AR) and Moving 
Average (MA), and some of them use artificial intelligence, 
like Artificial Neural Networks (ANN) and Fuzzy Systems 
(FS) to establish non-linear dependencies. Besides, two or 
more of these methods of estimation can be combined to 
create a hybrid method, like the Auto Regressive Moving 
Average (ARMA). It is also possible to mix linear and 
intelligent methods [7], [13], [18]. 

Maybe due to the influence of linear forecast methods, it is 
common to observe in many time series forecast applications 
using intelligent systems the use of the N last terms of the 
series as inputs to forecast the actual term. But since 
intelligent methods can create non-linear dependencies, it is 
interesting to propose a different way to choose the inputs of 
an intelligent forecast system. This is the objective of this 
paper. 

The developed approach for better choosing the inputs is 
applied at the FS developed by [22] to forecast time series 
power demand at the city of Ubatuba, Brazil. The accuracy of 
the estimation is verified with the Absolute Error Histogram 
(AEH) and with the Mean Square Error (MSE). It is wanted to 
predict the greatest horizon possible using non-trivial inputs, 
that is, using different inputs than the N previous terms of the 
time series. Since it is a short-term estimation, this paper 
motivation is the real-time control of the city's substation. 

This paper is organized as follows: Section II describes the 
multilayer fuzzy inference system used. Section III explains 
how the FS was adjusted. Section IV exposes the methodology 
used to obtain the results, which are in Section V. Finally, 
Section VI contains the conclusions of this paper. 

II. MULTILAYER FUZZY INFERENCE SYSTEM 

The fuzzy inference systems may be treated as systems 
that use the concepts and operations defined by the fuzzy set 
theory and by the fuzzy reasoning methods, since they use the 
fuzzy inference process to perform their operational functions. 
Basically, these operational functions include the inputs 
fuzzification of the system, the inference rules associated to it, 
the aggregation of rules and the later defuzzification of the 
aggregation results, which represent the outputs of the FS [23]. 

Considering the operational functions performed by the 
fuzzy inference systems, it is convenient to represent them by 
a three layers model. Thus, a fuzzy inference system may be 
given by the sequential composition of an input layer, an 
inference layer and an output layer. 

This paper was supported by the University of São Paulo under CAPES 
and FAPESP Research Grant. 
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A. Input Layer 

The system inputs fuzzification has the purpose of 
determining the membership degree of each input related to 
the fuzzy sets associated to each input variable. To each input 
variable, as many fuzzy sets as necessary can be associated. 
This way, given a FS with only one input, to which there are N 
fuzzy sets defining it associated, then the output of the input 
layer is a column vector with N elements, which are 
representing the membership degrees of this input in relation 
to those fuzzy sets. 

If we define the input of this FS with one only input x, then 
the input layer output of the FS is the vector I1, that is 

    (   
( )      

( )          
( ))

 

,  (1) 

where    
( ) is the membership function defined to x input, 

which is referring to the k-th fuzzy set associated to this input. 

The generalization of the input layer concept for a FS 
having p input variables can be achieved if we consider each 
input of this FS being modeled as a sub-layer of the input 
layer. Taking into account this consideration, the output vector 
of the input layer I(x) is then defined by 

  ( )  (  (  )
      (  )

          (  )
 )

 
,  (2) 

where    is the i-th input of the FS and   ( ) is the k-th vector 
of membership functions associated to the    input. 

B. Inference Layer 

The set of rules has fundamental importance to the correct 
functioning of the fuzzy inference system. There are several 
methods for the extraction of fuzzy rules from the tuning set.  

In this paper, the FS has initially all the possible inferred 
rules. Therefore, the tuning algorithm has the task of 
weighting the inference rules. The weighting of the inference 
rules is an adequate way to represent the most important rules 
in the FS, or even to allow that conflicting rules are related to 
each other without any verbal completeness loss. Thus, it is 
possible to express the i-th fuzzy rule as 

   ( ( ))      ( ( )),  (3) 

where   ( ) is the function representing the fuzzy weight 
value of the i-th fuzzy rule,    is its weight factor and   ( ) 
represents its fuzzy value. 

C. Output Layer 

The output layer of the fuzzy inference system aims to 
aggregate the inference rules, as well as the defuzzification of 
the fuzzy set generated by the aggregation of inference rules. 

In the fuzzy inference systems design, the choice of not 
only the aggregation method but also the defuzzification 
method constitutes a very important decision. The aggregation 
method of the fuzzy inference rules must be in such a way that 
the fuzzy set resulting from aggregation is capable of 
adequately representing the knowledge contained in this set of 
fuzzy rules. By analogy, the method chosen for the 
defuzzification must be capable of expressing, in a crisp value, 
the fuzzy set resulting from the fuzzy aggregation. 

III. ADJUSTMENT OF THE FUZZY INFERENCE SYSTEM 

The formalization of a FS in the form of a multilayer 
system can be justified not only by the different operational 
division of each one of these layers, but also by the presence 
in each of them of different free parameters. 

This way, the mapping   between the input space x and the 
output space y may be defined by  

    (              ),  (4) 

where     ,   and       respectively represent the vectors 
of the input membership functions parameters, the weight of 
the inference rules and the output membership functions 
parameters. Therefore,     ,   and       represent the free 
parameters of the FS and for this reason it is more suitable to 
rewrite (4) as presented in 

    (   ),  (5) 

where   is the vector resulting from concatenation of the free 
parameters involved to system, that is 

   (    
              

 ).  (6) 

The definition of the energy function to be minimized 
remains in function of the fuzzy mapping. Considering that the 
tuning set       is fixed during the whole adjustment process, 
it may be written as 

  (   )   (   )( ),  (7) 

where   represents the energy function associated to the fuzzy 
inference system  . 

In problems like this, involving the minimization of energy 
functions, it is desired that, after any iteration, the energy 
function value is lower than that value obtained in the 
previous iteration. There are several techniques used to solve 
unconstrained optimization problems. A detailed description 
of the unconstrained optimization techniques may be found in 
[24]. The choice of the most adequate technique to be used is 
conditioned to the form by which the energy function is 
defined. For example, the Gauss-Newton method for the 
unconstrained optimization may be more applicable in 
problems where the energy function is defined as 

  ( )  
 

 
∑   ( ) 

   ,  (8) 

where  ( ) is the absolute error in relation to the i-th tuning 
pattern. 

In this paper, a derivation of the Gauss-Newton method is 
used for the fuzzy inference system tuning. The Gauss-
Newton expression to update the vector   is defined by 

            
 

 
(   )   ,  (9) 

where   is the gradient of   expressed in (7) and   is the 
Jacobian matrix of   presented in (8). The optimization 
algorithm used was the Levenberg-Marquardt method [25]. 
The Levenberg-Marquardt method can handle well ill-
conditioned matrices     by altering (9) to 

            
 

 
(      )   .  (10) 
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The calculation of the matrices   and the vectors   were 
performed through the finite differences method. 

IV. METHODOLOGY 

The first step of the methodology is to choose as the first 
input a known variable that behaves similarly to the unknown 
variable to be predicted. This grants great forecast accuracy. 
To do so, it is calculated the autocorrelation of the time series. 
The sample with the greatest autocorrelation value along the 
time series data array is chosen as the first input.  

The second variable to compose the set of input variables 
is the one that best correlates with the vector normal to the 
projection of the demand-to-be-estimated vector in the vector 
corresponding to the first input. Proceeding like this, the two 
first inputs have different behaviors, collaborating with the 
estimation precision. This is better than using two look-alike 
inputs (for example, the two with the greatest autocorrelation 
value), what would give a worse prediction with the same 
computational effort. 

The calculation of this second input variable is done by 

   ( )   ( )  
⟨ ( )| (   )⟩

‖ (   )‖  (   ),  (11) 

where   ( ) is the normal vector,  ( ) is the demand 
projection,  (   ) is the first input,   is the number of 
sample lags between the first input and the value to be 
estimated, and ⟨ |  ⟩ is the scalar product between the 
arguments. 

After choosing the first two inputs, a forecast is made. The 
forecast error, then, is correlated with the past data. The array 
position (excluding the already chosen ones) which shows the 
greatest correlation with the prediction error is chosen as the 
next input, and another forecast is made. This process is 
repeated as many times as necessary, always increasing one 
input per iteration, aiming to reduce the estimation error. 

It is worth to remark that during all the input choosing 
process, no other parameter of the FS is altered. The only 
modification between two consecutives iterations is the 
number of inputs, which is increased by one. 

V. RESULTS 

The power demand data used in this paper are shown in 
Fig. 1. The values were measured every five minutes for 210 
days. The peak value was registered at December 31

st
. 

In a day, the average power demand is that one showed by 
the blue curve in Fig. 2. The green curve at this same figure 
shows the 90% percentile, what means that at 90% of the days 
the demand is below the green curve. 

To choose the first input variable it was plot the 
autocorrelation graph for a day, shown in Fig. 3. The greatest 
autocorrelation value (0.9927) is the one given by the sample 
delayed five minutes (or one lag) from the sample to be 
predicted.  

 

Figure 1.  Power demand time series. 

 

Figure 2.  Power demand daily average (blue) and 90% percentile (green). 

 

Figure 3.  Time series autocorrelation over a day. 
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The second input was chosen by analyzing the correlation 
between the vector calculated in (11), with    , and the 
time series. The best result indicated that the sample with 30 
lags should be this input. 

Having the two first inputs, (   ) and (    ), a 
forecast was made, trying to estimate the sample ( ). The 
training MSE is shown in Fig. 4 and the AEH is shown in Fig. 
5. It is possible to notice that the training MSE ended up in a 
small magnitude (of     ), and the error histogram remember 
the appearance of a normal distribution with average zero, 
meaning that the forecast was good. 

 

Figure 4.  Training MSE for the first forecast. 

 

Figure 5.  First forecast absolute error histogram. 

Following the proposed methodology, it was calculated the 
correlation between the estimation error and the time series. 
This correlation is shown in Fig. 6. Analyzing it, the variable 
with the highest correlation value is the one that is 1h20min 
(16 samples) delayed in relation with present time. So, using 
the FS with the same parameters, and including this new input 
variable, a second forecast was made, now with three input 
variables: (   ), (    ) and (    ). The training MSE 
for this forecast is shown in Fig. 7, and the AEH in Fig. 8. 

 

Figure 6.  Correlation between first estimation error and time series. 

 

Figure 7.  Training MSE for the second forecast. 

 

Figure 8.  Second forecast absolute error histogram. 

500 1000 1500 2000 2500 3000 3500 4000 4500 5000
10

-4

10
-3

10
-2

10
-1

10
0

Iterations

M
S

E

-0.05 -0.04 -0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

4

Absolut error (pu)

0 5 10 15 20
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Lags (hours)

C
ro

s
s
co

rr
e
la

ti
o
n

500 1000 1500 2000 2500 3000 3500 4000 4500 5000
10

-4

10
-3

10
-2

10
-1

10
0

Iterations

M
S

E

-0.05 -0.04 -0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

4

Absolut error (pu)

712 Int'l Conf. Artificial Intelligence |  ICAI'13  |



It is possible to notice that the results of the first prediction 
are very similar to the results of the second one, that is, the 
majority of the absolute error is below 0.01. That happened 
because both of them tried to forecast the sample ( ), which is 
a horizon of only one sample. But for a good real-time control 
of the substation, it is needed to forecast a longer horizon. So 
it is convenient to compare the two forecasts performed in 
many different horizons. The result is shown in Fig. 9. The 
blue curve represents the MSE for the forecast with two inputs 
and the green one the MSE for the forecast with three inputs. 

 

Figure 9.  MSE comparison between the first (blue) and the second (green) 

forecast. 

It is clear that for horizons longer than 52 samples, the 
forecast with two inputs is better, but on the other hand, for 
horizons shorter than 52 samples, the forecast with three 
inputs gives better results. This is an unexpected result, since 
it was imagined that more inputs should result a more accurate 
forecast for any horizon. 

It is possible to affirm that the forecast error with fewer 
inputs grows faster but stabilizes in a lower level, while the 
forecast error with more inputs grows slower but stabilizes in 
a higher level. This is an important result, since it is crucial to 
define the number of inputs and the forecast horizon, aiming 
to minimize the forecast error. 

VI. CONCLUSIONS 

This paper has achieved its objective of proposing a new 
and efficient methodology for forecasting with accuracy a 
time series using a small number of inputs. However, an 
unexpected result showed that more inputs doesn't necessarily 
mean more accuracy. The longer is the forecast horizon fewer 
inputs are needed to keep prediction errors acceptable. 

The methodology presented in this paper can be applied in 
any time series forecasting fields. However, to do so, it is 
extremely necessary to analyze carefully the horizon to be 
predicted, so the correct number of inputs can be chosen. Once 
defined the forecast horizon, it is convenient to analyze the 
forecast error constantly. If after increasing one input the 
prediction gets worse, this means that the previous 
configuration is the best one for that case of study. 
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Abstract—Although Distributed Generation (DG) is a 

sustainable alternative to meet the growing demand for 

electricity, the intermittency of their primary sources and 

variability in its operation introduces additional uncertainties to 

the Power Distribution Systems (PDS). Because of its great 

potential for penetration in the PDS, it is important to 

investigate their impact to the grid’s safety and reliability. In 

contribution to such investigations, this article conducts a study 

of the variability in fault currents and voltages measured in the 

substation. For this, computer simulations of a system with DG 

were developed based on the IEEE 13 Node Test Feeder. The 

analysis was structured in the calculation of the apparent 

impedance of the faulty phase, for which there was variability 

greater than 30% in the module and that 15% angle. Due to this 

variability was proposed a fuzzy system for robust fault location 

in distribution feeders with DG, whose accuracy error was less 

than 12 m.   

Index Terms— Distributed power generation, Fault location, 

Power distribution, Robustness analysis, Fuzzy systems. 

I. INTRODUCTION 

Together with the increased use of renewable energy, 
distributed generation (DG) has shown great prominence in 
discussions about the future of electric power distribution 
systems, being associated with concepts such as smart grids 
and microgrids [1], [2]. Since the benefits of DG boost its 
consolidation, its impacts on the electric system have taken the 
attention of many researchers, regulatory agencies, electricity 
distributors and sponsors for technical feasibility studies [3]–
[6]. Given that conflicts are highlighted in protection systems, 
as in [7], the high penetration of DG makes essential the 
development of studies on its impact on the safety and 
reliability of the system, as well as solutions and alternatives 
to mitigate them. 

The presence of DG is responsible for loss of radial 
characteristic of Power Distribution Systems (PDS), changing 
the power flow in your direction and magnitude [8]. Under 
this new configuration, deterministic methods for fault 
location will have its effectiveness hampered due to the 
increased complexity of the system and the introduction of 
significant uncertainties that come from the variability and 

intermittency of power supply of the DG unit [9]–[13]. The 
maneuvers of connection and disconnection of generators at 
multiple points and at undefined times result in significant and 
random variations in the grid configuration and in its electrical 
parameters, requiring strategies robust enough to interpret 
different situations as a result of the same type of operation or 
failure [14]. 

This situation leads to a new paradigm for determining the 
performance of solutions in PDS. The methods and techniques 
must, in addition to criteria for precision and accuracy, 
provide greater robustness against inputs with considerable 
uncertainty level [15], [16]. In this sense, the purpose of the 
study is to evaluate the degree of variability in the behavior of 
a faulted PDS, in a scenario with diverse situations of 
connection and disconnection of distributed generators. These 
situations were evaluated by means of computer simulations, 
in which it was registered the voltage and current fault phasors 
measured at the substation. With these measures, a system was 
developed for fault location based on fuzzy logic to deal with 
uncertainty through a possibilistic approach. 

II. DISTRIBUTED GENERATION IMPACTS 

A.  The High Level Penetration 

Motivated by technical, economic and environmental 
reasons, the DG has emerged as an option for the growing 
electricity demand and in response to technological advances, 
sensitive loads and the creation of new energy policies 
increased [2]. The DG is commonly associated with renewable 
sources and efforts to reduce the environmental impacts will 
boost its penetration in PDS [5]. This penetration will cause 
changes in the behavior of the distribution grid, taking it from 
a passive, one-way flow characteristic of the substation to the 
consumers, to a more active, with bidirectional flow due to 
branches that consume, generate and store energy [17]. 

Due to the increase in complexity of the PDS with DG, 
one of the main objectives of the concept of smart grids is to 
provide the necessary infrastructure for optimized integration. 
Studies on this integration describe a series of benefits to the 
grid, but also assess the challenges. These benefits involve 
aspects related to the reliability, robustness, economy and 

This work was supported by the University of São Paulo under Research 
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sustainability, highlighting the improvement in voltage profile, 
reducing losses in transmission and distribution, increasing 
reliability, using renewable sources, reducing the 
environmental impact and supporting peaks. The main 
challenges involve investment projects, grid changes and its 
new behavior, such as high initial cost, islanding issues, loss 
of radiality, coordination and selectivity problems, increase 
levels of short-circuit, voltage fluctuations and interharmonics 
introduction [5], [6]. 

B. The Uncertainties Increase  

In the PDS, the spread branch, the electric unbalance, the 
dynamics of loads, the voltage and current levels and other 
peculiarities give them an intrinsic level of uncertainty. At this 
level of uncertainty it is still added up operational variations 
and disturbances, such as grid reconfiguration, failure of 
equipment, errors in modeling and simulation, noise 
measurement and climate change [18]. Although DG's 
objective is to promote increase in the robustness and 
reliability of the system, their penetration introduces 
uncertainties, which added to the already existing, make 
deterministic approach inadequate to model the behavior of 
the system, analyze its performance and make decisions with 
the permissible margin of error. In this scenario, there are two 
approaches capable of incorporating uncertainties [9], [19]. 

 Probabilistic: variables represented by probability 
density functions (mean and variance), exploiting the 
stochastic behavior. Statistical tools are used. 

 Possibilistic: variables represented by their range of 
variation and evaluated on several possible scenarios. 
Interval mathematics and fuzzy logic concepts are 
used. 

When DG is based on renewable energy such as wind, 
solar and tidal power, there is a big challenge: the variability 
in the generation, since it relies on primary sources with 
intermittent behavior, variant depending on geographical 
location and difficult to predict [4], [20], [21]. In contrast to 
the objectives of the GD, the variability induce power 
fluctuations throughout the day which can cause reduction in 
the robustness of the electrical system [3]. There is also the 
dependence of generation of a DG unit with the demand and 
generation of other units on the same feeder, because 
exceeding the ability of consumption there will be reverse 
flow of reactive power, from the consumer to the substation, 
and the losses will increase [9]. Whatever the approach used, 
the fact is that the uncertainties resulting from the penetration 
of DG at a high level is relevant and will reduce significantly 
the effectiveness of deterministic planning techniques, 
requiring that different scenarios are taken into consideration 
[10].  

C. Fault Location  

The fault location is a task that has a direct impact on the 
level of security and economy of operation of Electrical Power 
Systems (EPS). Its efficiency is associated with speed and 
accuracy in the estimation of fault point. Traditional methods 
for fault location are commonly grouped into two categories, 
based on impedance and based on traveling waves. The first 
one uses measurements of fault voltages and currents in 

calculations of electrical circuits. The second relies on the 
time interval between an initial wave and its reflections on the 
fault point. Both have their limitations and compromise 
between robustness and accuracy is the major problem of 
these methods [16]. 

 The changes in power flow and the direction and 
magnitude of fault currents compose the main impact of DG 
penetration in the PDS, the loss of the radial characteristic 
under which protection systems were projected. In addition to 
problems of coordination and selectivity, highlighted in [7], 
for systems with DG, traditional methods exhibit significant 
errors, which increase in direct proportion to the fault 
impedance and power generated downstream of the fault point 
[8], [22], [23]. The different types of DG technology, such as 
natural gas turbines, steam turbines (fossil fuel or biomass), 
internal combustion engines (diesel), fuel cells, microturbines, 
small hydropower plants (SHP), photovoltaic cells and wind 
generation, have particular electrical characteristics. This fact 
associated with the type of grid connection, such as the use of 
frequency inverters, contributes to the existence of different 
forms of energy fluctuations, uncertainties in the operation and 
faults response [12]. These aspects require more robustness to 
the fault location, at a level compatible to the uncertainties 
present in the input variables [16]. 

III. ROBUSTNESS ANALYSIS PROPOSAL 

The robustness concept is often used in control theory, 
representing the ability of a system to remain stable in the 
presence of disturbances and uncertainties. In a robust system, 
the effect of varying the inputs in the accuracy of the output is 
minimized (Fig. 1).  A robust method for locating faults 
should be applicable for variations of fault types, fault 
impedance, saturation of current transformers (CTs), system 
configuration, etc. [16]. Accuracy is the major reference for 
measuring the performance of a system and validating its 
application. The uncertainties, however, affect accuracy in a 
way that scenarios uncertain to robustness should receive 
equal attention [15].  

The study proposed in this paper approaches the 
uncertainty in the operations of connecting and disconnecting 
DG units to the grid, showing the degree of variability in the 
measurements of fault voltages and currents seen by the 
substation, depending on various combinations of entry and 
exit of generators in the feeder. This study was motivated by 
the growing discussion of the uncertainties in the operation of 
DG units, in addition to those from the stochastic behavior of 
primary sources. 

Figure 1.  Robustness illustration. 
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Reference [24] describes that the sources of uncertainty in 
the operation of DG units include the number of units 
connected to the grid at a certain time, its location and the 
power imported to the system. In  [14] it is stated that different 
consumers may have different strategies to operate his 
generator and the processes of connection and disconnection 
to the grid can be random. Their results show that randomness 
in operation causes increased losses and reduces the power 
transfer capacity. Regarding the treatment of uncertainties, 
[11] highlights the possibilistic approach, given that not all 
uncertainties are necessarily stochastic, because some 
variables depend on investment decisions or operation of the 
owner or the operator, defining a variability based in certain 
rules, what can be better handled by fuzzy inference systems. 

A. Power Distribution System Configuration 

To evaluate the variability in the response to faults, it was 
modeled a distribution system based on IEEE 13 Node Test 
Feeder [25], using the toolbox SimPowerSystems™ and the 
Simulink

®
 graphical environment present in the software 

MATLAB
®
. The original system was adapted to the 

integration of DG, as illustrated in Fig. 2.  

The voltage regulator 650-632 of the branch was removed 
because the DG already promotes improvement in the voltage 
profile. The switch of the branch 671-692 was kept closed in 
all simulations. Representing the penetration of DG, six 
synchronous generators were connected to the consumption 
points 611, 634, 646, 652, 675 and 680. The generators were 
represented by their subtransient model (Fig. 3), with 0.03 pu 
armature resistance (ra), 0.24 pu synchronous subtransient 
reactance (xs”), configured in terminal voltage control mode 
(1 pu) and active power set at 425 kW, that is, the bus at its 
terminals is of the type PV. 

Figure 2.  Adapted IEEE 13 node test feeder. 

Figure 3.  Synchronous generator subtransient equivalent.  

The three-phase system in question has an input voltage of 
115 kV and a transformer with power of 5 MVA reduces the 
voltage distribution in 4.16 kV. The feeder has 1.55 km in its 
largest branch (650-652) and approximately 944 m on the 
laterals. The consumer units are served with a voltage of 4.18 
kV, and only one of these, connected to node 634, utilizes a 
distribution transformer with power of 500 kVA that reduces 
the voltage to 480 V. In the feeder, 3,466 kW and 2,102 kvar 
are consumed, which means a loading of almost 75% in the 
substation transformer, considering the reactive compensation 
of 700 kvar. The loads were equally distributed among the 
three phases to minimize the unbalance of power. The feeder 
was represented by the line model with distributed parameters, 
in order to obtain a more faithful response of the transient 
behavior and electrical coupling between phases. Each DG 
unit was connected to the grid through transformers equal to 
that present in the branch 633-634. 

B. Simulations and Analysis 

The simulated cases involved all combinations of states of 
connection and disconnection of the six generators, which 
includes the case without DG, totaling 64 situations for each 
point of fault (distance from the substation). The faults were 
applied at 11 points along the main branch (650-652), 
covering the whole feeder. The system was evaluated under 
single-line-to-ground (SLG) type faults, because of their high 
rate of occurrence, and three-phase faults, due to their 
severity, contemplating a symmetrical scenario and another 
asymmetrical one [26].  

The variety of cases represents the uncertainty associated 
with the operation of the DG units, generating changes in the 
conformation of the system. Traditional methods for fault 
location, as in [27], show a better performance for low 
impedance faults (LIF), so this feature was chosen so that the 
results represent the variability in a more optimistic degree. In 
each simulation the voltage and current phasors per phase 
were recorded after fault. To examine the variability of 
measurements in terms of robustness, the transfer function 
defined as: 

  

 

was evaluated, where k is the faulty phase (a, b or c); V is the 
voltage; I is the current; φ is the phase angle and Z represents 
the apparent impedance, which includes the mutual 
impedances. This relationship combines the behavior of 
voltages and currents, and highlights the dynamic behavior of 
the grid. The quantification of variability (VAR) can be 
expressed in terms of percentage ratio between the range 
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given by the extremes of the variation and the value for the 
case without DG, defined in (2) for the module (|Z|) and in (3) 
for the angle (φ). 

  

  

IV. RESULTS AND DISCUSSIONS 

The analysis showed that the symmetry of the three-phase 
short circuits is capable of significantly reducing the variation 
in the apparent impedance in relation with SLG short circuits. 
The variability in the faulty phase to three-phase faults was 
more than 17 times lower, with a maximum value of 1.3%, 
lower than the minimum value for SLG faults. For these 
reasons, this paper will focus on the behavior of the system 
under the occurrence of SLG faults. The variation in apparent 
impedance defined in (1), for the faulty phase ("a"), as a 
function of fault point can be visualized in Fig. 4 for the 
module and in Fig. 5 for angle. 

Figure 4.  Phase “a” apparent impedance module variation. 

Figure 5.  Phase “a” apparent impedance angle variation. 

Figures 4 and 5 show the variation arising from all 64 
combinations of DG units operation and the evolution of the 
system's behavior under faults throughout the feeder. At the 
beginning of the feeder, faults occur much close to generators 
and so the entry and exit of these do not cause large variations. 
As the fault point moves away from the substation and 
approaches the generator, the variability in the operation of 
these influences significantly the measurements of voltage and 
current, since the resulting variability is proportional to the 
amount of generators near the point and the degree of 
proximity. Besides the faulty phase, variability can be 
observed in the apparent impedance of the other phases. Table 
I contains the values of the metrics defined in (2) and (3) to 
quantify the variability considering SLG faults in phase "a". 

TABLE I.  APPARENT IMPEDANCE VARIABILITY 

 

As expressed in table I, the apparent impedance variability 
reached 33% for the module and 16% for the angle, in the 
faulty phase. Healthy phases variability is even higher and this 
phenomenon is associated with the magnetic coupling 
between the phases. For the three-phase system under study it 
follows that 

  

  

and dividing each row by its phase current is obtained the 
apparent impedance defined in (1), now in terms of the mutual 
and the proper impedances:   

  

where k is the phase in question; i and j the other phases; Zkk 
the proper impedance of phase k; and Zik and Zjk the mutual 
impedance from phase i to phase k and from phase j to phase 
k. To the faulty phase, while Ik >> (Ii and Ij), Zk reflects the 

Fault 

Point 

Distance 

(m) 

Variability (%) 

|Za| |Zb| |Zc| φZa φZb φZc 

1 152 1.9 75.4 83.6 2.0 703.9 120.0 

2 305 3.3 79.7 85.8 1.5 669.6 107.7 

3 457 5.0 83.3 86.3 1.1 641.2 103.0 

4 610 6.9 86.1 86.6 1.4 621.9 102.0 

5 762 9.1 84.4 88.5 2.9 603.7 82.5 

6 914 16.4 85.9 91.0 4.6 602.4 86.5 

7 1,067 24.5 89.3 94.3 6.9 604.4 93.1 

8 1,219 33.4 93.4 97.8 9.7 606.9 101.3 

9 1,311 29.1 90.5 95.5 10.6 613.5 97.7 

10 1,433 22.8 85.7 91.1 13.6 623.3 101.1 

11 1,554 22.3 82.2 87.2 16.3 630.3 102.0 
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proper impedance of the phase, what happens with faults near 
to the substation, because Ik is high. Along the feeder Ik 
presents descending magnitude, causing Zk suffer gradual 
influence of other phases. For the healthy phases Ik << (Ii or Ij), 
where i or k is the faulty phase, close to the substation and 
along the feeder the ratio of currents continues to promote the 
strong influence of the faulty phase, propagating this 
variability in the other phases through the mutual impedance. 

The variability shown in Table I is indicative of a robust 
system for fault location should give greater attention to the 
values of voltage and current in faulty phase, since healthy 
phases there is great variation. The post-fault data contain 
much information about the fault position , but say little about 
the state of connection of generators to the grid (Si = ON or 
OFF) and without communication infrastructure (smart grid) 
the state vector (S1, S2, S3, S4, S5, S6) is unknown. This 
information can be extracted from the data pre-fault, since the 
load reduces the substation with the entry of the generators. In 
this way, the intelligent system for robust fault location will 
have the conformation shown in Fig. 6, whose inputs are the 
module and phase of pre and pos-fault apparent impedances, 
composing two pairs of input. The output is the estimation of 
distance from the substation to fault point, in meters. 

Figure 6.  Robust fault location system. 

With the database formed by the simulations was possible 
to construct a multilayer fuzzy inference system (Fig. 7), from 
the automatic structural and parametric adjustment presented 
in [28] and [29]. The proposed tuning algorithm is based on 
the Mandani architecture, in which consequential members of 
fuzzy rules are represented by linguistic variables. The use of 
this type of fuzzy inference system, due to its structure, it 
provides robustness, offers a high semantic level and a good 
generalization capacity. The great advantage of this approach 
is to keep the interpretability of the fuzzy system, unlike the 
parametric architectures, such as the algorithm ANFIS 
(Adaptive Network-based-Fuzzy Inference Systems) in which 
the resulting functions are the real domain polinomais [30]. 
Figure 7 shows the schematic diagram of the fuzzy multilayer 
model for a system composed of two inputs and three 
inference rules enabled. 

Figure 7.  Multilayers fuzzy system. 

 To evaluate the performance of robust fault location tool, 
a set of samples test was applied to the system. The estimation 
showed average error of 11.07 m, standard deviation of 12.25 
m and maximum error of 68.53 m. System testing is 
represented graphically by Fig. 8. Each level represents the 
same fault point for the 64 connection of generators 
combinations and therefore the criterion of robustness is built 
into the criterion of accuracy. Figure 9 contains the histogram 
of the error, by which it should be noted that the highest errors 
occurred at generators closer point. 

Figure 8.  Robust fault location test. 

Figure 9.  Error histogram of the robust fault location. 
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V. CONCLUSIONS 

Even from an optimistic point of view for the fault location 
methods, that is, applying only LIF, the PDS with DG showed 
a variability in the apparent impedance higher than 30% in its 
modulus and 15% in its angle for SLG faults in relation to the 
system without DG. This level of variation in the system 
behavior is the result of the uncertainty in the operation of the 
DG unit. Since this is not the only source of uncertainty in this 
scenario, the methods of locating faults on distribution feeders 
with distributed generation should be robust. For this purpose 
a fuzzy system was set to the task of robust fault location. The 
estimation showed an average error of 11 m and a maximum 
error of 68 m, which represents a response acceptable in view 
the facility in to complement the fault point identification by 
visual inspection. In future works it is intended to extend this 
study to cases involving other types of fault, different fault 
resistances, fluctuations in the generation of DG units, 
different types of generators, specific power for each DG unit 
and representation of the generators by their complete models. 
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Abstract--This paper presents detailed intelligent techniques 

concepts commonly used in power transformer analysis. It will be 
given more attention to Dissolved Gas Analysis (DGA), 
Transformer Turn Ratio (TTR) and Induced Voltage tests. The 
main purpose of the work is to establish a database and 
intelligent system specification that stores all data acquired from 
testing and therefore make it possible, for an expert system based 
on intelligent tools, make integration and data analysis.  
 

Keywords— Power transformers, expert systems, intelligent 
systems. 

I.  INTRODUCTION 
ue to the recent energy demand increasing, which is 
directly linked to regulatory changes in the electricity 
sector, it is also increasing the interest and concern 

about reliability issues and power quality. Following this 
context, it can be highlighted the development of 
methodologies dedicated to fault detection and location to all 
segments of the electrical system, since from the generation, 
through transmission and reaching the distribution. 

Failures within each of these sectors leads to undesirable 
effects, such as power interruption and transient fluctuations, 
which can damage both companies and consumers 
equipment’s,  creating economic losses and decreasing power 
quality. 

Power transformers are considered one of the most 
important assets for the transmission systems in nowadays due 
to its operational capability and to be a critical point of the 
system. Thus, in a case of a power transform failure, many 
consumers will be interrupted. 

Because it’s extremely expensive the acquisition of a new 
transformer or the maintenance after a failure, several 
methodologies have been proposed in literature with the goal 
for both efficient detection [1-2] and location [2-4] of 
transmission transformers failures.  

These approaches are mainly centered in: DGA [5-9], TTR 
[10] and induced voltage tests [11-12]. 

Failures detection approaches by DGA in the insulation oil 
tank is based on the observation of partial discharges, 
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discharges of high energy, corona effects, among others, 
interact with the transformer insulation oil, performing 
changes in its chemical composition and physical properties. 

In general, these changes are accompanied by the release of 
gases, which can be dissolved in insulating oil. The volume of 
these gases dissolved can be determined by chromatographic 
and / or physicochemical analysis. The last one can be realized 
in the installation site of the transformer. The gas 
chromatography only can be realized in a very equipped 
laboratory, using insulation oil samples. 

The TTR tests aims to diagnose the transformer over its 
winding (primary and / or secondary), where it is checked the 
relationship between the turns of the high-voltage and low-
voltage transformer under analysis [10]. 

The induced voltage tests are used to check dielectrics 
issues in the transformers, and must be realized in field. 
However, it should be noted that the induced voltage tests may 
be different depending on the transformer class, as pointed in 
[13-14]. 

Following the entire presented context, this work aims to 
guide the design of an expert system capable to provide 
solutions and help de decision making by maintenance 
engineers, when analyzing failures in transmission 
transformers. In other hand, for achieving this goal all data 
from tests must be stored and handled properly and then 
integrated into the expert system platform, which will analyze 
the failure. 

II.  DGA 
The diagnosis of the transformers operating conditions is 

fundamental in order to improve economic and reliable 
operation. The aging and deterioration of transformers 
determine the end of his life because the presence of failures 
and maintenance procures can decrease its reliability or 
availability. In that way it is important to know about the 
deterioration mechanisms and also have means for predictive 
maintenance actions. 

The deteriorated insulation oil is one that has products from 
oxidation, while the contaminated insulation oil is one that has 
water and other substances than those commonly found in the 
oil [8]. 

The mineral oil degradation process can be presented in 
three distinct phases. The initial stage is characterized by the 
formation of chemically unstable peroxides which release 
oxygen and create oxy-cellulose compounds with the 
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insulation paper. The intermediate phase is characterized by 
the formation of gases. The final stage is represented by the 
formation of sludge, which mainly consists of a resinous 
substance resulting from the polymerization of acids and other 
compounds. 

The gases dissolved in insulating oils are derived from 
failures occurred inside the transformer. The relationship of 
these gases can be classified according to the type of failure, 
and its formation may indicate the severity of the failure. 

Generally, identification and quantification of the types of 
gas are used to carry out a maintenance planning. Using DGA, 
several methods are proposed in the related literature in order 
to evaluate natural aging of the insulation as well as detection 
of incipient failures. The motivation dedicated to DGA 
failures detection in transformers is justified by the amount of 
possible failures which can be identified and the reliability of 
the results [9]. 

III.  TTR 
The Transformer Turns Ratio is used to determine the real 

relation between the windings. These methodology is capable 
to identify if any short-circuit is occurring between the turns. 
The transformer can’t be energized for the procedure. After 
the test, it can be possible to say if there is necessary or not a 
internal inspection of the transformer. Exists two ways for this 
test: by the bridge method or the method of voltage 
measurement. 

The bridge method consists to apply a voltage in a phase 
winding using equipment known as a bridge and measuring 
the induced voltage in this equipment. The procedure is 
repeated for all phases and tap positions, in a sequential 
manner. During the measurement procedure, only 
transformation relations between windings with the same 
magnetic flux can be measured. Generally, this method uses 
an AC voltage of 220V and nominal frequency of the network; 
however, other values can be used. 

The theoretical empty value of the TTR is given by the 
voltage on the high voltage winding divided by the voltage on 
the low voltage winding. This relationship is set in the 
standard transformer, until the balance can found, with 0% 
error. 

In the TTR method, the voltages on the windings are 
measured simultaneously to determine the ratio of 
transformation. Measures should present results of less than 
0.5% of error. 

Therefore, the TTR are intended to verify the relationship 
between the number of turns of the high voltage side to the 
number of turns of the low voltage side [14].  

This test must be performed with the power transformer 
without load and operating with nominal voltage applied to the 
coil which has the smallest number of turns. In the other 
winding must be applied a voltage of 0.5% in relation to the 
nominal. The standard related in [14] was designed for three-
phase four wires transformers connected in Y, which neutral is 
considered. Consequently, for other types of transformers or 
connections must be necessary numerical changes such as 
shown in [13]. 

In the work presented in [6] was developed a prototype for 
analysis and in site testing of distribution transformers called 
TXWIN. The TXWIN allows the user to perform a no-load 
transformer test, losses and TTR automatically, using a 
graphical interface. Additionally, this interface also contains 
other tests such as: resistance measure, high voltage tests an 
insulation test.  

It should be mentioned that the prototype also has the 
ability to analyze the results, generate custom reports and store 
the data for each of the performed test on a database. The TTR 
tests must be performed based on the standards IEC76, BS171 
and / or ANSI C57. 

IV.  INDUCED VOLTAGE TEST 
The induced voltage test aims to check the insulation 

between the phases of the transformer, between the turns of 
the winding and between the input terminals of the winding 
and ground. During the test, normally a voltage is applied to 
the low side, while the high side is left open and grounded at a 
common point. 

Since the voltage used during the tests is higher than the 
operating voltage of the low side of the transformer, the 
frequency of the voltage test must be higher at least twice as 
the operation frequency in order to preventing over-saturation 
of the core. The voltage test is selected according to the 
winding with a higher operating voltage. It is also possible to 
perform tests using operational voltages. 

The test voltage could be measured using a voltage divider 
or voltage transformer connected to the high side. It’s 
important highlight that the test time cannot be less than 15 
seconds. 

The test can consider successfully realized when no surge, 
breakdown voltage or increasing current is observed. The tests 
are considered long term or short term according to the 
reference voltage of 72.5 kV, as described in IEC 60076-3. 
Transformers with operating voltage not exceeding 72.5 kV, 
partial discharge measurements are not mandatory. However, 
for transformers with a voltage exceeding 72,5 kV, it is 
necessary to acquire measurements of partial discharges 
during the induced test voltage. 

V.  INTELLIGENT SYSTEMS 
As previously mentioned, this paper aims to present a 

method for storing, integrating and analyzing data from tests 
on transmission transformers. Hence, this section presents the 
fundamental concepts of intelligent systems, which is used 
during the stage of data integration in order to obtain a 
decision making support tool. 

 It must been emphasize that the operator decision usually 
infers the maintenance of the transformer. So, a bad decision 
could result in erroneous removal of a healthy transmission 
transformer or not remove a faulty transformer.  

For this reason, the use of intelligent systems based tools 
becomes extremely relevant as bad decisions increase 
maintenance costs to the company and decreases reliability. 
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A. Fuzzy Inference System 

Called Fuzzy Systems are derived from the theory of fuzzy 
sets and fuzzy logic, developed by L. A. Zadeh in 1965, in 
order to represent knowledge from uncertain and imprecise 
data. The Fuzzy Systems consist of a way to approximate a 
computational decision a human decision. Figure 1 shows a 
block diagram expressing a simplified operation of a fuzzy 
system. 

Inputs

Outputs

Linguistic 
Rules Inference

Defuzzyfication

Fuzzyfication

Fuzzy System

 
Fig. 1. Block diagram of a fuzzy system. 

 
In the “Fuzzyfication”, the input values (in this case, the 

information provided by the acoustic emission sensors, gas 
concentration and electrical measurements) are aquired and 
conditioned, becoming fuzzy sets. Similarly, the block 
“Defuzzyfication” is responsible for transforming the output 
of the fuzzy system in non-fuzzy values (ie, indicate the type 
of internal failure and the location of it). The block “Linguistic 
Rules” store the linguistic sentences which main function is 
represent all knowledge about the problem. 

These rules may be given by specialists or automated 
methods such as ANFIS (Adaptive Neuro-Fuzzy Inference 
System). The “Inference” block does the mapping of a system 
by linguistic rules. Therefore, joining rules with fuzzy sets 
acquired by the "Fuzzyfication", the system is able to 
determine the behavior of the output variables, by the 
“Defuzzyfication” and generate the corresponding Outputs for 
given Inputs values. 

When using a fuzzy inference system, rules and fuzzy sets 
are adjusted by information specialists. However, in some 
cases, due to the complexity and nonlinearity of the problem, 
it is necessary to use hybrid systems such as neuro-fuzzy 
systems, where adjustments are performed in an automated 
way according to the data set representing the process. 
Regardless of the setting, the whole system has fuzzy 
linguistic rules that can be represented as follows: 

   iR : If Input 1 is 1x  and Input 2 is 2x  
             Then Output is 1 2iy a x b x c= ⋅ + ⋅ +  

In the “Inference” block a several methods can be used for 
this procedure. The commonly used methods are Mamdani 
and Takagi-Sugeno. 

 

B. Artificial Neural Networks 

 
The Artificial Neural Networks (ANN) are computational 

models inspired in the human brain which have de capability 
to obtain knowledge by means of a learning procedure. 
Among the various architectures of ANN, the Multilayer 
Perceptron (MLP) is the most used. This type of architecture is 
usually applied in pattern recognition tasks, functional 
approximation, identification and control [15]. The structure 
of an ANN can be designed according to Fig. 2. 
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Fig. 2. ANN structure type MLP. 

 
As can be seen in Fig. 2, the ANN structure is basically 

composed of the “Input Layer”, “Intermediate Layer” and 
“Output Layer”. There is between the layers a set of synaptic 
weights, represented by a matrix which is adjusted during the 
training phase. It should be also mentioned that for each 
neuron (intermediate layers and output) is needed to apply 
activation functions in order to limit the output. Other factors 
that must be explored are the training and validation stages of 
an ANN. 

During the MLP ANN training phase, some algorithms can 
be applied. The most used is the backpropagation algorithm 
which calculates the descend gradient to reach the best-fit 
matrix of synaptic weights. In addition to the backpropagation 
algorithm, the Levenberg-Marquardt algorithm has been 
widely used because of its ability to accelerate the 
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convergence process due this method is a Newton 
approximation method-based for nonlinear systems [15]. 

The validation stage has the purpose to verify the integrity 
of the training previously conducted, analyzing the learning 
ability (generalization) of the ANN. 

VI.  STORAGE, INTEGRATION AND DATA ANALYSIS 
As previously mentioned, this paper main objective is to 

present an approach for storing, integrating and analyzing data 
from transmission transformers tests. Figure 3 shows the 
proposed approach for this goal. 
 

Database

DGA
TTR
Induced Voltage

Data
Acquisition

Reports

 
Fig. 3. Proposed Approach for storage, integration and data analysis from 

transmission transformers tests. 
 

A. Data Storage 

The data acquired after the tests performed on the 
transformer under analysis must be appropriate stores in a 
database. Therefore, for this purpose an Entity-Relationship 
Model (ERM) of this database was developed in order to 
maintain proper documentation and shall also facilitate queries 
to stored data. By Fig. 4 can be observed the ERM 
implemented which can be used for any management system 
database (eg MySQL, Microsoft SQL Server, and Oracle). 

 
Fig. 4. Entity-Relationship Model for the propsed approach. 

 
It can be noted by means of Fig. 4 that the database has a 

main table called “Cadastro de Ensaios” where are registered 
all tests for each transformer. For this reason, there is a field 
called “idTransformador”, which should be linked to the 
company asset database. In this table others electrical 
information’s can be registered, such as: voltage and current 
(rms values), active, reactive and apparent power, power 
factor, and nominal frequency of the test. The history of the 
entire test can be saved in proper fields of date and time. 
Finally, it is possible to notice the field 
“TipoEnsaio_idTipoEnsaio” representing a foreign key 
responsible for the relationship with the “TipoEnsaio” table. 

This table has the function to store all possible tests that 
can be realized. Therefore, this database becomes very 
flexible, because it is independent of the test type performed, 
consequently could also be used for transformers in 
transmission or distribution. 

In addition to the above tables, it is important to note the 
existence of the table “Oscilografias” that store the 
oscillography files paths and identifies the type of 
measurement that was performed for each file. The table 
“Tipo Medida” is responsible to store de log of all possible 
measurements that can be realized in a test. 

B. Selecting Data to be Integrated in the Expert System 

After the data storage procedure it is necessary apply a 
selection process that will determine which data will 
integrated in the Expert System. This subsection focuses 
primarily on some techniques that can be applied for this 
process. 

The database is formed by a large number of attributes 
(each variable / stored measurements), which must be properly 
in relevance evaluated for the purpose of the transformer 
diagnosis. The attributes selection process is defined by [16] 
as the determination of a subset of attributes that will be 
responsible for generalizing the information contained in the 
database. This process is dependent to the response expected 

724 Int'l Conf. Artificial Intelligence |  ICAI'13  |



 

 
 

5

for such database. 
Attribute selectors are very used when sorting algorithms 

are unable to obtain the pattern generalization, or when these 
algorithms are impractical due to the large number of inputs.  

In this study, the two assumptions may be considered 
because, by using all the acquired data becomes much more 
complex generalized solutions, in addition, there are also a 
large number of attributes that make the expert system very 
inefficient. 

Methods for this purpose can be divided into two classes: 
wrappers [17] and filters [18-19]. Filters differ wrappers just 
about the independence of the learning algorithm that will be 
used later. Typically, wrappers have considerable 
performance when the learning algorithm is supervised [16-
20].  

The performance of the wrappers was previously cited as 
significant due to performance tests in the work [17] which 
several databases commonly used to benchmark were used 
and verified the performance of this attribute selector. 

Some authors support the idea that the attributes selection 
is a central point for classification and identification tasks, 
since many times the selection of attributes combined in 
expert systems provide low efficiency and high computational 
costs [21]. 

C. Data Analysis by Expert Systems 

Since the data was properly selected from those previously 
stored in the database, it becomes possible to analyze them. 
However, this analysis can be performed either by an expert 
system based on ANN or on a fuzzy-based inference system.  

An ANN system needs a previous training to produce 
generalized diagnoses results for the operator.  

In other hand, fuzzy-based inference systems are adjusted 
by expert knowledge and require no training. In this case, the 
use of fuzzy inference system becomes a more attractive way 
due the capability to extract knowledge for uncertain data and 
treat imprecise information. 

VII.  CONCLUSIONS 
The diagnosis of transmission transformers failures is 

extremely necessary since this equipment has the largest 
aggregate cost both for acquisition and maintenance from 
power companies. 

Therefore, the DGA, as well as the TTR tests and Induced 
Voltage tests are essential for the maintenance of equipment, 
and brings many benefits such as reduced risk of unexpected 
failures and unplanned shutdowns; extension of the 
transformer lifetime, decreasing maintenance costs and 
reducing outage time.  

Besides, a system that performs storage, integration and 
analysis of data makes the diagnosis even more reliable and 
contributes effectively to the decision making support that 
should be performed by the operator. 
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Abstract – This paper presents a tool for managing, storing 
and processing of various experimental tests performed on 
power transmission transformers. Such devices represent 
one of the most valuable assets for utilities and their service 
removals (by non-scheduled ways or failures), result in long 
periods of disruption for consumers as well as large 
financial losses. Thus, there is a constant search involving 
the development of tools to accomplish the task of 
identifying prominent failures, especially those that combine 
conventional and intelligent tools for this purpose. 

Keywords: fault diagnosis; expert systems; intelligent 
systems; power transmission transformer. 

1 Introduction 
Equipment belonging to the power transmission system 

has a complex maintenance plan, aimed at testing 
compliance.  

There are specific procedures that enable investigate 
different scenarios of operation of these devices with or 
without the presence of failures. Such experimental tests are 
mostly performed manually, which can affect the accuracy 
associated with the metrological aspects [1]. 

The power transmission transformer is currently 
considered one of the critical points of the system, since its 
service removal promotes various disorders for consumers 
and also for utilities. 

When submitted to failure condition, testing procedures 
become critical, because elevate the level of result precision 
to levels that do not allow incorrect diagnoses [2-4]. 

Such needs encourage the development of new tools to 
produce efficient results, which aim to solve these problems 
in an automated way, combining and enhancing existing 
tools or proposing new methodologies [5-9]. 

In this context, we can highlight the integration of 
techniques, methods and algorithms for obtaining optimal 
results.  

The consistency between tools has proven to be one of the 
major challenges for the scientific and technical community, 
because the processes of detecting and locating failures in 
power transmission transformers are associated with various 
nonlinearities, besides infinity of data collected that need to 
be properly treated [5].  

The combination of expert tools around a particular goal 
in order to get optimal results is known by Expert System 
[10]. 

 
 

In fact, in such systems, the great difficulty lies exactly in 
the processes involved in the evaluation of the results 
produced by the tools used in solving the subproblems. It is 
also important to highlight that the routines for the tests may 
display the results in different ways, where data in addition 
to having different formats also differ in volumes [11]. 

Thus, this paper presents all technical and scientific 
criteria involving the development of an expert system 
responsible for managing experimental tests performed on 
power transmission transformers, taking into account all 
aspects normative pointed in [12-14]. 

Additionally, we will present the main concepts involving 
the integration of conventional and intelligent tools, 
exploring aspects of data storage, signal processing, training 
of artificial neural networks, tuning of fuzzy systems and 
feature selection techniques, which effectively contribute to 
the processes of detecting and locating failures in power 
transmission transformers  

2 Data integration 
As previously mentioned, data integration is a task of 

great importance in this study, since these data can be 
obtained either from preexisting databases in power utilities 
or by means of tests to be performed in transformers. 
Moreover, it is important to note that these tests may 
generate different data in various formats and, therefore, the 
integration of all possible data to be analyzed becomes a 
complex task. 

Therefore, we developed a database that will be 
responsible for integrating these data. In addition, an 
attribute selection stage is employed in order to reduce the 
dimensionality of the data used as input for the expert 
system. 

2.1 Database modeled and implemented to 
achieve integration of data 

After carrying out experimental tests on the transformer 
to be analyzed, the data are then obtained and, therefore, it is 
pertinent to store them in a database that is reliable and safe 
from the point of view of the power utility. Therefore, we 
obtained an Entity-Relationship model of this database for 
this purpose. This model was derived based on the test 
reports provided by the utility. In order to better illustrate 
these reports, an example may then be visualized by means 
of Figure 1. 

Expert System for Accurate Diagnosis of Power 
Transmission Transformer  

C.G. Gonzales1, T.S. Bonfin1, P.I. Costa1, M.A. Carrapato1, I.N. Silva2, R.A. Flauzino2, and D. Spatti2  
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Fig. 1. Example of test report used by the power utility. 

In addition to the test reports, we also use data reports 
used for maintenance and inspection of transformers and 
devices that compose them (Figure 2). 
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Fig. 2. Example of maintenance/inspection report used by the power utility. 

Thus, the database has a main table named "Cadastro 
Ensaios", which are cataloged all tests for each transformer. 
For this reason, there is a field called "idTransformador", 
which should be related to a database of records of assets of 
power utility. Also, in this table are values stored as current 
and voltage (rms values), as well as measures of real, 
reactive and apparent power, power factor, and nominal 
frequency used for the respective test. It may still be 

observed that there are time and date fields, which are stored 
so that there is a history of testing for each transformer. 
Finally, it is possible to notice the field "Tipo 
Ensaio_idTipoEnsaio" represents a foreign key so that there 
is the relationship with the table "Tipo Ensaio". 

Table "Tipo Ensaio" was created in order to register all 
possible tests to be performed. Therefore, this database 
becomes very flexible because it is independent of the type 
of test to be carried out, and could also be used for both 
transmission and distribution transformers. 

In addition to the above tables, it is important to note the 
existence of the table "Oscilografias", which includes the 
paths of oscillography files and identifies the type of 
measurement that was performed and is stored in each file. 
For this reason, a table "Tipo Medidas" was also created, 
which is responsible for storing the registration of the 
possible types of measures that can be collected. 

2.2 Selection of data to be integrated into the 
expert system 

After the data is properly stored in the structure of the 
database proposed in Subsection II.A, these should be 
selected in order that the expert system can present a failure 
diagnosis more appropriate. This data selection procedure 
can be visualized by means of Figure 3. 

Attributes 
Selection

Reducing the 
Number of 
Attributes

Correlation
Consistency

Wrapper
 

Fig. 3. Procedure for data selection. 

This procedure is also known in the correlated literature 
as attribute selection or feature selection. Therefore, some 
computational tools can be used in order to obtain a 
reduction of the number of attributes to be used as eventual 
inputs to the expert system. 

It should be mentioned that the process of selection of 
attributes is defined by [15] as the determination of a subset 
of attributes that will be responsible for generalizing the 
information contained in the database, according to the 
response that is expected from this database, in this case, the 
diagnosis of the transformer. 

Among the methods of selection of attributes that are 
more employed, we can highlight the following: 

• Wrapper [16]; 
• Correlation [17-18]; 
• Consistency [17-18].  

The primary difference between these methods is that the 
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wrapper uses a supervised algorithm to check the cost of one 
attribute or subset of selected attributes. Due to this fact, in 
some cases, the wrapper achieves further satisfactory 
response than methods based on correlation or consistency. 
However, the computational effort of the wrapper tends to 
be much larger than the others, except for methods that 
employ exhaustive searches to obtain the best subset of 
attributes. In order to better understand the method wrapper, 
the same is then illustrated by Figure 4. 

Search method

Training set

Validation set

Attribute evaluation

Induction algorithm

Attribute set

Attribute set

Performance
estimation

Hypothesis

Induction algorithm

Reduced training
set

Sorter

Selected attributes

Performance estimation
 

Fig. 4. Wrapper method for attribute selection. 

It is noteworthy that some authors defend the idea that the 
selection of attributes is crucial for tasks aimed at 
identifying and classifying patterns, since the non-selection 
of the attributes can take the expert system to a low 
performance and high cost computing [19]. 

3 Implementation of the decision 
support system 

Since the data properly selected from those previously 
stored in the database, it becomes possible to analyze them. 
However, this analysis must be performed by the expert 
system, which is represented by a computational system 
which has been developed according to the block diagram 
shown by Figure 5. 

DBMS

Graphics 
interface

SQL 
interface

DBMS 
module

Tests 
module

Equipment

Files

Software

Database

Expert system

 
Fig. 5. Structure of the computer system with emphasis on the integration 
of data from experimental tests. 

It is noted by Figure 6 that the data may already be stored 
in the following media: 

•  File; 
•  Software; 
•  Database; 
•  Equipment. 

However, if they are stored in the file, their readings can 
be taken and, through a computational implementation, this 
file can be read properly and the data stored in the database 
previously provided. If these data are already stored in a 
database, one can create a lookup table in the database 
proposal, which is a mirror of that in which the data are 
located. 

Thus, the more complex cases are observed when there is 
a need for data export via software or when they are stored 
in the internal memories of those devices that perform the 
tests. 

Also with respect to Figure 5, it is important to note that 
the database is represented by a module called DBMS 
(Database Management System), because this type of 
system has better management capacity and data integration. 
In order to systematize a DBMS, Figure 6 shows the same in 
the form of a block diagram. 

DatabaseDatabase

Data handlingData handling

External 
software
External 
software

DBMS
UserUser

InsertInsert

DeleteDelete

UpdateUpdate

ConsultingConsulting

Administrator 
user

Administrator 
user

 
Fig. 6. Block structure for the data preprocessing. 

It is noteworthy that the systematics presented in this 
block diagram has some characteristics that make them 
attractive from the point of view of the storage, management 
and integration of data, i.e.: 

• become more agile handling and access to information; 
• reduces the time for software development; 
• provides information on the time required; 
• enables to integrate information from distributed 

databases; 
• reduces redundancy and inconsistency of information; 
• enables the sharing of data; 
• applies security restrictions through the manager of the 

database, and 
• reduces problems related to data integrity. 
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Finally, it should be noted the overall structure of the 
computer system, which comprises a module of data 
preprocessing, a processing core and a graphical user 
interface (Figure 7). Thus, each of the parts of this system 
will be explained in greater detail in the following 
subsections. 

 

DatabaseDatabase
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Processing moduleProcessing module

Pre-processing modulePre-processing module

Requisitions Results

Pre-processed 
data

Consult results
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Fig. 7. General structure for the computer system. 

3.1 Data preprocessing module 
The module of data preprocessing is mainly composed by 

attribute selectors. Therefore, the structure can be defined as 
shown in Figure 8. 

DatabaseDatabase

Attribute selectionAttribute selection

Data normalizationData normalization

Preprocessing module

Processing 
module

Processing 
module

 
Fig. 8. Block structure for data preprocessing module. 

3.2  Data processing Core 

The data processing core proposed in this research was 
designed employing intelligent systems, which are used 
fuzzy inference systems and artificial neural networks. Thus, 
it is possible to define this stage of the computer system as 
shown by Figure 10. 

Importantly, an expert system based on artificial neural 
networks need a previous training for a diagnosis to be 
provided to the operator. By contrast, systems based on 
fuzzy inference are adjusted via expert knowledge and 
require no training. So, in this case, the use of fuzzy 
inference systems becomes a more attractive alternative, 
since it allows to add expert knowledge to the ability of this 
class of intelligent system has to deal with imprecise and 
uncertain data.  
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Fig. 9. General structure for the data processing core 

3.3  Graphical user interface 

Finally, this module is a Graphical User Interface (GUI), 
which will be responsible for handling all requests made by 
the user/operator. Thus, all necessary information will be 
available through the GUI. It is noteworthy that the interface 
is still being implemented; however, some parts have 
already been developed and can be viewed by means of 
Figures 10 and 11. 

 
Fig. 10. Startup screen for the computer system. 

This screen (Figure 10) shows the institutions and 
companies that are parts of this research and development 
project. 

 
Fig. 11. Main interface of the computational system with emphasis on the 
selection tree of experimental tests. 

Through the main interface, the user can handle all the 
required information, which may also view test data that 
have already been performed on transformers, as well as 
insert new records of experimental tests. 
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It is important to note that there is a selection tree for 
experimental tests (left side of the interface), where the user 
selects the desired test 

It is necessary to highlight the selection tree for 
experimental tests, which allows the user to select as tests 
previously reported as to access the reports of 
inspection/maintenance of some of the assets of the power 
utility, namely: 

•  transformer accessories; 
•  switches; 
•  MCCP switches; 
•  mechanical thermometers. 

In order to better illustrate the selection tree for 
experimental tests, it can be seen in Figure 12. 

 
Fig. 12. Selection tree for experimental tests. 

Thus, each of the experimental tests appears in the area on 
the side, as shown in Figures 13, 14, 15 and 16. 

 
Fig. 13. Main interface of the computational system with emphasis on the 
viewing area of the power factor experimental tests. 

 
Fig. 14. Main interface of the computational system with emphasis on the 
viewing area of the transformation ratio experimental tests. 

 
Fig. 15. Main interface of the computational system with emphasis on the 
viewing area of the insulation resistance experimental tests. 

 
Fig. 16. Main interface of the computational system with emphasis on the 
viewing area of the Ohmic resistance experimental tests. 

Some characteristics of the computer system proposed 
should be highlighted in relation to aspects of the graphical 
interface, which are connected to the possibilities of 
handling by the user. Among these characteristics include 
the following: 

•  management of experimental tests; 
•  historical experimental tests; 
•  integrated analyzes; 
•  estimation of tendencies; 
•  settings of the expert system. 

The ability to manage the experimental tests is provided 
so that the user can register new experiments, change 
existing experimental tests, exclude experimental tests, 
conduct planning (standard step) and check the procedural 
consistency of experimental tests (Figure 17). 

 

 
Fig. 17. Management menu of  experimental tests. 

The history of experimental tests is now done important 
for the estimation of possible failures of transformers is 
perceived by the expert system (Figure 18). 
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Fig. 18. History menu for experimental tests. 

 
Furthermore, there is the possibility of performing 

integrated analyzes, which constitutes a fundamental part of 
the software, since it is by this menu that any experimental 
tests data will be integrated so that a solution is provided on 
the condition of the equipment that is under analysis. 

It is noteworthy that this menu will allow an analysis of 
the equipment, employing both current data from 
experimental testing as their historical data. 

Finally, as a major feature of this interface, there is 
tendency estimation, which is responsible for analyzing the 
data from all tests has been conducted to the device and then 
provide an estimation of its useful life 

These last two characteristics can be seen by Figure 19, 
which shows the graphical interface highlighting these tasks. 

 

 
Fig. 19. Menu of integrated analyzes and estimation of tendencies. 

4 Conclusions 
Due to the high cost of both acquisition and maintenance 

of power transmission transformer, the diagnosis of such 
equipment becomes thus imperative. Therefore, all tests and 
analyzes proposed in this research project are required in 
order, as well as the integration of data obtained for each of 
the tests. Thus, we note the importance of a system to 
provide the correct storage and data analysis and integration, 
which makes the transformer diagnosis even more accurate. 
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Abstract—This paper presents a neural approach aiming 
classification of images of electrical insulators in order to 
perform preventive maintenance. One of the main 
motivations of this research is the verification that there is 
an appropriate moment for cleaning of power distribution 
system insulators, which allows to perform decontamination 
without compromising its functionality. Additionally, from 
the investigations reported by the related literature, another 
important motivation is the lack of products or alternatives 
that can be efficiently implemented. With the development of 
the proposed approach, there is then the possibility to 
identify and delineate only those areas where there is need to 
perform washing maintenance, because it was also witnessed 
the existence of points that were washed without due need. 
Thus, these actions aim to optimize the resources dedicated 
to this preventive maintenance, contributing both to define 
those points that need maintenance as well as to avoid it at 
points that are still with satisfactory quality. 

Keywords: image processing; artificial neural networks; 
power distribution systems; electrical insulators; preventive 
maintenance. 

1  Introduction 
One of the most common causes of outages, both in 

transmission and distribution systems of electricity, are the 
leakage currents in insulators, which are more prevalent in 
areas with industrial pollution, or very saline atmosphere, 
such as that found in coastal regions. The most currently 
employed electrical insulators are porcelain base with the 
coating of a continuous thin layer of vitreous enamel, which 
contributes to the improvement of the mechanical and 
electrical properties. 

A drawback of these insulators is that their surfaces are 
made of metal oxides that have high energy or high 
wettability. This characteristic can lead to the formation of 
water film which, if continued throughout the height of the 
insulator, is able to conduct current and closing an electric 
arc, whose phenomenon is known as short circuit. This 
problem is aggravated by the increasing environmental 
pollution and the increasing concentration of industries on the 
coast, because the pollution and the salts will be deposited 
(with the passage of time) on the insulator surface until 
reaching a threshold concentration. As a consequence, in rain 

or fog, this continuous film can become conductive and cause 
a short circuit. 

Regarding the coast of Brazil, the practice of the 
insulators washing in order to remove this contaminant film is 
the most employed here due to its simplicity and efficiency. 
However, according to the aspects outlined in the literature 
correlated, the materials that constitute the insulator of 
ceramic type tend to accumulate water, and the practice of 
periodic cleaning (in time periods not suitable) may facilitate 
the appearance of leakage currents. 

In fact, overhead power circuits that operate in polluted 
areas are subject to failures which are caused by the 
degradation of equipment, and the insulator is one of the 
components most affected. Indeed, electric arcs caused by the 
reduction of its performance produce a large leakage current 
flowing on the surface, which contributes to permanently 
damage the device [1]-[4]. 

Due to the growing demand for electricity, the 
transmission and distribution systems are also being enhanced 
in recent years, which means a greater amount of insulators 
present in electrical networks [5]. As an example, in [6], the 
authors emphasize the importance of this device to the current 
power system, especially the ceramic insulators due to their 
good mechanical and electrical characteristics, and also their 
affordable costs. 

In power transmission systems, the amount of insulators, 
associated with their separation distances, has allowed them 
to support (before having its functionality compromised) a 
reasonable amount of electric arcs on their surfaces. 
However, these characteristics are not already so intrinsic in 
power distribution systems, where defects occur more 
frequently, especially in coastal regions [1]. 

Several solutions have been adopted to minimize this 
problem, highlighting three important lines of action. The 
first is the periodic inspection and cleaning of insulators 
aiming removal of deposits. Another line of research is one 
that aims to improve the constructive aspects. Finally, there is 
also the use of tools to estimate climatic conditions favorable 
for the emergence of electric arcs. However, studies that 
address the appropriate time involving the cleaning of 
insulators are not found in the literature related to the power 
distribution system. 

In the research field of new construction aspects are 
highlighted those based on changing the geometry of the 
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insulator in order to impede the leakage currents, as well as to 
facilitate the natural cleaning of pollutants on its surface by 
the action of wind and rain, or in changing the material used 
in the surface coating [7,8]. 

Polymeric insulators are also gaining space in place of 
ceramic, especially in the U.S., where such devices have been 
used in power transmission systems for over 30 years. Its 
disadvantage lies in its weak resistance against degradative 
effects caused by sunlight and inclement weather [9], where 
such characteristics can not be disregarded in the coastal 
regions of Brazil. 

In this same line of research highlight those hybrid 
insulators, usually porcelain coated with silicon films, or even 
those insulators arising from processes that enable the 
application of polymeric materials capable of providing a 
large electrical performance against contaminants [7,8,10]. 

But the electric arc is probably one of the phenomena 
associated with more severe failures of insulators, causing 
here a very negative impact on power quality. Several 
researchers have investigated this phenomenon for many 
years, in order to then search for correlation model relating 
the voltage levels, the number of insulators and density of 
pollution, which aim to map the processes that are responsible 
for causing the electric arc on the surface of these devices 
[11]. 

Another line of research that aims to mitigate the 
problems that result in electric arcs on insulators consists of 
estimating the conditions that allow to identify the levels of 
pollutants, whether arising from saline contamination or 
industries; capable of compromising the operation of this 
device, being still of fundamental importance to know the 
electrical processes involved with the formation of arcs from 
the leakage currents. 

In this context, there is a need to understand the behavior 
of the leakage current in relation to weather conditions and 
also in cases of pollution, especially those investigations that 
attempt to characterize the signatures of the electrical signals 
of the arcs on the surface of insulators, such as those 
presented in [12-14]. 

As an example, in [15], the authors perform a complete 
treatment involving the parameter estimation of contaminants 
through the linear regression technique, which demonstrate 
all aspects of making the estimation model of saline 
conditions. This model allows to determine how severe the 
contamination is, and the best maintenance interval of 
insulators. The major contribution of this proposal is the fact 
that the negative coefficients obtained for the linear 
estimation model show that the concentration of salt 
deposited on the insulator increases with the decrease of the 
input variables. The variables considered as inputs were 
temperature, humidity, wind direction and rainfall. 

Improvements in the estimation procedures of pollutants 
can also be achieved with the adoption of intelligent tools, 
highlighting especially those based on artificial neural 
networks and fuzzy inference systems, such as the proposals 
presented in [16-19]. These tools are promising in solving this 

kind of problems, because they can be easily condensed into 
compact computation algorithms, and embedded in digital 
hardware after finalizing their learning processes. It is also 
highlighted here the good results obtained in this work due to 
the conditions analyzed. However, it should also note that all 
of them were evaluated for conditions involving power 
transmission systems; consequently, significant investigations 
are then necessary to adapt these proposals to the power 
distribution systems. 

Thus, from images of electrical insulators, which may be 
collected by UAV's (Unmanned Aerial Vehicles), the goal of 
this research is then to propose an intelligent system that 
performs classification of such images in order to indicate if it 
is already in appropriate time to carry out cleaning (washing) 
of insulators. Therefore, the tool developed can be of great 
value for the purposes of preventive maintenance, thus 
avoiding unscheduled interruptions in the power distribution 
system, or by preventing that maintenance procedures are 
performed without due need. 

2 Image processing of insulators for 
features extraction 

2.1 Images employed for identification of 
deposited soot 

We analyzed a total of 488 images of insulators, and 181 
of these were identified as having soot deposited on its 
surface. The remaining images of the insulators were 
considered suitable for operation. In order to illustrate images, 
differentiating insulators with (and without) soot deposited, a 
set of images of insulators considered suitable for working are 
shown by Figure 1, while Figure 2 illustrates how the soot 
(contaminant) is presented visually. 

 
Fig. 1. Insulators considered suitable for working. 
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Fig. 2. Insulators presenting soot deposited on the surface 

2.2  Preprocessing for contrast enhancement 
Preprocessing of images aims to improve its 

characteristics so that the identification process of insulators 
covered with soot can be improved. Since they are images 
taken in daylight, there is the existence of regions with large 
contrast gradient between them, which takes place in deficit 
of contrast on surfaces under the same exposure, and also in 
large gradients of contrast in objects whose faces are exposed 
at different angles relative to the light source. 

Depending on the geometry of the insulators, the presence 
of significant contrast gradients in their respective images 
affects the distinction of colors, which may result in 
identification less than expected compared to those with soot 
deposited on its surface. 

To overcome this limitation was then adopted the contrast 
adaptive equalization [20]. This algorithm operates on small 
regions, denoted by tiles, instead of employing the image as a 
whole. The contrast of each tile is equalized so that it comes 
close to a normal distribution. The tiles adjacent to one that is 
equalized are combined by employing a bilinear interpolation 
to avoid the formation of artificial boundaries. 

Figure 3 illustrates how the improvement of image 
contrast makes the colors are better discriminated, and the 
location of soot region is more easily discriminated. 

(a)  (b) 
 

Fig. 3. Example of application of contrast adaptive equalization: (a) Original 
image (b) Image with contrast equalized. 

2.3 Process for obtaining discriminant features 
  Through images of insulators presented earlier is possible 
to see some particularities that make this problem complex 
and unconventional solution. Among these peculiarities, one, 
perhaps the major, refers to small discrepancies between the 
color of the ceramic insulator with respect to the soot which 

overlaps on its surface. This aspect was one of the motivators 
for the adoption of pre-processing technique presented in 
[20]. 

Another feature of this problem is the size of the images. 
Since it is a region cropped from a larger image, then there is 
no guarantee that the dimensions of the images are identical. 
Thus, a tool for extracting features related to the existence of 
soot deposited on insulators shall be insensitive or minimally 
robust to these differences. Pondering these aspects, it was 
decided here by using the normalized histogram of the RGB 
channels of the image in order to extract the features. 

The average difference between the histograms for each 
color channel of the insulator images can be analyzed by 
Figure 4 through Figure 6. By visual inspection of the 
histograms presented in Figure 5 and Figure 6 observes that 
the channels G and B have more data to differentiate between 
positive and negative images to identify the soot over the R 
channel 
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Fig. 4. Histogram of the R channel for the images analyzed. 
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Fig. 5. Histogram of the G channel for the images analyzed. 

Positive for soot 
Negative for soot 

Positive for soot 
Negative for soot 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 735



0 50 100 150 200 250
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Intensidade de cor

T
ax

a 
de

 o
co

rr
ên

ci
a

Canal B

 

 

Positivo para fuligem

Negativo para fuligem

 
Fig. 6. Histogram of the B channel for the images analyzed. 

The use of the histogram of RGB channels circumvents 
the problem of dimensional non-uniformity of the images to 
be analyzed, but another arises, which is the amount of 
characteristics, i.e., three channels (each with 256 levels for 
the color histogram) result in 768 features. 

This impressive number of features motivates the 
adoption of dimensionality reduction techniques. To perform 
this task, the use of the technique of Principal Components 
Analysis (PCA) was here chosen. For each RGB channel, two 
components were then adopted, and the input space from 768 
features was now reduced to six, but they are better correlated 
with the classes to be identified than the original components 
individually observed. 

By means of Figure 7 are presented in graphic form those 
coefficients which are multiplied by the R channel 
characteristics, which result in the two main components 
adopted for that channel. In Figure 8 and Figure 9 the same is 
done for channels G and B. 
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Fig. 7. Linear coefficients for determination of the main components of the 

R channel. 
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Fig. 8. Linear coefficients for determination of the main components of the G 

channel. 
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Fig. 9. Linear coefficients for determination of the main components of the B 

channel. 

The linear correlation coefficient between the original 
features of the histograms obtained from RGB channels and 
identification of soot in insulators has absolute average equal 
to 0.148. The absolute average of correction between the 
main components adopted and identification of soot is 0.224. 
The increase of approximately 50% on average correlation 
helps to demonstrate the effectiveness of the technique to 
reduce the dimension of the problem. 

3  Design of artificial neural network for 
identification of insulation with soot 

Based on the histogram of the major components of the 
RGB channels, a neural network of multilayer-perceptron 
type was then designed for identifying soot in insulators, as 
illustrated in Figure 10. The inputs of the network are then 
formed by 6 inputs, i.e.: 

Positive for soot 
Negative for soot 

Component #1
Component #2

Component #1
Component #2

Component #1
Component #2
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 C#1(R) is the component #1 in relation to R channel, 

 C#2(R) is the component #2 in relation to R channel, 

 C#1(G) is the component #1 in relation to G channel, 

 C#2(G) is the component #2 in relation to G channel, 

 C#1(B) is the component #1 in relation to B channel, 

 C#2(B) is the component #2 in relation to G channel. 
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Fig. 10. Multilayer perceptron network topology for identifying soot in 

power distribution system insulators. 

Computational implementations performed with 
perceptron networks of different topologies have led to the 
choice of a configuration with two hidden layers [21]. The 
first hidden layer was composed of 12 neurons and the second 
layer of 10 neurons. In both layers have neurons with 
activation function of hyperbolic-tangent type. The final 
layer, composed of a single neuron (y), makes the linear 
combination of the outputs of the neurons of the second 
hidden layer, and the response value of 1 indicates the need 
for washing of the insulator, while the value 0 indicates the 
insulator is further under conditions suitable for operation. 

The training algorithm adopted was one based on 
nonlinear optimization technique of Levenberg-Maquardt 
[22] and the behavior of the mean squared error over the 
training epochs is shown in Figure 11. 
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Fig. 11. Behavior of the mean squared error over the training epochs. 

A histogram of the absolute error on the soot indication is 
provided in the graph of Figure 12. 
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Fig. 12. Histogram of the absolute error for identification of soot. 

Through Figure 12 one can observe that the estimation 
error has an approximately normal distribution, with mean 
centered in the vicinity of zero. Furthermore, it has a high 
concentration of occurrences around intervals that are 
neighbors to zero. The results achieved for pattern 
classification showed a rate of not identifying the soot of 
2.7% and a false-positive rate of 0.6%. Overall, the success 
rate was 96.7%. 

4  Conclusions 
This paper presented an approach based on image 

processing techniques to identify the condition of electrical 
insulators present in power distribution systems. From the 
histogram of the RGB components related to the images of 
such devices, artificial neural networks were implemented to 
serve as an expert system for pattern classification. The 
results provided by this technique developed were fully 
satisfactory, which can be used as a decision support system 
to distribution utilities, indicating whether there is already a 
need (or not) to carry out preventive maintenance procedures 
(wash) in insulators installed in a given region. 
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Abstract - Much of everyday conversation consists of 
answering questions, with the respondent commonly 
exhibiting an innate ability to extract appropriate answers 
from a vast volume of mentally stored knowledge. In 
computer-based question-answering systems, knowledge 
extraction has generally involved searching knowledge 
representations organized by predicate logic or production 
rules (if-then rules), to find objects of inference. As it is 
based on symbol processing, however, it is inherently 
dependent on word notation. In the present paper, we 
propose a flexible knowledge extraction method in which 
words having the same meaning but different notations can 
become objects of inference through incorporation of an 
association system[1,2] which comprises a Concept-Base that 
utilizes a method for calculating the degree of association. 

Keywords: knowledge extraction, degree of association, 
Concept-Base 
 
1. Techniques 
1.1 Common knowledge 
  In this study, common knowledge is defined as scientific 
knowledge commonly acquired during compulsory 
education, such as the knowledge that HCl (i.e., hydrochloric 
acid) is acidic, rather than its more general definition of 
commonly acquired linguistic and social knowledge. It is 
maintained in the following three configurations. 
(1) Common-knowledge base 

The common-knowledge base consists of knowledge 
stored in the form of “knowledge sentences” and word 
strings (including compound terms) that are subjected to 
morphological analysis, as illustrated in Table 1. In the 
present study, the base contains 1,622 such sentences relating 
to science. 
 

Table 1. Common-knowledge base entry (science). 
Knowledge sentence Word strings 

HCl is acidic. HCl, acidic 
 
(2) Common-concept base 

The common-concept base consists of common 
knowledge added to an existing concept base[2], having the 
structure illustrated in Fig. 1. 

 

 
Fig. 1. Common-concept base structure. 

 
In the construction of the common-concept base, the common 
term “HCl” is thus incorporated as a concept, which enables its 
use in calculating degrees of association[1]. 
(3) Common thesaurus 

The common thesaurus comprises knowledge that systemizes 
inclusive and hierarchical relations that cannot be expressed in 
the common-knowledge base or the common-concept base. The 
scientific knowledge in the present study is systemized with 190 
nodes and 1,462 leaves. 
 
1.2 Question-sentence comprehension system 

The question-sentence comprehension system acquires the 
“question-object” terms (the words that express the answer 
sought by the question sentence) and their conditions (the 
conditions placed on the question-object terms) from the 
question sentence. More specifically, a parsing tool is used to 
extract the question-object terms and their conditions by 
combining the words involved in the “?” and interrogative terms 
in the question sentence and their positional relations. 
 

2 Knowledge-sentence extraction for 
question answering 

2.1 Preconditions 
The question sentences treated in the present study were such 

that they could be answered with term units (e.g., “What (color) 
is…?”) and were moreover limited to those for which the 
answers could be obtained from one or two knowledge 
sentences. 
2.2 Question-sentence input 

In the following description of the proposed processing, the 
question “To what color does HCl change litmus paper?” will 
serve as a typical example of the question-sentence input. It is 
further assumed that the common-knowledge base includes the 

Knowledge 
sentence

HCl is acidic. 

Common-concept base
Concept Attributes 

HCl dilute HCl/ 1.32, acidity/ 0.98, hydrogen/ 0.89 … 
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knowledge α that “Dilute HCl, carbonated water, and boric 
acid solution are acidic aqueous solutions” and β that 
“Acidic aqueous solutions turn litmus paper red,” which are 
necessary for the question answering. 
2.3 Question-sentence analysis 

Essential information concerning the question sentence is 
obtained by question-sentence analysis, using morphological 
analysis and framing as illustrated in Fig. 2. The framing 
information is used in association-inference processing for 
inference of multiple knowledge problems, and the 
information termed A and C in the syllogism is extracted 
from the question sentence. In the syllogism A⇒B⇒C, B 
can serve as both a subject and a predicate, and separation of 
the question sentence into its subject and predicate may 
therefore be considered effective. On this basis, the question 
sentence is divided into condition A as the subject and 
answer-expression C as the predicate. 

 
Q: To what color does HCl turn litmus paper? 
Morphological analysis: HCl, litmus paper, color, change 

Condition A Answer-expression C
HCl litmus paper, color, change

Fig. 2. Typical question-sentence analysis. 
 
2.4 Question typing 

The question typing consists of assessing whether it 
presents a single or a multiple knowledge problem. If it is a 
single knowledge problem, then knowledge satisfying the 
criteria is extracted at this stage. Otherwise, further 
processing is performed as follows. 
2.5 Association inference processing 
(1) Bidirectional inference 

Semantic extension (described in (2) below) of the terms 
of condition A and answer-expression C is followed by a 
bidirectional notation search, to obtain knowledge groups 
comprising knowledge α regarding A (“HCl”) and 
knowledge β regarding C (“litmus paper, color, change”). 
The term “acidic aqueous solution” is common to both 
directions and is thus taken as B, which semantically links 
the two pieces of knowledge, and knowledge α and 
knowledge β are extracted, as illustrated in Fig. 3. 

 

 
Fig. 3 Inference by bidirectional approach. 

 
(2) Semantic extension of terms 

As illustrated in Fig. 3, semantic extension of the term “HCl” 
is performed to enable inference based on comprehension of its 
meaning. In this example, “strong acid” and “dilute HCl” are 
added to the concept “HCl,” as their degree of association with 
“HCl” is at or above a threshold value. In effect, this adds 
substantial knowledge that is semantically associated with 
“HCl.” 
2.6 Extracted knowledge sentence assessment 

The extracted knowledge is assessed for its potential validity 
as part of a correct answer. From the question sentence, we 
extract the question target terms “color” and its related terms 
“litmus paper” and “change.” They are important terms which 
represent knowledge that may comprise a correct answer, and 
for this reason, readily occur in conjunction with the extracted 
knowledge. Knowledge including these terms is accordingly 
selected and output. In the example, the knowledge sentence 
“Acidic aqueous solutions turn litmus paper red,” which 
contains all of the question target terms, is accordingly output. 
 
3．Evaluation 
3.1 Evaluation conditions 

The proposed method was evaluated using a total of 100 
question sentences (50 single knowledge problems and 50 
multiple knowledge problems). They were selected for this 
purpose after confirming that the knowledge necessary to 
answer them was present in the common knowledge base. 
3.2 Evaluation results 

The overall ratio of correct answer occurrence among the top 
three scoring positions was 74%. The accuracy was relatively 
high for the 50 single knowledge problems, but just 68% were in 
the top three scoring positions and thus rather low for the 50 
multiple knowledge problems. 

  

4．Conclusion 
The present study has shown the effectiveness of the method 

of knowledge extraction using association inference. Further 
improvement of the semantic extension method and refinement 
of the range of semantic extension may be expected to yield 
more human-like and more correct question answering. 
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Question sentence: To what color does HCl acid turn litmus paper? 

Extracted knowledge: Dilute HCl, carbonated water, and boric acid 
solution are acidic aqueous solutions. 
 Acidic aqueous solutions turn litmus paper red. 
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HCl 
  
dilute HCl 

Conditions (A) 

change 
  
color 
  
litmus paper 

Answer expressions (C) 

acidic aqueous solution 

B1 

B2 

B3 
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Abstract— In AI, multi-agent decision problems are of cen-
tral importance, in which independent agents aggregate their
heterogeneous preference orders among all alternatives and
the result of this aggregation can be a single alternative, cor-
responding to the groups’ collective decision, or a complete
aggregate ranking of all the alternatives. Voting is a general
method for aggregating the preferences of multiple agents.
An important technical issue that arises is manipulation
of voting schemes: a voter may be to make the outcome
most favorable to itself (with respect to his own preferences)
by reporting his preferences incorrectly. Unfortunately, the
Gibbard-Satterthwaites theorem shows that no reasonable
voting rule is completely immune to manipulation, recent
literature focused on making the voting schemes computa-
tionally hard to manipulate. In contrast to most prior work
Meir et al. [3] have studied this phenomenon as a dynamic
process in which voters may repeatedly alter their reported
preferences until the system converges, or else the system
goes into a cycle. The dynamics can be extended for other
positional scoring rules like k-approval voting, plurality
with runoff and non positional scoring rules like Copeland
and Bucklin voting system and cycles exists with different
types of manipulation moves. In cases of cycles one can
leave the cycle by choosing the correct transitions? Where
we ca avoid cyles, one could ask further whether random
choices are likely to find equilibrium in a short sequence
of steps. Convergence to pure Nash equilibria in plurality
voting games can be studied under unweighted setting. We
described the concept of tactical voting that is different
from manipulative voting and results for the termination of
tactical vote dynamics in case of positional scoring rules
can be obtained.

Keywords: Voting protocols, Game Theory (non-cooperative),
Modeling the dynamics of MAS

1. Introduction
Sincere voting is voting in accordance with one’s true

preferences over alternatives. While, Strategic voting is
voting over assumed outcomes, in which a voter uses skills
to determine an action that secures a best possible outcome
in his view. Strategic voting under Plurality rule refers to
a voter deserting a more preferred candidate with a poor
chance of winning for a less preferred candidate with a
better chance of winning [4]. The logic of tactical/strategic
voting, of course, is that of Duverger’s law, which states
that the supporters of a small party would not waste their

votes by voting for their most preferred party (candidate)
because it does not have a chance to win under a Plurality
system with single member districts. Instead, they vote for
the major party that is most acceptable to them and that has
a chance of winning. Let us suppose a voter believes that
her most preferred candidate has little chance of competing
for the lead in the election. Voting for such a candidate may
be a waste. The voter may decide to switch her vote to the
expected leading candidate she most prefers in order to make
her vote pivotal in determining a more preferable outcome.
This is the trade-off a rational voter faces in an election.
Strategic voting is an important component of Duverger’s
Law, if voters are rational, they end up voting for one
of the two leading candidates [5]. The model of tactical
voting is a system of states and transitions. Voters have true
preferences and declared preferences which can change. A
transition occurs from current state to a new state when a
voter changes his mind and chooses a different candidate to
support. In a state of a system, each voter determines whether
it can improve the outcome by altering its own vote while
assuming that all other votes remain the same. This model is
different than the manipulation dynamics because it simply
raises the votes of an expected leading candidate she most
prefers. We wanted to capture the behavior (noted in political
elections) that a voter switches to another candidate that
becomes "more likely to win" as a result, assuming that the
voter’s favorite candidate was "very unlikely" to win. There
are various ways one might try to formalize this behavior.
A voter can switch his support to a different according to
the following rule: voters consider current state, now each
bloc or a single voter determine whether it can improve the
outcome by altering its own vote while assuming that all
other votes remain the same. In a state of a system, consider
all alternative candidates that a voter ranked higher than the
current winner. A voter or bloc of voters can then change his
support to that alternative candidate who has currently most
votes, breaking ties in favor of his own preference. With
this mind changing, transition occurs and system enters into
a new state. If no voter or bloc can improve the outcome,
the current situation is Nash equilibrium. Tactical voting is
different than the manipulation dynamics because it simply
raises the votes of an expected leading candidate he most
prefers. In this kind of voting a voter instead of wasting vote
by voting for his most preferred candidate who does not have
a chance to win, it’s better to vote for a candidate and raise
the score of that alternative who is more acceptable to him
and has a chance of winning. The sequences of votes can
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be analyzed that may result from various voters performing
tactical vote.

Definition 1: (Declared preference) A declared preference
is the vote that a voter submits to the social choice function
in use.

Definition 2: Assume we are using Plurality. Fix a state
of the system. A bloc is a (maximum sized) set of voters who
all support the same candidate w.r.t. declared preferences.
However, voters belonging to the same bloc may or may
not be like minded.

Definition 3: (Transition in case of like minded voters
under plurality rule for tactical voting). Fix a state S of the
system in which a set of like-minded voters V ∈ V currently
support candidate j ∈ A. The system can make a transition
from current state S to S′, if for set of voters V there is a
candidate j′ such that j′ �S

V j and A′ is the subset of A
such that A′ �V w(S), j′ �S A′.

2. Significance
This analysis is of particular interest to artificial intel-

ligence as it tackles the problem of multi-agent decision
making, where agents are considered to be autonomous
entities and they have to a joint plan of action or allocate
resources. The study of dynamics in strategic voting is
interesting as it helps to understand, control and design
mutil-agent decision-making processes.
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Abstract - In this paper a fuzzy inference system is proposed 

as a preliminary screening tool for graduate school 

applications, in an attempt to make the screening process 

more efficient and accurate. The system uses important 

aspects of an application to provide an advisory on whether 

the application should be considered for further review. The 

system provides a choice to define weightages for different 

criteria as per the requirement of the individual graduate 

school or to use a general model. The fuzzy inference system 

conveniently establishes relation between multiple input 

parameters to less output parameters. Thus the fuzzy inference 

system facilitates an efficient application screening process, 

free from personal bias of the admissions committee. 

Keywords: Fuzzy inference system; Graduate school 

applications; Preliminary screening 

 

1 Introduction 

  The graduate schools receive applications from many 

students with very high qualifications. A competitive program 

in some graduate school may also receive upto 500 

applications. The current review system adopted by the 

admission committees in most of the schools is a time 

consuming and tedious process. It generally is a three/four 

step process. An initial review is done to check whether the 

application submitted is complete, followed by a first pass to 

identify those applications with promise. The applications 

then undergo a batch review, where sets of applications are 

sent to 2-3 faculty members for evaluation based on 

motivation, experience and overall promise. The faculty 

members meet to make final decision on the admissions. The 

outcome of this review process can be highly dependent on 

the personal bias of the admissions committee members.  

Hence a fuzzy inference system is proposed in this paper in 

order to make the preliminary application screening process 

simpler by providing an advisory on which application should 

be shortlisted. All the important aspects of an application such 

as the number of publications, professor recommendation, 

parent institute rating, grade point average (GPA), GRE score 

and work experience have been taken into consideration to 

suggest whether the application should be considered for 

further review or not. The system also suggests whether the 

decision on the application should be made based on other 

factors such as the statement of purpose, motivation and 

overall promise of the applicant. 

2 Fuzzy rule-based approach 

 Each application has its individual characteristic for e.g. 

an applicant may have very high GPA but no publications 

whereas other applicant may have many publications but a 

comparatively low GRE score. In order to compare 

independent applications the fuzzy inference system is 

adopted to make the decision making process easier. Fuzzy 

based system presents a convenient way for representing the 

relation between multiple input parameters to less output 

parameters by means of verbal statements instead of complex 

mathematical equations. It helps to express the qualitative 

aspects of parameters in a quantitative way. Fuzzy inference 

system is used in this paper to suggest whether the application 

should be shortlisted, waitlisted or rejected after processing 

the inputs for different parameters on the basis of fuzzy rules, 

as shown in Fig. 1. 

 

2.1 Evaluating Parameters: 

 To account for the influence and contribution in 

governing the status of the application, the following fuzzy 

logic variables are used for evaluating the graduate 

applications: 

 

1. Grade Point Average (GPA) of the student. 

2. Graduate Record Examination (GRE) Score  

3. Professor Recommendation Rating 

4. Number of Publications  

5. Parent Institute Rating  

6. Work Experience 

 
Fig. 1. Fuzzy logic model components 
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2.2 Input variables description 

 The detailed explanation of each parameter used in the 

fuzzy logic modeling is explained in this section. The 

membership function for each parameter can be seen in Fig. 2. 

 

2.2.1 Grade Point Average (GPA) of student 

 In evaluating the graduate applications, one of the most 

important and crucial variable which decides the fate of the 

application is the GPA of the student. Since there is a strong 

correlation between the GPA and the application getting 

selected, three different classes namely bad, average and good 

along with their corresponding membership functions are 

defined. It is assumed that the GPA is on the scale of 10 and 

the membership functions are defined accordingly. 

2.2.2 Graduate Record Examination (GRE) Score 

 The GRE score of the applicant is also given a relatively 

high importance while evaluating the application. Three 

classes are defined to represent this parameter namely bad 

score, average score and good score. The actual GRE score 

ranges from 260-340, but the universities might ask the 

students to either retake the test or reject them if the scores 

are as low as 300. So, a minimum score of 300 has been 

assumed in this model. 

2.2.3 Professor Recommendation Rating 

 On observation of the recent trends in the graduate 

selection process it is found that the recommendations from 

different professors or mentors play a key role on the decision 

regarding the application. Hence it is decided to include this 

parameter as one of the governing inputs besides other 

parameters which are mostly related to applicant’s academic 

performance. It is assumed that the rating is done on a scale of 

0 to 1 and three classes namely good, average and bad are 

defined. 

2.2.4 Number of Publications 

 The number of publications in an applicant’s profile 

shows the interest of the student in their respective 

specializations. The publications are representative of the 

applicant’s performance in the field of research. Hence a 

student with a reasonable number of publications is preferred 

over those with no publications. Thus two different classes are 

proposed to represent those applications with and without any 

publications. 

2.2.5 Parent Institute Rating 

 The reputation of the applicant’s parent institute should 

also to be taken into consideration while evaluating the 

application since it represents the level of the competition and 

in-depth exposure to their respective fields. To account for 

this parameter, three classes: normal institute, good Institute 

and prestigious institute are defined. 

2.2.6 Work Experience 

 An applicant having some work experience in his/her 

respective field has a more practical understanding of the 

subject. Hence an applicant having some work experience has 

an additional advantage. Thus work experience is also 

considered as an input parameter for evaluation with the range 

of 0 to 4 years and the respective classes are defined as: no 

experience, experienced and well experienced. 

3 Rule base for fuzzy inference system 

 Based on the six input parameters defined in the 

previous section, set of 180 rules are defined to evaluate the 

application. Sample of 20 rules are tabulated and presented in 

the Table 1.  

4 Evaluating Criteria 

 The membership value of each rule is computed and the 

output class corresponding to the rule with maximum 

membership value is given as the result. The result is 

represented by three classes: selected for further screening, 

waitlisted and rejected to depict the application status. Final 

membership value of a given rule is calculated as: 

 

Membership value for a given rule = *(Membership 

values of GPA) + *(Membership value of GRE score) 

+ *(Membership value of Professor 

Recommendation) + *(Membership value Number of 

Publication) + *(Membership value Parent Institute 

Rating) + *(Membership value Work Experience) 

 

Where , , , , ,  are weightages associated 

with corresponding input parameters. In this paper the 

weightages considered for the input parameters are as follows:   

GPA ( ): 0.25; GRE Score ( ): 0.1; Professor 

Recommendation ( ): 0.25; Number of Publication ( ): 

0.2; Parent Institute Rating ( ): 0.1; Work Experience ( ): 

0.1 The weightages given to each aspect can be modified and 

edited as per the university norms and guidelines in order to 

provide flexibility of usage by a wide range of universities. 

As a result of the above mentioned criteria the applicants can 

be screened on a preliminary basis into the following 

categories:  

 

1. Eligible for secondary screening (Selected) 

2. Decision to be based on other factors like statement of 

purpose, motivation and overall promise (Waitlisted) 

3. The applicant has inadequate qualifications (Rejected) 

 

Hence the applications can be scrutinized in a more 

systematic and orderly manner with the help of the proposed 

system. 

(1) 
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GPA GRE 

Scor

e 

Professor 

Reco. Rating 

No. of 

Publications 

Parent 

Institute 

Rating 

Work 

Experience 
Result 

9.2 325 1 0.75 3.5 0.5 Selected 

8.2 313 2 0.8 3 1 Selected 

7.1 321 3 0.7 4 0 Waitlisted 

7.3 310 0 0.7 4 1 Rejected 

6.6 305 0 0.6 3 0 Rejected 

 

Good Good Good Yes Good Good Selected

Good Good Good No Good Good Selected

Good Good Average Yes Good Good Selected

Average Good Good Yes Good Good Selected

Good Average Good Yes Good Good Selected

Good Average Good No Good Good Selected

Good Bad Good Yes Good Good Waiting List

Good Bad Good No Good Good Waiting List

Good Good Average No Good Good Waiting List

Good Average Bad Yes Good Good Waiting List

Average Good Good No Good Good Waiting List

Bad Average Good Yes Good Good Waiting List

Good Bad Average No Good Good Rejected

Good Bad Bad No Good Good Rejected

Good Average Bad No Good Good Rejected

Good Bad Bad Yes Good Good Rejected

Average Bad Good No Good Good Rejected

Bad Bad Good No Good Good Rejected

Bad Average Good No Good Good Rejected

Bad Bad Good Yes Good Good Rejected

ResultNo. of Publications Parent Institute Rating Work Experience
Professor 

Recommendation
GPA GRE Score

Table 1. Sample rule base for fuzzy inference system 

Fig. 2. Input variable membership function 
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5    Example application 

 This section presents an example to demonstrate the 

applicability of the proposed approach in effective screening 

of the graduate applications for further processing. Five 

different cases with variation in different input parameters are 

considered and the output given by the proposed approach is 

observed. These results are presented in Table 2. 

6    Conclusion 

 The graduate application review process is very time 

consuming process and based on the personal bias of the 

admissions committee members. Each application has its 

individual strong characteristic hence comparing two 

applications based on a set cut-off is not a very efficient 

method.  Fuzzy based system presents a convenient way for 

representing the relation between multiple input parameters to 

less output parameters by means of verbal statements instead 

of complex mathematical equations. The proposed system 

takes into consideration all the important aspects of an 

application such as the number of publications, professor 

recommendation, parent institute rating, grade point average 

(GPA), GRE score and work experience in order to provide 

an advisory on whether the application should be considered 

for further review or not. The system also suggests whether a 

further decision on the application should be made based on 

other factors like statement of purpose, motivation and overall 

promise. The weightages given to each aspect can be 

modified and edited as per the university norms and 

guidelines in order to provide flexibility and the possibility of 

usage by a wide range of universities. Thus the fuzzy based 

inference system provides an efficient method to scrutinize 

the applications in a more systematic and orderly manner to 

make the process of preliminary screening of applications 

faster and free from the bias of the reviewers. 
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GPA 
GRE 

Score 

Professor 

Recommendation 

Rating 

No. of 

Publications 

Parent Institute 

Rating 

Work 

Experience 
Result 

9.2 325 0.75 1 3.5 0.5 Selected 

8.2 313 0.8 2 3 1 Selected 

7.1 321 0.7 3 4 0 Waitlisted 

7.3 310 0.7 0 4 1 Rejected 

6.6 305 0.6 0 3 0 Rejected 

Table 2. Sample example results 
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Semantic processor for knowledge extraction from texts 

in Russian and English 

Igor P. Kuznetsov, Elena B. Kozerenko, Nikolay V. Somin 

Institute for Informatics Problems of the Russian Academy of Sciences, Moscow, Russia 

Abstract The paper is dedicated to one approach to 

the automatic extraction of the knowledge from natural 

language texts (Russian and English) with forming the 

Knowledge Base. It is used for the solution of the most 

complex problems of the linguistic processors and  

logical analytical systems. For this purpose the means of 

knowledge representation (the extended semantic 

networks - ESN) and the tools of their processing (the 

language of logical programming DECL) have been 

designed. On this basis the universal syntactical semantic 

rules and ontologies have been proposed which are 

composed of the universal linguistic knowledge for 

knowledge extraction and which have been used for 

construction of many intellectual systems for different 

applications.  

 

  Keywords Semantics, Natural Language, Linguistic 

Processor, Knowledge Extraction, Named Entities   

 

1 Introduction       
       The existing Internet largely consists of 

unstructured documents. Knowledge contained within 

these documents can be made more accessible for 

machine processing by means of transformation into the 

form to be reasoned with. A more prospective approach 

consists in using the Knowledge Base. It proposes the 

development of new technology including the extraction 

of knowledge structures and organization of their 

processing in the Knowledge Base [1,2,4].       

The distinctive features of our technology are as 

follows:  

1) extraction from texts of knowledge structures (not 

only separate named entities) that represent the links of 

named entities and their participation in actions and 

events;  

2) for the knowledge extraction the unique semantic-

oriented language processors (LP) are designed; the 

processor provides deep analysis of NL texts and 

revealing set of entities together with their structures;  

3) the processor LP is controlled by the linguistic 

knowledge, which are declarative structures (in extended 

semantic networks - ESN) and which provides the quick 

tuning of LP to subject areas and languages - Russian and 

English; 

4) linguistic knowledge consists of the rules, which 

provide the high degree of selectivity in the entities 

extraction and elimination of collisions during their 

application; rules provide the minimization of noise and 

losses, that is the high degree of completeness and 

accuracy; 

5) the knowledge structures and means of their 

processing (intellectual language DEKL) were designed 

as the united tools, oriented at the tasks of linguistic 

analysis, semantic search, logical analytical processing 

and the expert solutions. Using these tools considerably 

facilitates the development of applied intellectual 

systems.  

 The technology of knowledge structure extraction 

and processing has been used for construction of new 

classes of analytical systems [3,7,12,13]: “Criminal”, 

“Analytic”, “AntiTerror”, “Resume” etc. 

(http://IpiranLogos.com/en/Systems/).      

 

2 Tools for intellectual processing 

2.1. Extended semantic networks     

     For knowledge representation the formalism was 

proposed, i.e. the Extended semantic networks (ESN) 

[2,3,4]. In the ESN constructions the paradigm is used in 

which the model of the external world is quantized to the 

objects and the relationships between them. At the same 

time the integration of objects is allowed when from 

simple objects it is possible to build more complex ones. 

The reverse process is the specification. In each object 

the parts connected by certain relationships can be 

selected. This is easily expressed in the natural language 

(NL) and should be presented in knowledge structures. 

The extended semantic networks have been designed on 

the base of this paradigm. 

    Extended semantic networks (ESN) are composed of 

fragments of following type: 

 

 <Relation name> (<arg1 "," arg2>, ..., <argN> / <code 

of fragment>) 

 

where <arg1 "," arg2>, ..., <argN> are the argument 

places, which may be occupied by constant, or the 

number of variables, which may correspond to the named 

entities (information objects). The code of a fragment 

corresponds to a complex object, i.e. arguments with their 

relationship, which are considered as a whole. The 

"relationship" is considered in the broad sense. A unary 

relation (with one argument) is a property. A binary 

relation connects the two objects, and an N-ary relation 

connects more objects. For example, an N-ary relation 

can be an action in which N objects took part (with 

different roles).  

Codes of fragments are needed to represent the level 

of integration. A code of fragment may be a constant, 

which must be "unique", i.e. it cannot be a code of 

another fragment. 

A fragment code may be missing in the record. Then 

the fragment will take the simpler form: 

 <Relation name> (<arg1>,<arg2>, ...,<argN>). 
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     It is not difficult to see that the fragments have the 

form of named predicates, where the fragment codes are 

the unique names of predicates. Many fragments are 

composed of the extended semantic network (ESN). The 

order of the fragments in the ESN does not matter. Two 

features should be noted. 

     The first feature is the use of the so-called intersystem 

constants. They are written in the form of numbers with a 

plus sign (N +), when a constant is introduced for the first 

time, and a minus (N-), when it has already been 

mentioned. For example, two fragments NAME(IVAN, 1 

+) STRONG (1 -) represent that " a man named Ivan is 

strong." In this case, if we again encounter a number 1 +, 

it would introduce a new (different) constant. For 

example, the fragments NAME(IVAN, 1 +) STRONG (1 

-) NAME (PETER, 1 +) BRAVE (1 -) WEAK(1 -) are 

presented two people: "Ivan is strong, and Peter is brave 

and weak." Instead of sign 1+ and 1- there can be any 

integer (N), i.e. 2 +, 2 -, etc. Intersystem constants are 

needed to refer to objects that are defined by their 

properties, relations or presented implicitly. If the text has 

the two objects named Ivan, these can be different people 

and they are represented in ESN by different constants. It 

is a difficult procedure to choose their different 

mnemonics. 

     The second feature is the following. The codes of 

fragments (usually intersystem constants) can stand in the 

argument places of other fragments. It is necessary in the 

cases when some objects are components of others. For 

example, the fragments NAME(IVAN, 1 +) BUY (1 -, 

BOOK / 2 +) DECIDE(1 -, 2 -) are represented "Ivan 

decided to buy the book", where there are two actions. In 

this one (DECIDE) includes another (BUY). Every 

named entity (NE) may be the components of actions or 

other objects.  Because every NE is presented as a 

fragment of ESN with its own code (see 3.3).  

     Described features (when some code fragments can be 

in the other argument places) greatly increases the 

possibilities of language ESN for representation of 

different types of information, including the semantic 

components of NL-construction. They are widely used 

for describing events and actions by forms with verbal 

nouns, participial and other constructions. It is significant 

that these features make the possibilities of language ESN 

reach far beyond the classical language of predicate logic. 

For example, ESN make possible the representation of 

various types of paradoxes which are typical for the NL, 

but impossible in the logic [1]. Constructions of ESN 

compose the United Knowledge Base which is used for 

subject and linguistic knowledge representation and 

which determines the logical analytical decisions and the 

work of linguistic processor.  

 2.2. Logical programming language for 

knowledge processing       

For processing the knowledge structures, presented 

by ESN, a special language of logical programming 

(DECL) has been constructed [2,3]. The DECL language 

was used as the base for programming the linguistic 

processor (LP) which transforms the surface (space) 

structures of texts to deep (semantic) structures where 

named entities and their relationships are represented.  

     The language DECL consists of the rules IF ... 

THEN ..., called productions. Productions are applied to 

the knowledge base (KB) and have the form: 

     <Name productions> (...): IF <LfP> THEN <RgP>; 

where LfP is left part of the production and RgP is right 

part of it. Both parts consist of set of ESN fragments, 

which (in addition to constants) may contain variables. 

The fragment <name productions> (...) is necessary to 

call the production application. 

The left part (LfP) of a production rule sets the 

conditions for its application. If the conditions are 

satisfied (i.e. analogical structures are contained in the 

KB), then the production is considered to be applicable. 

As a result the variables in LP take the values and are 

activated in the right part. 

The right side of productions (RgP) determines the 

actions performed for transformation of structures in the 

KB. If the productions were applicable, then the actions 

would be initiated. The values of the variables are 

transferred from the LfP to RgP and are taken into 

account in actions. 

The parts LfP and RgP contain not only fragments, 

but also special operators to call productions (by name), 

and the so-called special fragments (or build-in 

predicates) that define references to external procedures, 

for example, the interface programs. 

     The condition of their application consist in 

comparing the fragments of the LfP with the fragments of 

KB. If the corresponding structure in the KB is found, the 

product is considered to be applicable and values of 

variables from LfP are transmitted to RgP and take into 

account in the actions. If RgP has a fragment, then it is 

added to the KB (http://IpiranLogos/en/Tools/). 

3. Representation of semantic 

structures  

3.1 Type of entities and links for extraction 

Named Entities (NE) are extracted from the 

documents in Natural Language by linguistic processor 

(LP) and represented in the Knowledge Base as the 

fragments of the extended semantic network. The 

arguments of fragments are the collections of normalized 

words, numbers and signs, which reflect essence of NE 

and indicate its type.  

In our systems more than 40 types of NE are 

extracted from NL-texts [1,7,8]. Their quantity depends 

on the subject area and the tasks of users. Let us note that 

in the KB some NE can be constitutional components of 

others. Connections between NE may be complicated 

[1,6,14 ]. We consider that actions with their objects and 

components are the kind of NE, which are connected by 

special relations (time, space, reason and so on) with 

other actions. The ESN have been designed for the 

representation of such information on a homogeneous 

base which is necessary for deep computer processing of 

NL texts – Russian and English [1,10].    

The set of the entities to be extracted depends on the 

tasks of a user. At the same time the quality of a linguistic 
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processor is determined by the possibilities for 

knowledge extraction. The linguistic processors of the 

systems “Criminal”, “Analytic” and ‘’Semantix” support 

more than 40 types of semantic entities which can be 

extracted automatically.  

Standard entities (names, dates, addresses, types of 

weapons and others) are reduced to one standard form. 

The identification of entities is performed taking into 

account brief designations (for example, separate 

surnames, patronymics, initials), anaphoric references 

(indicative and personal pronouns, for example, this 

person, it...) definitions and explanations (for example, 

the Mayor of Moscow Sobyanin is identified with the 

subsequent words mayor, Sobyanin). An important task is 

the identification of entities in the entire text, the use for 

these purposes of indicative pronouns, brief names, 

anaphoric references.  

 

     The Graph presentation of some extracted entities is shown on fig 1. 

 

 

                Fig. 1 Some extracted named entities 

3.2. Connections between the entities and 

participation in actions  

     Connections and relations between NE, extracted 

from the NL-texts, can be very diverse. They depend on 

entity types. For example, one person can be connected 

with another by relative and friendly relations, and also 

by the place of living, area of interests and so on. Actions 

frequently are connected with the time and the place. 

There can be reason-consequence and other connections 

between actions. In such a way the complex structures are 

created. For their formalization special tools of 

knowledge representation have been designed.  

     Actions usually are expressed in NL texts by the 

tensed verb forms, nonfinite verb forms, e.g. verbal 

nouns, participial and adverbial constructions, gerunds. 

The actions are also NE, components of which can be 

another NE. For example, there can be those, who 

participate in action, or entities, on which the action is 

directed. Moreover, some actions may be components of 

others. For many applications the actions are also the 

significant information which requires formalization. 

Because the system is oriented at the deep analysis of  

text constructions, it extracts all actions and events with 

NE.  

 

3.3. Meaningful portrait of a document  

 
     A meaningful portrait of a document is the formal 

representation of entities (NE), their properties and the 

connections, extracted from the text of the document. 

Such portraits are the structures of knowledge. As means 

of formalization in our technologies we use the extended 

semantic networks. Formalization is achieved 

automatically by the semantics-oriented linguistic 

processor, which analyzes the texts of NL documents and 

transforms them into knowledge structures [1,2,9].  

Int'l Conf. Artificial Intelligence |  ICAI'13  | 753

http://ipiranlogos.com/wiki/index.php?title=Tech1_en


A set of  meaningful portraits (together with index 

files) comprise the Knowledge Base (KB) where various 

types are provided of semantic search and logical 

analytical functions by comparison and transformation of 

knowledge structures. We design the technology which 

provides the processing in the KB distributed within the 

net of computers.   

A meaningful portrait consists of the elementary 

fragments, arguments of which are words in the normal 

form (it is necessary for the search and processing). Each 

elementary fragment has its unique code, which is written 

in the form of the number with the sign + and is separated 

by a slash line. For example, in the fragment FIO("ABU - 

TARIK"," "," "," "/3+) the sign “3+” is its code (but “3-” 

is the reference to it). Fragments DOC_(22, 

TERR_DOC.TXT”, “SUMMARY; ” /0+) 0-(ENG) 

indicate that the meaningful portrait is built on the basis 

of the English-language text of document with number 66 

of the file of TERR_DOC.TXT”, which was processed as 

the summary of the incidents (linguistic knowledge 

depends on this). The following fragments present date 

DATE_(…/1+), criminal group CRIM_GROUP(…/2+), 

person’s surname (name and patronymic) FIO(… /3+) 

and so on. The signs “1+”, “1-” and  “2+”, “2-” and “3+”, 

“3-”, … are the codes of the fragments, corresponding to 

the NE.  With the aid of the codes the connections and 

relations of  NE are assigned. Actions are represented in 

the form of fragments of the type  DESTROY(ALIEN,3-

/4+) 4-(66,ACT_), where it is represented as “alien 

person (FIO with code “3+”), are destroyed”. Fragment 

4-(66, ACT_) indicates that the first fragment 

DESTROY(…./4+) presents the action and relates to the 

document with the number 66. Fragments 

PLACE_(CHECHEN,REPUBLIC/5+) WHERE(4-,5-) 

indicate the place of this action (WHERE). Fragments 

ORG_(…/6+)  INFORM(6-/7+)  7-(66,ACT_) represent 

that “organization … was informed”. 

The fragments PREDL_(...), which correspond to 

the sentences play the special role. They are filled up with 

the words, which did not enter into the named entities (in 

this example they are absent), or with the codes of entities 

themselves. To these fragments the indicators of their 

position in the text are added. For example, the fragment  

SENTENSE_(66,12-,16-/20+)  20-(5,254,471) represents 

the fact that the entities with codes “12-” (corresponding 

to the action “inform”), “16-” (corresponding the action 

“destroy”) are located in the sentence, which begins from 

the 5th line of the text of the document and they occupy 

the place from the 254-th to the 471-th byte. These means 

of positioning are necessary for the work of the reverse 

linguistic processor.    

A set of meaningful portraits of documents are 

organized in the Knowledge Base. Logical reference  is 

provided with the aid of the rules IF… THEN 

(productions) of the language DECL, which are the basis 

for decision of logical-analytical tasks.  

4 Semantic-oriented linguistic 

processor 

Semantics-oriented linguistic processor consist of 

the following components [9,14].     

4.1 The component of lexical and 

morphological analysis (LMA) 

It extracts words and sentences from the text, 

performs lemmatization of words (normal form 

establishment) and constructs the semantic network 

presenting the space structure of text (SpST), which 

reflects the sequence of words, their basic features, 

beginnings of sentences and the presence of space 

character lines. The component LMA uses a two-level 

general ontology and a special collection of subject 

dictionaries (the dictionary of countries, regions of 

Russia, names, forms of weapons, and other items 

specific for the supported domains). The component 

performs semantic grouping of the words and assigns 

them additional semantic attributes [10].  

4.2 The component of syntactic-semantic 

analysis (SSA) 

It converts one semantic network (SN) into another 

which represents the semantic structure of text (SemST), 

i.e., the relevant semantic entities and their connections 

[3,8,9]. The SemST is called the meaningful portrait of 

document. It comprises knowledge structures of the 

knowledge base which serves the basis for implementing 

different forms of semantic search : the search by features 

and connections, the search for the entities connected at 

different levels, the search for similar persons and 

incidents, the search by distinctive characteristics (with 

the use of ontology).  

The component SSA is controlled by the linguistic 

knowledge (LK), which determines the process of text 

analysis. LK includes the special contextual rules which 

ensure the high degree of selectivity with the extraction 

of entities and connections The functions of this 

component are the following:  

- Extraction of entities from the flow of NL 

documents: persons, organizations, actions, their place 

and time, and many other relevant types of entities.   

 - The establishment of connections between entities. 

For example, persons are connected with organizations 

(PLACE_OF_WORK), by addresses (LIVES, 

REGISTERED). Or figurants of criminal events are 

connected with such entities as the type of weapon, drugs 

(TO HAVE).  

- The analysis of finite and nonfinite verbal forms 

with the identification of the participation of entities in 

the appropriate actions. For example, one figurant gave 

the drugs to another figurant, and this is the fact linking 

them.  

- The establishment of the connections of actions 

with the place and time (where and when some action or 

event occurred).  

- The analysis of the reason-consequence and 

temporary connections between actions and events.  

      

4.3 Expert system component (ES)  

On the basis of semantic networks the new 

knowledge pieces are constructed in the form of 

additional fragments (ESN). For example, the component 
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ES extracts the field of a person’s activity (in accordance 

with the assigned classifier) from the text of resume for 

each autobiography. The person’s experience in his field 

is evaluated. The correlation of a criminal incident to the 

specific type is accomplished with the analysis of the 

criminal actions of ES: the following facts are revealed - 

the nature of crime, the method of its accomplishment, 

the instrument of crime, and so forth (in accordance with 

the classifiers of the criminal police) [3,12,13].  

5 The base of linguistic and expert 

knowledge (KB) 

 It contains the rules of the text analysis and expert 

solutions in the internal representation. They determine 

the work of the linguistic processor. Our logicalanalytical 

systems have several such bases, which are activated 

depending on subject areas and user tasks. 

5.1 Linguistic knowledge  

Linguistic knowledge has same structures for 

various language that give possibilities to tune the 

processor LP on the text collection in this language, for 

example, Russian and English. Linguistic knowledge is 

written in language SSN which has declarative structures. 

It provides the tuning to new subject field and language 

for comparatively short time. Procedures part of  LP is 

not changed (excluding blocks of  lexical morphological 

analysis). 

5.2. Terminological analysis and 

transformations 

Terminological analysis has as a goal - synonymous 

transformations, the interpretation of abbreviations and 

the selection of terms. The fragments of the following 

form are used for this:  

TERMIN (<resulting word>,<word1>,<word2>) or  

TERMIN (<resulting 

word>,<word1>,<word2>,<word3>), 

 

where <word1>,… may be normalized word (in 

canonical form), or sign, or AND-OR graphs. These 

graphs are represented as fragments STR_OR (...), where 

facultative words or their signs are on argument places. 

For example, fragment  

 

TERMIN (UNEMPLOY,NO,WORK) 

 

indicates the conversion: NO WORK - > 

UNEMPLOY. Another example: fragments  

 

TERMIN (MO,MOSCOW,3+) 

STR_OR(REGION,REG.,DISTRICT,…/3-)  

 

perform many conversions:  MOSCOW REGION - > 

MO, MOSCOW REG. - > MO, MOSCOW DISTRICT - 

> MO… For these fragments the permissible context can 

be assigned (words, which can stand to the left and to the 

right). The inadmissible context can be also indicated - 

word or their signs, which there must not be to the left or 

to the right. As a result it is possible to extract terms and 

word combinations, whose values depend on context.  

Synonyms are presented by fragments:  

     SYNON (<resulting word>,<word1>,<word2).   

For example, SYNON (UKRAINIAN,HOHOL) - 

word HOHOL (specific name of Ukrainian persons) must 

be substituted on UKRAINIAN. Many synonyms have 

conditional nature. The permissible or inadmissible 

context is indicated for them. For example, in the case 

given above replacements for the words - surnames, the 

nicknames, names streets and others are not admitted. 

 The ontology is presented by fragments of ESN  

with name SUB (class – subclass), NEAR (nearness of 

meaning) and OR_OR (separate “or”). For example: 

   SUB(MAN,TERRORIST) 

   SUB(TERRORIST,SEPARATIST) 

   SUB(TERRORIST,REBEL)  

   SUB(TERRORIST,INSURGENT)  

   SUB(TERRORIST,MERCENARY)  . . . 

   NEAR(ALCOGOL,DRUNK,TIPSY,VODKA) . . . 

   OR_OR(MALE,FEMALE,CHILD)  . . . 

    

5.2. Contextual rules     
 

The block of syntactical-semantic analysis on the 

basis of context extracts the named entities (NE) and the 

connected information (for the persons their birthday, 

sex, address and other) [2,15]. For this contextual rules 

are used. Syntactical-semantic analysis is necessary for 

the extraction of addresses, attributes of machines, 

organizations and other. Usually the entities are the 

collections of words, which grammatically are not 

connected.  For example, an address can be considered as 

the collection of letter combinations st. (street), h. 

(house),.:., words with the capital letter and the numbers. 

Each such collection can have its boundaries and 

inadmissible components. For example, in the addresses 

there can be no verbs and so on. The extraction of such 

word collections (descriptions of NE) is based on the use 

of contextual rules of the following form:  

 

  CONTEXT (<word1>,<word2>,<word3>,…) - > 

<resulting fragment>  

 

where <word1>,… - are the normalized word or sign 

or AND-OR graphs. For every rule a special fragment 

indicates the position to begin application, and also a 

permissible or an inadmissible context. This ensures the 

differentiated application of rules. These rules analyze 

word group, which describe any entities, and substitute 

them (in case of application) by one word, with which the 

resulting fragment is connected.  

Contextual rules are applied in the determined 

sequence. At first they extracted the separated entities, 

then their properties, word combination, and finally, 

verbal forms. In process of rules application the 

meaningful portrait of document will be build.  

For example, let us examine rule GG~1:  

 

MUSTBE (GG~1,1) STR_OR(ADJ,PRON/2+)  
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CONTEXT (2-, NOUN/GG~1) P_P (GG~1,3+) 

WORD_C (1,2/3-)  

3-(2,MORF) NOTBE (GG~1,2,LETT)  

 

     This rule provides the conversions:  

     ADJECTIVE + NOUN  <word combination> 

and  

     PRONOUN + NOUN  <word combination>. 

The fragment MUSTBE indicates that application of 

rule GG~1 must begin from the first position, i.e., from 

search for words with the signs ADJECTIVE (ADJ) and 

PRONOUN (PRON), since they are fewer than NOUN 

(NOUN). Fragment P_P separates the left side from the 

right side ( ), and WORD_C - indicates that the words 

on the first and second positions must be united into the 

combination of words, which subsequently will be 

considered as one word with the morphological properties 

of the second word. The fragment NOTBE indicates that 

in the second position there cannot be the separate letters 

(sign LETT).  

This is an example of a simplest rule. The fragments 

which indicate the context are added to such rules; these 

help to restore the full name of an entity, for example, on 

the basis of pronouns or brief descriptions (by the name 

the surname is restored, if they were somewhere 

mentioned together), etc.   

Each contextual rule is a semantic network (ESN). 

All linguistic knowledge is written in the ESN language. 

The application of rules is provided by the productions of 

the DEKL language. These productions are organized as 

programs, which play the role of the empty linguistic 

shell, which supports the language of the record of 

linguistic knowledge - ESN. As it is shown by 

experience, this shell can be tuned to different subject 

fields and languages. In this way different linguistic 

processors are designed.  

5.3. Application of the rules  

 Application of contextual rules is fulfilled in the 

strictly defined sequence - each at their level. For 

example, in system “Criminal” the linguistic processor at 

first extracts the following named entities - police 

department, the policemen and others. They can contain 

surnames, names. It is necessary to facilitate the 

subsequent analysis. Otherwise the words, which 

compose these entities, can be captured by other rules and 

create noise. Further figurants are extracted and so on. 

The set of rules is introduced for this. Some begin their 

application from the search of names, surnames 

(MUSTBE), others - from the search for the birthday, or 

from the initials. In this way we minimize losses in cases 

when the block of morphological analysis does not give 

the necessary data for some words. Then the word 

combinations are analyzed, and finally, verbal forms. In 

the process of application of these rules  the semantic 

network (meaningful portrait of document) is built. An 

example of the levels, which determine the order of the 

rule application, is given below. 

 

 

 

{== levels ==}  

LEVEL (LEVEL_E1, LEVEL_E2, LEVEL_E3, 

LEVEL_E4,…)  

LEVEL_E1 (CATALOG) {= extraction of word 

combinations from the catalogs =}  

LEVEL_E2 (MIL~~1, ST~~1) {= extraction of 

police departments,… =} 

LEVEL_E3 (FF~~1, FF~~2) {= extraction of 

figurants =} 

{== grammatical analysis, the extraction of word 

combinations =} 

{== AA~~… - uniform terms, GG~~… - words 

combination ==}   

LEVEL_E4 (AA~~1, AA~~3, AA~~4, GG~~1, 

GG~~2,…)  

 

{= GG~~1: word combination ADJECTIVE – ADJ 

or PRONOUNCE - NOUN=} 

MUSTBE (GG~~1,1) STR_OR (ADJ, PRON/2+) 

CONTEXT (2-, OBJ/GG~~1)  

P_P (GG~~1,3-) WORD_C (1,2/3+) 3- (2, MORF) 

NOTBE (GG~~1,2, LETT)  

. . . 

In the curly braces the commentaries are given. It is 

an example of the rule GG~1, which reveals word 

combinations with signs ADJ or PRON and OBJ (i.e. 

NOUN etc.). The system has a full set of contextual rules, 

which provide the complete analysis of sentences and 

construction of meaningful portraits of documents. But in 

contrast to the standard grammars our LP provides the 

extraction of all significant (information) entities, 

including those in which the words are not connected 

grammatically, for example, addresses, machines with the 

indication of their numbers and so on. The described 

processor (LP) is semantics-oriented, because it provides 

the extraction of entities and supports various kinds of 

connections between them. These are semantic 

components. Such LP found their use in the systems of a 

new class – “Analytic”, “Criminal”, “AntiTerror” and 

other. 

6 Conclusion 

The described semantic-oriented linguistic 

processors have been used for construction of intellectual 

analytical systems: “Criminal”, “Analytic”, “AntiTerror”, 

“Monuments” and others.  The distinctive features of 

these systems are characterized by universality of the 

processor. It provides automatic extraction of knowledge 

structures from texts in various language. Now they are 

Russian and English. The processor can be quickly tuned 

to other European languages. The result of  the processor 

operation is the Knowledge Base which has common 

structure for all language and which is used for 

realization of logical-analytical functions. The ESN 

apparatus provides powerful representational possibilities 

for describing all levels of natural language, including the 

level of deep semantic structures, and cross-lingual 

correspondences. 

  The implemented linguistic processors were 

created on the basis of this approach which made it 

possible to manufacture design solutions for the basic 
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problems of  extracting meaningful knowledge from the 

texts in natural languages. 
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Abstract – The explosion of social media and 

availability of open source data has created an 

unprecedented opportunity to expose hidden 

intelligence. In this work we explore the use of a 

pipeline of novel algorithms executing within a 

parallel computing framework to improve SNA 

performance as compared to baseline approaches.  

These initial findings show improvements in link 

detection speed and accuracy (F-measure) on 

community datasets with ground truth information. 

Keywords: Social Network Analysis, Machine 

Learning, Non-obvious Link Extraction, Parallel 

Machine Learning Frameworks, Noise Reduction 

and Removal of Irrelevant Intelligence 

1 Introduction 

The explosion of social media and availability of open 

source data has created an unprecedented 

opportunity to expose hidden intelligence.  Illicit and 

disruptive activities are being carried out in plain 

view including protests and social movements, attack 

planning and coordination, plotting flash riots and 

robberies, promoting radical ideology and recruiting 

new members.  Uncovering actionable intelligence or 

manually ‘connecting the dots’ in overwhelming, 

heterogeneous and noisy social media data streams 

has proven extremely difficult for the U.S. and our 

coalition partners.  

The overall goal of this research is to investigate 

techniques which improve the accuracy and speed of 

social network analysis (SNA) while using fewer 

computing resources as compared to baseline 

approaches.  In this paper, we describe ongoing 

research performed and results obtained to date by 

employing a combination of the latest machine 

learning techniques within a parallel computing 

framework.  We have evaluated our research using 

community datasets with ground truth information 

and report encouraging results. 

2 Related Work 

A significant portion of current SNA research is 

directed towards analyzing data streams to collect 

intelligence; whether to analyze buying trends for the 

commercial market space or detecting nefarious 

activities for government intelligence entities.   

Sitaram Asur and Bernardo A. Huberman from the 

HP Social Computing Lab in Palo Alto, CA have 

investigated how social media can be used to predict 

future events. They have used Twitter data to predict 

movie revenues. Their approach considers simple 

metrics such as tweet frequency and sentiment to 

predict outcomes.   

Aditya Krishna Menon and Charles Elkan at the 

University of California investigated link prediction 

with an approach of supervised matrix factorization. 

Their approach uses features based on the graphs 

topological structure combined with other node and 

edge attributes.  Stochastic gradient descent is used 

for ranking and class imbalance. 

Hila Becker and Luis Gravano from Columbia 

University and Mor Naaman from Rutgers 

University have researched using Twitter messages 

to identify real-time events.  Their work is focused on 

distinguishing between messages about events vs. 

non-events based on topic clusters over large message 

sets.   

Due to the overwhelming amount of data, many 

current approaches will be CPU intensive.  Our 

approach differs by employing a method of multi-

stage algorithms, each narrowing the result by 

filtering unrelated information, detecting hidden but 

relevant relations and networks in a very efficient 

parallel framework for graph processing. 

3 Approach 

In this paper we explore the use of a pipeline of 

functions and algorithms executing within a parallel 
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computing framework.  The pipeline consists of a 

series of capabilities designed to gather, detect and 

narrow results based on the user’s original 

intelligence requirement (IR).  The pipeline contains 

functional elements for performing data acquisition, 

noise reduction, network detection, link detection, 

and node influence.   

3.1 Data Acquisition 

In this functional element, social media data streams 

are queried based on the analyst’s IR and parsed for 

key elements of information. 

The system narrows the initial search to targeted 

topics and data sources based on the IR.  The IR is 

parsed for keyword information including synonyms 

using a thesaurus. These are used to create a matrix 

of permutations on the original IR in order to achieve 

maximum coverage over the data sources. 

3.2 Noise Reduction 

A key function is reducing the ambient noise 

encountered in social media data streams.  We have 

implemented an algorithm described in a paper by 

Dr. Carlos Guestrin and Yison Yue entitled “Linear 

Sub modular Bandits (LSB) and their Application to 

Diversified Retrieval”.  The LSB Greedy algorithm as 

detailed in this paper takes advantage of sub 

modular optimization and the upper confidence 

bounds applied to trees (UCT) in order to describe a 

noise reduction technique that is both fast and 

accurate.    

The equation  

represents the optimization function for the linear 

sub modular bandit’s problem.  The 𝑊   is the 

unknown weight vector for the users’ intelligence 

request.  Optimizing for this weight threshold allows 

us to tune down the noise and help return only those 

results related to the IR.  The linear sub modular 

bandits algorithm follows the exploration vs. 

exploitation tradeoff scheme1 and allows for the user 

to tune the exploration and exploitation values for 

maximum/desired coverage over the dataset. 

Due to the overwhelming amount of social media 

data, approaches such as clustering could take an 

inordinate completion time on standard computer. 

Dr. Guestrin’s algorithm takes minutes to execute.  

We are continuing to collaborate with Dr. Guestrin to 

optimize and tune the algorithm implementation.   

Implementation of the Dr. Guestrin’ s noise reduction 

algorithm decreased relative noise by 67% as 

                                                      

1 http://homes.cs.washington.edu/~todorov/papers/tradeoff.pdf 

measured by one user study at CMU which compared 

the LSB Greedy with competing algorithms.2 

3.3 Network Detection and 

Significance 

The concept of a network is to represent a graph 

structure across varying data sources.  A network is 

any structure which is repeated in a statistically 

significant manner.  Within these structures exists 

well established structures such as the “feed-forward 

loop” or FFL that represents an AND or an OR gate 

inside of the network.  These structures can be used 

in a machine learning algorithm as features to 

determine a network’s significant values such as 

clustering coefficient, network density, and network 

connectedness. We have examined three possible 

network finding algorithms in order to assist with the 

task of finding both structural and content networks. 

The algorithm chosen for this process is the G-trie 

algorithm. The G-trie algorithm works by placing 

random walkers on the network and finding 

networks of user defined sizes to create networks. 

These networks will then be used in the statistical 

calculations in order to determine event classification 

type. 

G-Tries 

G-Tries is a very high compression algorithm based 

on the famous trie data structure.  This structure 

allows for maximum compression of the underlying 

data and easier computability of the sub-graphs.  A 

consideration when using tries is that starting from 

different points on a graph will give widely different 

data structures; to solve this, g-trie uses a common 

canonical representation where larger vertices 

appear first.  The algorithm is split up into three 

major sections. The first is the algorithm to insert a 

sub-graph into a g-trie, the second is to find if the 

inserted graph is significant over all possible graphs, 

and the third is designed to stop recompilation of 

networks that have already been examined. 

                                                      

2 http://www.select.cs.cmu.edu/publications/paperdir/nips2011-yue-

guestrin.pdf 
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Figure 1: G-trie inserts a sub-graph 

 

Figure 2: Finding sub-graph significance 

 

Figure 3: Avoiding redundant calculations 

The ability for g-tires to avoid the redundant 

calculations induced in the census method of random 

graphs leads to a much faster algorithm. The ability 

of the algorithm to include both a computationally 

efficient data structure and the ability to break 

symmetries leads to the fastest available algorithm 

for discovering the random networks. 

3.4 Feature Discovery 

An important aspect of this research is this 

identification of connections between two nodes 

which are important to the analyst. We are 

investigating the combination of both noise reduction 

algorithms and multivariate Bayesian scan statistics 

in order to determine which connections are 

important and which ones have significant meaning 

for the analyst. These statistics are common to each 

network and will be averaged over all networks and 

categorized for event classification. These features 

include but are not limited to: 

 Average Sentiment: Twitter POS tagger + 

Opinion Lexicon (English, Spanish) 

 Average Tweets per second: 𝐴=𝑇𝑤𝑒𝑒𝑡𝑠" " 

/(𝐸𝑣𝑒𝑛𝑡_𝐵𝑒𝑔𝑖𝑛−𝐸𝑣𝑒𝑛𝑡_𝐸𝑛𝑑 ) 

 Event time is measured in seconds from the 

year 1970 

 Average Clustering Coefficient: 

𝐶_𝑖=(2𝑒_𝑖)/(𝑘_𝑖 (𝑘_𝑖−1)) 

 Average Time active 

 Average Influence of Network 

 Average number of high influencers 

 Topics tweeted via Latent Dirichlet Allocation 

 Average network retweets 

 Location distance of members (e.g. proximity 

of one member to another) 

 Friends/Followers associates 

 Geolocation of members  

 Location in relation to event 

 

3.5 Link Detection 

A focus of this research is on the ability to find 

implicit links or relationships that a user might not 

see due to the overwhelming volume of disparate 

data.  We have researched two detection methods for 

their efficacy and scalability.  Both methods 

improved precision and recall over the current state 

of the art, but utilize online learning algorithms that 

improve performance by four fold over the traditional 

offline methods without significant loss of precision 

or recall. Online learning states that all data is not 

available at processing time and updates the link 

model incrementally as new data comes into the 

system.  Offline learning processes requires that all 

data is present and processed at one time.  When new 

data is added, all information must be reprocessed. 

Online processing is well suited to streaming data 

sources from large data sources such as Twitter or 

Facebook.   

We have tested performance of the implicit relation 

detection algorithm on Twitter and Facebook 

(anonymized) datasets.  Using these data sources we 
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have discovered very interesting characteristics of 

implicit relations in social networks.  First, the 

“small world” phenomenon is vastly overstated in 

most of the literature. This phenomena is explained 

by the statement “No person is more than six degrees 

away from another”.  In processing the data we found 

that people are usually more than the standard six 

degrees apart if group aggregation is taken into 

account. We discovered many niche communities 

connected by separate networks, this contradicts the 

small world assumption as the lengths of these single 

chains was found to be around 10 nodes.   

Preliminary results of the inferred entity relation 

algorithm using 10 folded crossover validation shows 

an 85% accuracy for inferred links without side 

channel information. Adding this information boosts 

the algorithm’s accuracy to around 91.2% using the 

same data sets. 

The biggest challenge in discovering relationships 

within the data was not the absence of the small 

world metric but the degrees of separation within 

groups.  If all the friends/followers from a Twitter or 

Facebook dataset are graphed, a fully connected 

graph state is quickly reached.  Most of these friends 

are erroneous and just placed in the list because they 

are either celebrities, corporate entities, or have a 

very loose association with the entity over the 

internet.  With this data, we learned that going with 

a full duplex communications solution solves this 

issue and provides increased accuracy over more 

lenient models.   

As depicted in the figure below, our link detection 

approach uses a multi-dimensional feature analysis 

with values plotted for Singular Value 

Decomposition, Modified Katz Index and Side Info 

associated with each node.  The red circles represent 

nodes within the social network which are not 

connected. Blue circles represent nodes which are 

related to one another. 

  

 

Figure 4. The link detection algorithm output 

showing social media nodes plotted in multi-

dimensional space according to SVD score, 

Katz value and side information. 

As shown in the next diagram, the multi-dimensional 

plane is processed using the Vowpal Wabbit to 

determine best fit of each node within a given hyper 

plane.  The significance of this result is that nodes on 

same hyper plane share a relationship. Vowpal 

Wabbit is an extremely fast online learning algorithm 

out of Yahoo and Microsoft Research. 

 

 

Figure 5. Hyper plane fitting of social network 

nodes/users using the Vowpal Wabbit online 

learning algorithm. 

One of the most significant aspects of this approach is 

that as nodes change (e.g. new tweets or Facebook 

updates) or new social media users are added, the 

graph is quickly updated (i.e. online processing).  

Additionally, the implementation within GraphLab 

makes this efficient to add new nodes and allows 
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scalability from the single computer up to a cloud 

based solution. 

 

 

Figure 6.  Response times are significantly 

reduced as new information becomes available 

within the social network.  New points or nodes 

are quickly classified and placed on their 

appropriate hyper plane according to relations 

with other nodes on the same plane. 

The final outcome of the pipeline is that groups of 

related nodes can be shown as well as relations 

between networks of networks as shown below. 

Network neighborhoods allow for discovery of who is 

more likely to discuss certain topics and allow the 

user to quickly discover new and interesting 

connections present in the data. 

 

 

Figure7. The network neighborhoods graph 

where nodes are grouped according to their 

relationship with other nodes based on topics 

of interest and the original intelligence 

request. 

Network neighborhoods are particularly important 

for many analytical reasons. Displaying the various 

groups and their connections provides explicit data of 

how different cells are related. These relations can 

depict a multitude of relation types such as 

communication, transaction, familial, and contagion. 

Typically when analysts search, they focus on very 

specific cliques that are usually homogenous. 

However, the network neighborhood feature allows 

the analysts to gain both local and global intelligence 

across a plethora of node and edge types.  

 

The network neighborhood feature is derived from 

the Layered Network Analysis model that was 

defined by LaMonica and Waskiewicz (2011) and 

refers to the fusion of previously disconnected data in 

a common operating picture allowing the user to 

explore and exploit interconnected data in a unified 

state. Layered Network Analysis can be used to 

discover patterns within and across layers, discover 

previously unknown nodes and edges, and allow 

users to focus on multiple data types within a specific 

time and space.  

 

The intent is to understand the structure and 

dynamics of network data as this data is of vital 

importance to decision makers. Current analysis of 

network data occurs primarily within one or two 

particular domains and relies on the user to infer and 

derive links between data sources. However, to fully 

understand the network environment, decision 

makers must be able to investigate interconnected 

relationships of many diverse network types 

simultaneously as they evolve spatially and 

temporally. No single data network exists in a 

vacuum as networks are interconnected through 

space and time. Each layer represents a diverse 

network data type and these layers can be connected 

through nodal and edge similarities providing both 

local and global situation awareness. 

 

3.6 Node Influence 

We use a Modified Decreasing Cascade Model within 

PageRank statistics to determine which node has the 

most influence within a given network (e.g. # of re-

tweets, # of connections, time until topic is tweeted, 

etc.).  This influence score may allow the analyst to 

decide who should be monitored for further study or 

followed more closely.  Influence scores are 

updateable and amendable by the analyst; the user 

can change the weights of the scores and recalculate 

influence based on this prior information.  As shown 

in the graphic below, color intensity could indicate 

relative influence of individuals as compared to other 

members of the same neighborhood. 
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 Figure 8. Identify the most influential nodes 

within a social network of users with similar 

interests.  The strength of influence can be 

indicated by color intensity. 

4 Results 

Thus far, we have tested the link detection capability 

on two datasets: 

 The co-author network of astro-physicists. 

SNAP provided 18,772 nodes with 396,160 

edges. 

 Co-author network of NIPS. Over 10,000 nodes 

and 600,000 edges. Each node has a 14035 

word index and bag-of-words feature vector.  

The output was compared against other approaches 

to classify nodes within a graph: 

 

 Majority Classifier –Every point in the classifier 

is assigned to whichever the majority class is in 

the dataset (baseline). 

 Random Classifier – Random flip if the node is 

connected or not (baseline). 

 Perceptron Learner – Simple gradient descent 

learning algorithm with 2 layers of hidden 

nodes and trained with back propagation. 

 Bayesian Network – Network of probabilities 

trained from the input data using EM algorithm 

to discover unknown values. 

 SVM (kernel gradient optimization) – Using sub 

gradients to find the proper kernel metric and 

applying a SVM to the problem to generalize. 

The link detection speed and accuracy exceed those of 

current baseline approaches. As compared to a 

Support Vector Machine, Securboration’s approach is 

322% faster with 5% better accuracy; compared to the 

Bayesian approaches testing showed 222% speed and 

15% accuracy improvements. This particular test was 

based on a Twitter dataset with 81,306 nodes and 

1,768,149 edges.  

 

 

Figure 9: Securboration SNA Classifier Time to 

Complete 

 

Figure10: Securboration SNA Classifier 

Accuracy 

Figure 11 below shows a social network graph output 

from LAKE.  The purple nodes in the graph are topics 

extracted from social media streams based on IR 

inputs.  The red nodes are people with links to the 

topics and other individuals as detected by LAKE.  

The numbers sequences in black are unique ids for 

actual social media messages posted by the user and 

related to the IR.  Relation strength is indicated by 

the edge thickness.  The user can right click on graph 

nodes to display more information about the user and 

relevant messages as indicated by the green arrow. 
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Figure11: LAKE generated social network 

graph showing topics, people and messages 

linked together and based on the original 

intelligence requirement  

 

5 Conclusion and Future Work 

This research represents a step forward in the 

development of tools which automate the analysis of 

social media data streams. The research uses the 

latest advances in the field of parallel processing, 

machine learning and data mining to increase speed, 

accuracy and precision of intelligence processing.  

This initial research proved that select algorithms 

could be configured in a pipeline and executed on 

standard computers to produce results which are 

superior to the current baseline.  One objective of this 

research is to build a capability which can be 

deployed on standard hardware environments to 

increase adoption of the system.   Future work will 

focus on extending this research and the development 

of a service based suite of analytical tools to support 

the defense, intelligence, and law enforcement 

communities. 
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Abstract—Social network analysis is a necessary aspect of 

learning terrorist/criminal networks, or of how people 

interact through social networking sites like Facebook and 

Twitter.  The metrics used to evaluate these networks are 

equally as important, centrality measures being the most 

common.  Being the most routinely used metrics, centrality 

measures have been tested under various conditions.  

However, there is a lacking focus on systematic error 

applied to computer generated connected undirected small-

world networks.  The goal of this paper is to test the 

centrality measures (betweenness, closeness, and degree) in 

such networks and test their robustness after the 

introduction of systematic error.  The experiment found that 

the metrics performed poorly and their use would have to be 

determined based on the situation and consequences.   

Keywords:  centrality; systematic error; small-world 

networks 

1  INTRODUCTION 

The centrality measures betweenness, closeness, and 

degree are common metrics for measuring aspects of a 

social network.  Betweenness is the measure of the number 

of nodes between a pair of nodes.  In [1], Freeman claims 

that to calculate betweenness one must compute: 

   ( )   ∑
   ( )

   
              (1) 

σst is the total number of paths from node s to node t.  σst(v)  

is the number of σst paths that contain node v.  Explicitly, 

Equation 1 is the sum of the quotients (σst(v) divided by σst) 

for all pairs of nodes.  The value computed represents a 

node’s ability to control the flow of information.  Closeness 

measures a node’s number of contacts including both direct 

and indirect ones; thus, the measure is a representation of 

how well connected a node is.  The formula for calculating 

closeness from [2] is: 

   ( )   
 

∑    
 
 

    (2) 

where dvj is the shortest path from v to j.  Degree is the 

number of direct contacts a node has.  According to [2], the 

equation to compute degree can be defined as: 

   ( )   
∑    
 
 

   
    (3) 

The aij is representative of an element in an adjacency 

matrix representation of the graph.  The more direct 

connections a node has the more possibilities the node has 

to send/receive information. 

Betweenness, closeness, and degree are sensitive to 

changes made to a social network.  Consider Figure 1 and 

assume the network shown is complete.  Now look at Figure 

2; it is missing the black node in the previous figure.  That is 

four missing connections and now the node with the most 

connections is missing.  In addition, the betweenness and 

closeness values for Figure 2 would differ from Figure 1.  

The values would be misleading and possibly detrimental to 

someone using the measures to focus on important nodes 

(people) like someone tracking a criminal or terrorist 

network.  Therefore, in the case of Figure 2, the most 

important person according to the degree measure is 

missing.   

Besides real world scenarios, it is crucial to test the 

robustness of centrality measures since they are the most 

frequently used metrics for social network analysis.  Our 

contribution is to determine the robustness of betweenness, 

closeness, and degree when it comes to small-world 

networks with systematic error introduced which will create 

bias in the subgraphs.  According to [3], systematic error is 

error that is not determined by chance but is introduced by 

an inaccuracy, by observation or measurement, inherent in 

the system.  This research uses connected small-world 

networks for the ground truths to simulate real world data as 

closely as possible.  A ground truth network represents a 

complete network, one without missing information like a 

person or relationship.  To mimic cases of missing 

information and bias (introducing systematic error), we use 

subgraphs of the ground truths.  The creation of subgraphs 

involves choosing one node as the starting point and like 

real world scenarios the further away a node is from the 

starting point the less likely it will be discovered.  The setup 

is analogous to tracking a criminal/terrorist network, and the 

goal was to study the performance of the metrics used on the 

subgraphs, specifically their robustness. 
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2 RELATED WORK 

In 1988, John M. Bolland published a paper that explores 

the robustness of the centrality measures (betweenness, 

closeness, degree, and eigenvector).  He used a real world 

network and manipulated versions of it.  Bolland then 

inserted random systematic variation into the data from 

which he was able to make several conclusions.  

Betweenness is usually unstable when up against random 

error and is sensitive to systematic variation.  Secondly, 

closeness is susceptible to both random and systematic 

variation on the outer edges of a network.  Bolland also 

concluded that degree is useful in its ability to concurrently 

ignore random variation while reacting to systematic 

variation [4]. 

Costenbader and Valente also dealt with real data, 

specifically 59 networks.  Their approach uses bootstrap 

sampling processes to establish how sampling influences the 

stability of 11 different network centrality measures [5].  Of 

the 11, among them were betweenness, closeness, and 

degree.  From their research, Constenbader and Valente 

were able to conclude that betweenness and degree had 

lower correlations for an undirected graph than a directed 

one where the correlation is between actual and sampled 

measures.  Additionally, closeness has superior performance 

for directed graphs when compared to undirected ones.   

In 2006, Borgatti, Carley, and Krackhardt tested the 

robustness of degree, betweenness, closeness, and 

eigenvector centralities when it came to a large sample of 

random graphs.  The authors of [6] control the amount of 

error in the observed graphs by adding or removing edges or 

nodes.  They concluded that the measures are robust if the 

error is less than or equal to 10%.  They were of the mind 

that it would be difficult to tell if such accuracy (61% or 

better depending on the amount of error of 10% or less) 

would be acceptable since it would depend on the situation 

and consequences.   

Unlike [6], this research focuses on the robustness of 

centrality measures under systematic instead of random 

TABLE I.  WHY THERE ARE 171 GROUND TRUTHS WHEN THERE IS ONE 

SET FOR EVERY NODE LEVEL.   

Number of Neighbors to Control Density 

(#) means the actual density of the graph 

 8% 

Density 

16% 

Density 

24% 

Density 

32% 

Density 

40% 

Density 

48% 

Density 

Node 

Level 

      

10   2 (22)  4 (44)  

25 2 4 6 (25) 8 (33) 10 (41)  

50 4 8 12 16 20 24 

100 8 16 24 32 40 48 

 
Fig.  3.  With increasing randomness, k-circulant graphs evolve to exhibit properties of random graphs in G(n, p).  Small-world networks are 
intermediate between k-circulant graphs and random graphs in G(n, p) [7]. 

 
Fig.  2.  Figure 1 with missing information, the black node and its 
connections. 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.  A connected undirected small-world network where the 
number of neighbors was originally two.  The black node is the 

most important person in terms of degree.  
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error.  Additionally, different from [4] and [5], the networks 

used are not based on real data, but are created from an 

algorithm to generate small-world graphs.  Furthermore, [4] 

introduces systematic variation into the ground truth 

network by adding randomly-selected links to four different 

nodes. In contrast, we introduce a bias during the creation of 

subgraphs that comes from a focus on one specific node and 

nodes further away from the start node are less likely to be 

added to the subgraph. 

3 METHODOLOGY 

Nine hundred sixty-three ground truth networks 

(connected undirected small-world graphs) were made using 

Python 2.7 and NetworkX ([7]).  A ground truth network 

has 10, 25, 50, or 100 nodes.  For each of those possibilities, 

a graph was generated with the probability of rewiring edges 

of 0.1 - 0.9 with increments of 0.1.  The higher the 

probability the more likely edges are to change thus creating 

a more random graph instead of maintaining its circulant 

form, see Figure 3.  When rewiring an edge, one end 

remains the same and the other receives a new node; this 

introduces randomness into the network.  For each 

generated subgraph, there would be a density of 

approximately 8%, 16%, 24%, 32%, 40%, and 48%, 

constraints permitting.  NetworkX’s method uses a third 

parameter, number of neighbors, to control the density of 

the graph.  Neighbors are the number of nodes every node 

has a connection to.  The algorithm in [8] considers the 

basis for a small-world graph is a k-circulant graph.  

According to [8], k is the number of neighbors every node 

has and must be even.  Choosing four neighbors would 

mean that for each node, the node has connections to the 

two nodes on its left and the two on its right.  The number 

of neighbors also has the constraint that they be less than 

Equation 4.   

    
|                  |

 
   (4) 

Any additional neighbors than that and the graph will 

contain duplicate edges.  After the generation of the k-

circulant graph, the method would randomly choose edges 

to rewire.  One full set is 171 ground truths; for a view of 

the setup to determine this number see Table I.  However, 

there was concern of a bias towards the subgraphs generated 

from the 100 node cases. 

The experiment considers every node in a ground truth as 

a starting point from which to create a subgraph.  This is 

why there is a need to generate more cases for ten, twenty-

five, and fifty node cases.  As Table II shows, the 

experiment has thirty-four sets of ground truths for 10 node 

cases, five for 25 nodes, and two for 50.  Thus, the number 

of instances with a ground truth of 10 nodes became 20,533; 

18,606 for 25 nodes; 21,595 for 50 nodes; and 21,600 for 

100 nodes.  The number of samples does not include cases 

where a subgraph had no nodes or was exactly like a ground 

truth network.  The additional instances allows for a more 

even distribution among the node levels, which will remove 

the bias when computing overall measures.  For instance, 

Algorithm 1 Altered Breadth First Search – 1
st
 pass 

/* origGraph is a graph and a member to the class to which 

these methods belong */ 

Input:  start node 

Output:  hops 

Create hashtable visited, queue current, queue nextIt 

Set hops to 0 

Add start node to visited 

origGraph.getNeighbors(start node) 

for each neighbor of the start node 

 Add neighbor to current 

end for 

while current and nextIt aren’t empty 

 while current is not empty 

  Remove node from current 

  Add node to visited 

  origGraph.getNeighbors(node) 

  for each neighbor of the node 

   if current, nextIt, and visited doesn’t contain the 

neighbor then 

    Add neighbor to nextIt 

   end if 

  end for 

 end while 

       Increment hops 

 Copy contents of nextIt to current 

end while 

Algorithm 2 Altered Breadth First Search – 2
nd

 pass  

/* origGraph is a graph and a member to the class to which 

these methods belong */ 

Input:  start node, hops, thresholdIncrements 

Output:  subgraphNodes 

Create hashtable subgraphNodes, hashtable visited, queue 

current, queue nextIt 

Set hops to number from 1
st
 pass 

Add start node to visited 

origGraph.getNeighbors(start node) 

for each neighbor of the start node 

 Add neighbor to current 

end for 

while current and nextIt aren’t empty 

 while current is not empty 

  Remove node from current 

  Add node to visited 

  origGraph.getNeighbors(node) 

  for each neighbor of the node 

   if current, nextIt, and visited doesn’t contain the 

neighbor then 

    Add neighbor to nextIt 

   end if 

  end for 

 end while 

 Generate a random number between 0 and 1 

 if generated number >= (1 – (thresholdIncrements * 

(hops + 1)) then 

  Add node to subgraphNodes 

 end if 

 Decrement hops 

 Copy contents of nextIt to current 

end while 
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without the correction,  if we compute the betweenness at 

every percent error value, then we would get values closer 

to the results of the 100 nodes cases rather than ones that 

represent all four node levels equally.  Writing a plug-in for 

Gephi, open source software for graphs that allows the user 

to visualize and manipulate them, we were able to create all 

of the subgraphs.  

The creation process of a subgraph inserts the systematic 

error.  Each node from the ground truth is chosen as the 

focal point for the subgraph.  As the focal point, the other 

nodes surrounding it are considered to have less visibility 

and thereby less probability of being included in the 

subgraph, introducing bias.  If a node is not included, then 

neither is its connections.  This is different than [6]’s 

approach of determining the robustness of centrality 

measures on imperfect data where random nodes and edges 

were added or removed to create a new graph. 

The algorithm to create a subgraph uses a slightly altered 

breadth first search (BFS) for connected graphs; see 

Algorithms 1 and 2.  Instead of using one queue, the 

modified breadth first search uses two.  One queue is for the 

current level of nodes for the ground truth and the second is 

for the next level out.  A subgraph generation requires two 

passes through the amended BFS.   

The first pass (Algorithm 1) determines the number of 

hops (steps from the start node to the outer most node(s)).  

Hops or steps are the maximum number of edges it takes to 

visit all nodes.  In Algorithm 1, every time the queue for the 

current level is empty, the number of hops is increased by 

one.  Figuring out the number of steps determines the 

possibility of keeping (visibility) of each node.  If there 

were four hops and the initial visibility was one, then the 

probability of keeping a node decreases by 0.2 at each step.  

Dividing the initial visibility (0.25, 0.5, 0.75, and 1, each is 

applied to all ground truths) by number of steps plus one 

allows for the possibility of keeping the outer most node(s) 

instead of removing them all together.  Additionally, the 

start node has the possibility of not being included in the 

final subgraph.   

During the second pass (Algorithm 2), all nodes receive 

a visibility based on the number of steps it is from the start 

node.  In addition, each node receives a number that 

represents its actual visibility.  If the actual number of steps 

is greater than or equal to one minus the visibility the node 

is included in the subgraph.  After deciding for every node 

in the ground truth to keep it or not, the edges that were 

connected to the removed nodes are also removed.  The 

leftover nodes and edges make up the resulting subgraph. 

For every ground truth, the Gephi plug-in generates two 

output files.  One contains the centrality values 

(betweenness, closeness, and degree) for each node and the 

other has the absolute difference of the subgraph values and 

ground truth values.  The centrality values come from a 

statistics plug-in that came with the Gephi code.  Production 

of the betweenness values is different than Equation 1.  

Instead, the creators of Gephi decided to use the algorithm 

in [2] to improve the speed of the calculations; the authors 

claim to compute the exact answer produced by Equation 1 

unlike other methods that reduce computation time which 

only produce an approximate answer.  Like betweenness, 

Gephi’s closeness computations come to the same answers, 

but use an alternate algorithm.  Gephi uses the algorithm 

from [2] that determines shortest paths.  For degree, Gephi 

uses a node’s degree.  In addition to the new centrality files, 

a delta file contains the metrics “Top 1,” “Top 3,” and “Top 

10%” from [6].   

 Top 1:  Proportion of times that the most central 

node in the true network is also the most central 

node in the observed network. 

 Top 3:  Proportion of times that the most central 

node in the observed network is among the top three 

most central nodes in the true network. 

 Top 10%:  Proportion of times that the most central 

node in the observed network is among the top ten 

percent of nodes in the true network. 

The measures were a way of determining if the top person in 

a subgraph was in the set of top people in the corresponding 

ground truth.  For the cases where multiple nodes had the 

same value, all nodes are included in the set of “top” nodes.  

The “top” measures consider this case during computation. 

4 RESULTS 

A great deal of data was generated for and from this 

experiment.  As mentioned before, 963 ground truths were 

created using NetworkX.  From those, Gephi was able to 

create 82,334 subgraphs.  The breakdown based on node 

level is in Table II. 

According to Figure 4, by increasing the number of nodes 

in a subgraph, it reduces the amount of error within it.  We 

use 

          
|                     |   |                 |

|                     |
  (5) 

to compute the amount of error in a subgraph.  Additionally, 

the more nodes in a subgraph, the more accurate the 

centrality values are.    

According to Figure 5, regardless of centrality measure, 

the more error in a subgraph the less accurate the centrality 

values were.  Inaccuracy in Figures 5, 6, and 7 is calculated 

as 

             
|                                   |

                  
   (6) 
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and is a representation of how different the subgraph’s value 

was to the ground truth’s and how that difference compares 

to the ground truth’s value.  Betweenness had the worst 

performance because at 60% error the node levels started to 

have different amounts of inaccuracy, see Figure 7.  The 

nodes in subgraphs, generated from ground truths with 50 

and 100 nodes, had vastly different values in comparison to 

the ground truth values.  Those cases had to compensate for 

a great deal of missing nodes.  A subgraph made from a 50 

nodes ground truth, according to the data and as seen in 

Figure 4, could contain 1 to 38 nodes.  Figure 4 also shows 

that for 100 node cases, the subgraphs had anywhere from 2 

to 69 nodes.  We suspect the gap comes from how the 

subgraphs are generated and how the hops played out.  

  By observing Table III, we can see that the top person in 

the subgraphs is hardly ever in the top portion in the ground 

truths.  Table IV compares our results to Borgatti et al’s 

results for the 100 nodes, 50% density, and 50% error 

removed nodes case.  Our values are from 100 nodes, 50% 

error, and 48% density; it is the case closest to Borgatti et 

al.’s.  In comparison to Borgatti et al.’s case, our numbers 

are lower, significantly so for Top 3 and Top 10%.  They 

concluded that the measures are robust for networks that 

contain error of 10% or less, even then whether the levels of 

accuracy are sufficient for any given purpose depends on 

external factors such as the consequences of error [6].  Since 

the accuracy levels for this experiment are lower, this 

indicates that betweenness, closeness, and degree are not 

robust when used on small-world networks containing 

systematic error.    

5  CONCLUSION 

 Based on Table III, it appears that the information about 

the “top” nodes in the ground truths is lost when looking at 

subgraphs.  Not only that, according to Figure 5, the 

centrality values for the individual nodes in the subgraphs 

vary from the ground truth values, particularly betweenness. 

 The accuracies in Table III prove that the centrality 

measures of betweenness, closeness, and degree are not 

robust enough to withstand missing information (systematic 

error) in connected undirected small-world networks.  At 

least, they should not be used if the situation and 

consequences could not handle such low accuracy.  

Additionally, while Borgatti et al. found the measures to be 

TABLE II.  NUMBER OF SUBGRAPHS GENERATED FROM 963 GROUND 

TRUTHS.  IT DOES NOT INCLUDE CASES WHERE THERE WERE NO NODES 

OR THE SUBGRAPH WAS THE SAME AS THE GROUND TRUTH. 

Number of Nodes 

in Ground Truth 

Number of Subgraphs 

Generated for Node Level 

Number of Sets 

Created to Avoid 

Bias 

10 20,533 34 

25 18,606 5 

50 21,595 2 

100 21,600 1 

Total 82,334  

 
Fig. 6.  A closer look at Figure 5’s closeness and degree. 

 
Fig. 7.  The average amount of inaccuracy for each percent error shown 

for every node level. 
 

Fig. 4.  The average percent error for each number of nodes in a subgraph 
for every node level. 

 

 

 

 
Fig. 5.  The average amount of inaccuracy for percent error shown for each 
centrality measure. 
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robust for small measures of error, based on Figures 5 and 6 

this is not the case for this experiment.  

6 FUTURE WORK 

Despite all the research done on the robustness of 

betweenness, closeness, and degree, it could be furthered 

still in the following ways.  Firstly, an experiment could be 

removing edges only instead of nodes.  This could then be 

compared to Borgatti et al.'s case for removed edges.  Such 

an experiment would test the robustness of the centrality 

measures for the case where all people are known but not all 

of the relationships between them are.  Additionally, another 

way to expand upon this paper's research is to always keep 

the start node.  By doing this, one could use Bolland's 

metrics of local and configural sensitivity and be able to 

compare those results with his data.  This study would 

determine how sensitive biased graphs (social networks 

where their creation starts with a focus on one person) are 

and possibly where.  Finally, investigating the robustness of 

centrality measures when focusing on the most and least 

important nodes could further this study.  We could 

determine how well those measures perform if the network 

was created from the most or least important person. 

REFERENCES 

[1] L. C. Freeman, “A Set of Measures of Centrality Based on 
Betweenness,” Sociometry, vol. 40, 1977, pp. 35-41. 

[2] U.  Brandes, “A Faster Algorithm for Betweenness 
Centrality,” Journal of Mathematical Sociology, vol. 25, 
2001, pp. 163-177. 

[3] (2013, May 28).  Systematic error [Online].  Available:  
http://www.merriam-
webster.com/dictionary/systematic%20error 

[4] J. M. Bolland, “Sorting Out Centrality:  An Analysis of the 
Performance of Four Centrality Models in Real and Simulated 
Networks,” Social Networks, vol. 10, Sept. 1988, pp. 233-
253, doi:10.1016/0378-8733(88)90014-7.  

[5] E. Costenbader and T. W. Valente, “The Stability of 
Centrality Measures When Networks are Sampled,” Social 
Networks, vol. 25, Oct. 2003, pp. 283-307, doi: 
10.1016/S0378-8733(03)00012-1. 

[6] S. P. Borgatti, K. M. Carley, and D. Krackhardt, “On the 
Robustness of Centrality Measures Under Conditions of 
Imperfect Data,” Social Networks, vol. 28, May 2006, pp. 
124-136, doi:10.1016/j.socnet.2005.05.001. 

[7] (2011, Oct. 21).  NetworkX [Online].  Available:  
http://networkx.github.com/ 

[8] D. Joyner, M. Van Nguyen, and N. Cohen,  Algorithmic 
Graph Theory.  2011. http://code.google.com/p/graphbook/ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

TABLE III.  AVERAGE ACCURACY 

 10 Nodes 25 Nodes 50 Nodes 100 Nodes All Node Levels 

Top 1 0.33 0.18 0.10 0.06 0.17 

Top 3 0.63 0.36 0.23 0.14 0.34 

Top 10% 0.34 0.36 0.32 0.33 0.34 

TABLE IV.  ACCURACY RESULTS FOR GRAPHS OF 100 NODES AND 50% DENSITY AND 50% ERROR 

  Betweenness Closeness Degree 

  
Borgatti et al.’s 

Results 
Our Results 

Borgatti et al.’s 

Results 
Our Results 

Borgatti et al.’s 

Results 
Our Results 

Top 1 
0.15 0.1 0.16 0.13 0.16 0.13 

Top 3 
0.33 0.21 0.34 0.19 0.34 0.19 

Top 

10% 
0.63 0.45 0.64 0.46 0.64 0.46 

770 Int'l Conf. Artificial Intelligence |  ICAI'13  |



Arabic Data Analysis using Classification Techniques  
1
Malik Abu Odeh, 

2
Naser Abudalbouh 

1
Philadelphia University, Amman, Jordan, malekaboodeh@ymail.com 

2
Ministry of Interior, Management Dept, Amman, Jordan, nassir73a@yahoo.com 

 

Abstract- Text classification is one of the popular problems 

in classification data mining. It aims to mapping text 

documents into one or more predefined class or category 

based on its contents of keywords. This problem has recently 

attracted many scholars in the data mining and machine 

learning communities since the numbers of online documents 
that hold useful information for decision makers, are 

numerous. However, the majority of the research works 

conducted on text categorization is mainly related to English 

corpuses and little works have focused on Arabic text 

collections. Thus, this paper investigates the problem of 

Arabic text categorization using different rule-based 

classification approaches in data mining. Precisely, this 

research works attempts to evaluate the performance of 

different classification approaches that produce simple “If-

Then” knowledge in order to decide the most applicable one 

to Arabic text classification problem. The rule-based 
classification algorithms that the paper investigates are: 

OneRule, rule induction (RIPPER), decision trees (C4.5), and 

hybrid (PART). The results indicate that the hybrid approach 

of PART achieved better performance that the rest of the 

algorithms. 

Keywords: Classification, Data Mining, Text Mining, 

Associative Classifiers    

 

 1. Introduction 
 

The rapid developments in computer hardware have made the 

process of collecting and storing large quantities of data in all 

application’s domains possible [10]. Nowadays, the number 
of documents scattered online by private and public sectors 

are in the orders of millions. These online documents may 

contain valuable information that decision makers can benefit 

from in decision making. The process of discovering and 

producing the hidden and useful information from these 

documents manually by domain experts is extremely hard and 

time consuming. This is since the numbers of online textual 

data are numerous and these data have large dimensionality. 

Therefore, using intelligent techniques to discover essential 

information automatically from textual documents may give 

companies the right decisions that work for improving their 
competitive advantages [16]. 

Text categorisation (TC) is the task in which texts are 

categorised into predefined categories based on their contents 

[14]. For example, if texts are represented as a research paper, 

categories may represent “Computer Science”, 

“Mathematics”, “Medicine”, etc. The task of TC has various 

applications such as automatic email classification, web-page 

categorisation and indexing [6]. These applications are 

becoming increasingly important in today’s information-

oriented society especially with the rapid growth of online 

information, and therefore TC has become one of the key 

areas for handling and organizing textual data. As mentioned 

earlier, the goal of TC is the classification of documents into 
a fixed number of pre-defined categories in which each 

document can be in multiple, exactly one, or no category at 

all.  Generally, TC task goes through three main steps: Text 

pre-processing, text classification and evaluation. Text pre-

processing phase is to make the text documents suitable to 

train the classifier. Then, the classifier is constructed and 

tuned using a learning technique against the training data set. 

Finally, the classifier gets evaluated by some evaluation 

measures i.e. error rate, recall, precision, etc. Detailed 

description of these steps can be found in [15]. Different data 

mining and machine learning algorithms have been applied 
successfully to English text corpuses including decision trees 

[13], Support Vector Machines (SVM) [8], rule induction [3], 

probabilistic approaches [5],  and others. However, little 

research works have been conducted on Arabic corpuses 

mainly since Arabic language is highly rich and requires 

special treatments such as order verbs, morphological 

analysis, etc . Particularly, in Arabic morphology, words have 

affluent meanings and contain a great deal of grammatical 

and lexical information [16]. Also, in syntactic structure, 

Arabic sentence formation differs from English. In this 

regard, the Arabic text documents are required significant 

processing to build accurate classification mode [9]. 
Therefore, few scholars have applied a number of 

classification approaches on the problem of Arabic text 

classification, i.e.  Naïve bayes [7], SVM [8] and Decision 

tree [9]. However, researchers conclude that Arabic text 

classification is a very challenging task due to language 

complexity.   

Most of the previous works on Arabic text mining attempt 

only to achieve the prediction accuracy from the above 

mentioned learning approaches. Some of domain experts have 

also interests in understanding the produced models that are 

formed as "IF-Then" patterns [16]. This is since such models 
are easy to interpret and can be modified by users manually 

[15]. Thus, this paper investigates different classification rule 

mining approaches related to the problem of Arabic text 

classification. Primarily, OneRule [19], rule induction 

(RIPPER) [3], decision trees (C4.5) [13], and hybrid (PART) 

[19] learning methods are applied to SPA Arabic data 

collection to measure their performance and effectiveness 

with reference to different text evaluation metrics such as 

error rate, and the number of derived rules. 
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The rest of the paper is organized as follows: Text 
classification and Arabic text mining related works are 

surveyed in Section 2. Section 3 is about the research 

methodology used, and Section 4 describes the Arabic data 

collection as well as the experimentations and results 

analysis, and finally the conclusions and further research are 

given in Section 5.   

 

2. Text Categorization 
 

TC is one of fundamental tasks of text mining in analyzing 

complex and unstructured data which is concerned about 

‘assigning of natural language texts to one or more predefined 

category based on their content. The concept of text 

classification has been firstly anticipated in early sixties [6] 

and it focused on indexing scientific journals using the 

vocabulary. Latterly, this research field has got more interest 

due to the fast growth of online documents that holds 

important and useful knowledge. Therefore, automatic text 

classification has turned into one of key domains for 

organizing and handling textual data Currently, there are 
many applications that are based on the text categorization 

including: document filtering, spam filtering, automatic 

metadata generation, classifying web resources under 

hierarchical catalogues and others [14].   

 

2.1 Arabic Text Mining Related Works 
 

EL-Kourdi et al. 2004) have used Naïve Bayesian classifier to 

classify an in-house collection of Arabic documents. The 

collections consist of five categories and 300 web documents 

for each category, and have used several partitions of the data 

set. They have concluded that there is some indication that the 

performance of Naïve Bayesian algorithm in classifying 

Arabic documents is not sensitive to the Arabic root 

extraction algorithm, in addition to their own root extraction 

algorithm; they used other root extraction algorithms. The 

average accuracy reported was about 68.78%. 
[4] compared the performance of Naive Bayes, K-Nearest-

Neighbors (KNN), and distance-based classifiers for Arabic 

text categorization. The collected corpus contains 1000 

documents that vary in length and writing styles and fall into 

ten categories each category consists of 100 documents.  The 

author used stemming to reduce the number of features 

extracted from documents. The recall, precision, error rate 

and fallout measures were used to compare the accuracy of 

classifiers. The results showed that the performance of Naïve 

Bayes classifier outperformed the other two classifiers. 

[5] has used maximum entropy to classify Arabic documents. 
The data set collected from Aljazeera Arabic news channel 

and the documents categorized into sex domains: politics, 

sports, culture and arts, science and technology, economy and 

health. The results showed that using the preprocessing 

techniques (normalization, tokenizing and part-of speech) 
increases the F-measure from 68.13% to 80.41%.  

[12] has implemented the SVM algorithm with the uses Chi 

square method as a feature selection method to classify 

Arabic documents. He has used an in-house collected corpus 

from online Arabic newspaper archives, including Al-Jazeera, 

Al- Nahar, Al-hayat, Al-Ahram, and Al-Dostor as well as a 

few other specialized websites. The collected corpus contains 

1445 documents that vary in length. These documents fall 

into nine classification categories. The results showed that the 

SVM algorithm with the Chi-square method has 

outperformed Naïve Bayes and the KNN classifiers in term of 
F-measure. [2] have evaluated the performance of tow 

popular classification algorithms C5.0 decision tree [13] and 

SVM on classifying Arabic text using the seven different 

Arabic corpora such as (Saudi News Papers, WEB Sites, 

Arabic Poems). They have implemented a tool for Arabic text 

classification to accomplish feature extraction and selection. 

They have concluded that the C5.0 decision tree algorithm 

outperformed SVM in term of accuracy where as the SVM 

average accuracy was 68.65%, while the average accuracy for 

the C5.0 was 78.42%.   

[18] have investigated different variations of vector space 

models and term weighting approaches using KNN algorithm, 
these variations are Cosine coefficient, Dice coefficient and 

Jaccard coefficient. A corpus of Arabic text documents was 

collected from online Arabic newspaper archives, including 

Al-Jazeera, Al-Nahar, Al-hayat, Al-Ahram, and Al Dostor. 

The average F1 results obtained against six Arabic data sets 

indicated that Dice based TF.IDF and Jaccard based TF.IDF 

outperformed Cosine based TF.IDF, Cosine based WIDF, 

Cosine based ITF, Cosine based log(1+tf), Dice based WIDF, 

Dice based ITF, Dice based log(1+tf), Jaccard based WIDF, 

Jaccard based ITF, and Jaccard based log(1+tf). 

[1] have implemented and compared the KNN classifier one 
time by using N-Gram (word-level unigrams and bigrams) in 

documents indexing, and another time by using traditional 

single terms indexing method to classify Arabic documents. 

A corpus of Arabic text documents contains 1445 documents 

that vary in length. These documents fall into nine categories. 

They also used document frequency for feature reduction and 

Cosine measure to calculate the similarity of each document 

to be classified with training documents. The experimental 

results showed that the use of N-gram to represent each 

document produces better performance than using single 

terms. The average accuracy in case of using N-Gram is 74% 

while with Single terms indexing is 66%. [17] have evaluated 
the performance of Naïve Bayesian and SVM classifiers in 

Islamic Arabic data sets. The data set consist of 2244 Arabic 

documents of different lengths that belong to five categories. 

The recall, precision and F1 were used to compare the 

accuracy of classifiers. The results showed that the 

performance of SVM classifier outperformed the Naïve 

Bayesian classifier. 

[17] have investigated Naïve Bayesian algorithm based on 

Chi Square features selection method to Categorize Arabic 
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Table 1: Number of Documents per Category (SPA) 

Category Name Number of Documents 

Cultural News 258 

Sports News 255 

Economic News 250 

Social News 258 

Political News 250 

General News 255 

Total 1526 

 

Data. The data set consist of 1562 Arabic documents of 
different lengths that belong to sex categories. The 

experimental results provided evidence that feature selection 

(Chi Square) often increases classification accuracy by 

removing rare terms. 

 

3. Research Methodology   
 

The research is systematic process in which defining the 
objective, controlling the data, and  communicating the 

findings take place within recognized frameworks and 

associated with existing guidelines. The research success 

depends on selecting an appropriate research methodology. 

Employing both qualitative and quantitative methods meets 

the purposes of this research.  Quantitative approach is 

concerned about data collecting in quantitative form which 

can be subject to extensive quantitative analysis in a formal 

method [11]. This research strategy is applied for analyzing 

the experimentation results namely; precision, recall, error 

rate, and the number of generated rules derived from different 

classification approaches. Qualitative research involves 
subjective evaluation of approaches, opinions, and behaviour 

in which results are gained either in non-quantitative type or 

in the type which are not subjected to detailed quantitative 

analysis [11].   

Since one of this paper’s objectives is to conduct a literature 

review on Arabic text classification, the qualitative approach 

is considered as a suitable research approach to carry out this 

task effectively. Integrating both of these approaches into a 

single study is known as a mixed research methodology. The 

importance of employing this type of methodological 

approach is to achieve strong points and to reduce weak 
points of quantitative and qualitative research approaches.  

 

4. Data and Results 

4.1 SPA Data Set Description 
 

SPA Arabic data collection is collected from (SPA site, 

2008), and it consists of 1526 Arabic documents of different 

lengths that belong to six different categories ( Economic 

 " Social , "سياسية " Political , "ثقافية" Cultural , "اقتصادية"

 Table 1 .( "عامة " General , " رياضية " Sports , "إجتماعية

shows the number of documents for each category. Arabic 

text is different than English one since it is highly inflectional 

and derivational language which makes monophonical 

analysis a complex task. Also, in Arabic scripts, some of the 

vowels are represented by diacritics which usually left out in 

the text and it does use capitalization for proper nouns that 

creates ambiguity in the text. In this Arabic data set, each 
document file was saved in a separate file within the 

corresponding category's directory, i.e. this data documents 

are single-labeled.  

4.2 Experiments Details 
 

The rule-based classification algorithms are depicted in Table 

2. The selection of these algorithms is based on the different 

rule learning strategies they employ during the training step.  

 

Table 2 The selected algorithms used in the experiments 

 

All the experiments in this paper have been conducted using 
the WEKA software system on a Windows Vista Pentium IV 

1.7 Ghz, 2 GB RAM PC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Classification 

Approach  

Classification 

Learning 

Algorithm  

Algorithm 

Implementatio

n   Name in 

WEKA 

Decision Trees   C4.5 Trees.J48  

Simple Rule One Rule  Rules.OneR  

Rule Induction  RIPPER  Rules.JRip 

Hybrid PART  Rules.Part 
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We used the classification accuracy, precision, recall, and the 
number of rules as the base measures of comparison.  Further, 

thorough analysis of the results produced is conducted in 

order to determine the applicable rule based classification 

algorithm to the problem of Arabic text mining. Ten-fold 

cross validation was utilized to derive the classifiers and their 

performance measure results in the experiments. This is a 

known testing method in data mining that works as follow: 

The input data set is randomly partitioned into ten parts where 

the class is represented in the same proportions as in each 

data part. Each part is tested in turn and the learning 

algorithm trained on the remaining parts; then the error rate is 
computed on the holdout part. The learning algorithm is 

executed ten times on different data parts, and the error rates 

are averaged in order to produce the final error rate.  

 

 

 

 

4.3 Results and Analysis 
 

Table 4 shows the average recall and precision results for the 

chosen classification algorithms. After analyzing the figures 

in that table, it is clear that PART algorithm outperformed the 
remaining classification algorithm (C4.5, RIPPER, OneRule) 

with reference to recall on the selected data set on average by 

1.5%, 6.3%, and 35.9%   respectively.  In addition, it 

achieved higher precision than C4.5, RIPPER, and OneRule 

algorithms by 1.0%, 2.0%, and 53.0% respectively. 

 

Table 4 the average recall and precision results  

Classification 

Algorithm Average 

Precision 

Average 

Recall 

OneRule 0.089 0.264 

C4.5 0.609 0.608 

RIPPER 0.599 0.56 

PART 0.619 0.623 

 

It is also obvious from Table 4 that OneRule algorithm is the 

least applicable classification method to the SPA data set due 

to the low numbers of recall and precision. This is since 

OneRule algorithms seeks for the rule that is associated with 

the largest frequency class in the training data set and derive 

it. From the SPA corpus, and for the OneRule classification 

algorithm, most of the categories are associated with no 

documents at except two categories, i.e.  “Politics” and 

“Social”, and therefore most of the documents belonging to 
the other categories have been misclassified to "Politics" and 

"Social" class labels. On the other hand, PART algorithm for 

instance derived 119 rules that represent most of the 

document categories in the SPA data set and correctly 

covered 855 out of 1526 documents. Overall, PART and C4.5 

algorithms show competitive performance with reference to 

precision and recall on the data set we considered since their 
generated results are very close to each other. 

Figure 1 displays the accuracy results generated by the chosen 

algorithms against the SPA data set. This accuracy figures 

show that C4.5 and PART have close performance and that 

PART achieved a slightly better performance than C4.5 and 

the rest of the algorithms. Furthermore, again the 

classification accuracy of OneRule algorithm on the SPA data 

set is very low, e.g. 26.4%, which makes it the least 

applicable algorithm to such data. The reason behind the high 

error rate generated by the OneRule algorithm is that its 

outputted classifier represents very small portion of the data 
set that belong to just two categories (“Politics” , “Social”) 

from a total of six categories. Thus when a new document is 

to be classified this algorithm often assigns to it either 

category (“Politics”, “Social”) which often leads to incorrect 

classification. 
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Figure 1: Accuracy (%) results produced by the contrasted classifiers 

 

Figure 2 depicts the classifier size (number of rules) derived 

by the algorithms and it shows that C4.5 decision tree 

algorithm generated the largest number of rules whereas 

OneRule algorithm produced the least. In fact, the size of the 

classifiers generated by C4.5 is massive (417) and (PART, 

RIPPER) have derived moderate size classifiers competitive 

with respect to accuracy to C4.5. On the other hand, OneRule 
derived a very small classifier in size that lacks the 

fundamental feature for classification algorithm which is the 

ability to predict test documents and this expose its use for at 

least the SPA Arabic text collection. 

 

5. Conclusions 
 

In this paper, different classification data mining algorithms 

(C4.5, PART, RIPPER, OneRule) have been contrasted on 

the problem of Arabic text classification. Selecting these 

approaches is due to the fact that 1) they produce simple 

chunk of knowledge that end-user may interpret and 

understand easily, and 2) they employ different rule learning 
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strategies. Comprehensive experiments are conducted against 
known Arabic text collection called SPA with respect to 

different evaluation measures such as error rate, number of 

rules, etc, to determine the applicable classification 

approaches to Arabic text classification problem. The results 

revealed that the least applicable learning algorithm towards 

the chosen Arabic data set is OneRule. This is since OneRule 

algorithm produced only very limited numbers of rules and 

most of Arabic documents which belong to other rules have 

been misclassified. . Moreover, the most applicable algorithm 

to the Arabic data set is PART in which it derived higher 

results in all evaluation criteria than RIPPER, and PART, 
respectively. Moreover, the results of documents per category 

is generated for all the considered algorithms, and showed 

that the “Sport” category achieved the best results with 

respects to precision and recall on the SPA data set. we intend 

in near future to develop an language specific classification 

algorithm that can overcome the main challenges faced by the 

current classification algorithms.  

 

      

 
Figure 2: number of derived rules from the classifiers 

 

References 
1.  Al-Shalabi R.,  Obeidat R., (2008). Improving KNN Arabic 

Text Classification with N-Grams Based Document Indexing. 

Proceedings of the Sixth International Conference on Informatics 

and Systems. March 27-29, 2008. Cairo, Egypt. 

2. Al-Harbi, S. (2008) 'Automatic Arabic Text Classification', 

JADT’08: 9es Journées internationales d’Analyse statistique des 

Données Textuelles.,  pp. 77-83 

3. Cohen, W. (1995) Fast effective rule induction. Proceedings of 

the 12th International Conference on Machine Learning, (pp. 115-

123). CA, USA. 

4. Duwairi, R. (2007) ‘Arabic Text Categorization’, International 

Arab Journal of Information Technology, Vol.4, No.2,  

5. El-Halees, A. M.(2007) ‘Arabic Text Classification Using 

Maximum Entropy’,  The Islamic University Journal, Vol. 15, No.1, 

pp 157-167,  

6. Feldman, R. & Sanger, J., (2007) the Text Mining Handbook: 

Advanced Approaches in Analyzing Unstructured Data, NY: 

Cambridge University Press 

7. Hadi W., Thabtah F., ALHawari S. and Ababneh J. (2008b). 

Naive Bayesian and K-Nearest Neighbour to Categorize Arabic Text 

Data. Proceedings of the European Simulation and Modelling 

Conference. Le Havre, France,(pp. 196-200). 

8. Harrag, F. & El-Qawasmeh, E.  (2009) ‘Neural Network for 

Arabic Text Classification’, IEEE 

9. Harrag, F.  El-Qawasmeh, E. &  Pichappan, P. (2009) 

‘Improving arabic text categorization using decision trees’, IEEE, 

NDT '09, pp. 110 – 115 

10. Kantardzic, M. (2003) Data Mining: Concepts, Models, 

Methods, and Algorithms, John Wiley & Sons  

11. Kothari,  C. R. (2009)  Research Methodology : Methods And 

Techniques, New Age Publication 

12. Mesleh A. A. (2007). Chi Square Feature Extraction Based 

Svms Arabic Language Text 

13. Categorization System. Journal of Computer Science 3(6): 430-

435. 

14. Quinlan, J. (1993) C4.5: Programs for machine learning. San 

Mateo, CA: Morgan Kaufmann. 

15. Sebastiani, F.  (2002) 'Machine learning in automated text 

categorization' ACM Publication: ACM Computing Surveys. Vol. 

3(1) PP.1-47. 

Num. of Rules

0

50

100

150

200

250

300

350

400

450

RIPPER PART C4.5 OneRule

Int'l Conf. Artificial Intelligence |  ICAI'13  | 775



16. Song, M. (2009) Handbook of research on text and web mining 

technologies, information science reference, IGI global   

17. Thabtah, F., Gharaibeh O., Alzubaidi R. (2011): Arabic text 

mining using rule based classification.  Journal of Information and 

Knowledge Management, to be published in December 2011. 

18. Thabtah F., Eljinini M., Zamzeer M., Hadi W. (2009) Naïve 

Bayesian based on Chi Square to Categorize Arabic Data. 

Communications of IBIMA, volume 10, (PP. 158-163). CIBIMA.  

19. Thabtah F., Mahazah M., Hadi W. (2008) VSMs with K-

Nearest Neighbour to Categorise Arabic Text Data. Proceedings of 

the International Conference on Machine Learning and Data 

Analysis 2008 (ICMLDA). Oct. 2008, San Francisco, CA, USA. 

20. Witten, I., H., & Frank, E. (2000) Data Mining: Practical 

Machine Learning Tools and Techniques, San Francisco: Elsevier 

Inc 

 

776 Int'l Conf. Artificial Intelligence |  ICAI'13  |



Problems of the Arabic OCR: New Attitudes 
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Abstract - This paper reviews existing problems in the process 
of the Arabic OCR. By analyzing the traditional approaches 
to text recognition authors propose a model optimally 
considering the specificity of Arabic.  OCR is a phased 
process and must include stages of initial analysis of the 
picture files including possible positions of graphemes 
sequence in accordance with the verbal or noun 
morphological paradigm, selection of the most likely variants 
and decision on each of them in certain position. Ideally all 
the available databases should be used in the course of OCR 
process, among them - corpuses of texts, e-dictionaries, the 
Internet resources. The problem lies in the selection of the 
most relevant of them for the solution of a certain linguistic 
problem. 

. 

Keywords: Optical Character Recognition (OCR), Arabic  

 

1 Introduction 
Optical Character Recognition (OCR) is among the most 

important problems of computer programming and 
mathematical linguistics. Most of the computer solutions 
designed for the Arabic OCR are based on the linear and 
vertical segmentation of the text with a subsequent 
identification of its separate components. The initial linear 
segmentation (lines) and the vertical segmentation (sentences, 
words and letters) is based on the use of the available 
information related to the nature of pixels of the *. bmp files.  

 Although there is a sufficient amount of research on the 
problems of clusterization1,  the  problem  of  OCR  is  far  from  
its final solution. One of the reasons for it is that focusing on 
pure  mathematical analysis restricts if not oversimplifies the 
                                                             
1 Avros R., Granichin O., Shalymov D., Volkovich Z., Weber 
G.-W. Randomized algorithm of finding the true number of 
clusters based on Chebychev polynomial approximation 
(Chapter 6) //  Data Mining: Found. & Intell. Paradigms, D.E. 
Holmes, L.C. Jain (Eds.), Berlin Heidelberg: Springer-Verlag, 
ISRL 23, 2012. Vol. 1, pp. 131–155. 
Granichin O.N., Shalymov D.S., Avros R., Volkovich Z. A 
randomized algorithm for estimating the number of clusters // 
Automation and Remote Control, 2011. Vol. 72, No. 4, pp. 
754-765. 
 

actual process of recognizing of the written text, and hence, 
limits the effectiveness of the software. Besides that it may 
also lead to errors, especially when the high level of  random 
unwanted noises takes place (for example, insufficient quality 
of the handwritten or printed document - defects of paper or 
script, notes between the lines or on the original text, etc.). So 
it is necessary to understand the process of OCR broader than 
just a formal analysis and clusterization of the pixels.  

The initial stage of the optical recognition must be 
followed by the analysis of the possible positions of 
graphemes sequence in accordance with the verbal or noun 
morphological paradigm, selection of the most likely variants 
and decision on each of them in a certain position. The 
selection of the correct characters in the range of the possible 
variants also depends on the results of lexical and syntax 
analysis within the framework of a syntagm. 

The ideal software for recognizing acoustic or written 
text must simulate the actual processes of one’s reading and 
decoding of the written symbols (characters). However, there 
is no universal program so far which simulates the entire 
model of the native speaker reading process.  

Thus, the aim is to simulate the cognitive process of 
reading character recognition and its subsequent stages.  
.  

2 Peculiarities of the Arabic Text 
The problem of the character recognition is twofold, 

and, along with the purely mathematical part there is a 
linguistic one. When solving such kind of problems 
collaboration of linguists and computer programmers gives 
good results in the creation of linguistically oriented computer 
programs if the project participants are well aware of 
difficulties and opportunities in both sectors of the task.  

Today, there is the effective OCR software developed 
for Latin or Cyrillic texts. As for the Arabic script, the 
problem seems to be more complex than for the two cases 
mentioned above. To a certain extent it is caused by the 
peculiarities of the Arabic script, among which one can  
mention a big number of morphological and graphic 
derivatives, cursive stile of writing, which presents a 
continuous flowing line, joined-up writing of many 
prepositions, particles, etc. Sometimes the elements of the 
characters (the dots) may be presented in disperse, and may be 
located apart from the main element of the letters.  
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The account of the peculiarities and difficulties may be 
followed by such factors as the variation of the certain written 
elements of the letters, size of the components, the presence of 
ligatures and the ability to write letters on the homepage, as 
well as differences in the shape of the elements of writing 
letters, slope, size, elements, etc. In addition, there are 
regional variants of the letters, for example    instead of  
regular    , and  or     instead of    in Maghreb and letters 
used sporadically in dialectal or loanwords:  ,  ,  . 

Besides that, as it is well known in the dialects the 
interdental spirants can be realized as the corresponding 
explosive such, instead of ,  instead of , and spirants 
instead of affricates, for example,   instead of ,  or  
instead of , - the facts which are reflected in written texts. 

The problem of recognizing handwritten documents, 
especially manuscripts, which include the individual 
characteristics of the authors’ handwriting, is even more 
complex, not to mention the extra noises – notes of the 
scribes, defects of the written material, and lacunae and gaps 
in the  text, notes and additions to the original text. All this 
makes the correct identification of the Arabic written texts 
extremely difficult. 

So, despite the abundance of works and research 
materials dedicated to the problem of the Arabic OCR made 
up today, the problem is still far from to be resolved. 

In  order  to  provide  accuracy  in  the  Arabic  text  
recognition a set of special methods should be used along with 
the classical attitudes for optical character recognition. 
Among them there are such as developing of the grammatical 
and lexical analyzers, consideration of such useful data as the 
relative frequency of use of letters or words, the comparison 
with existing databases, such as e-dictionaries, software 
lemmatization, etc. 
 
3     Formal Indicators for OCR  

Among  the  formal  markers  that  facilitate  the  task  of  
optical character recognition - are the spaces between words 
which allow to define the beginning and the end of the words. 
Besides that such characters as  t ’-marb tah  or ’alif l m  
of the definite article also indicate the beginning or the end of 
the word respectively. The minor spaces may help to identify 
such characters as   ’alif,   d l,    dh l,    r ’,     z yn in 
medial position within the word.  

The frequency of characters or words use may be also 
regarded as one of the clues which affects the identification of 
the written elements. Thus the most frequent characters are 
more likely in certain position. As for the account of the 
frequency of letters, the analysis of the text of the Qur'an 
gives the following results: 

 

Tab. 1. Frequency of letters2 

Character  Count 
’alif 

m 
n   
m 
w  
’ 
’ 
’ 
’ 

’ 
f 

‘ayn 
’ 
f 

’alif maks ra 
n 
l 

dh l 
’ 

dj m 
hamzah 
kh ’ 

’ marb ta 
n 
d 
d 

zayn  
th ’ 

’ 
ghayn 
Dth ’ 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 

 
 
 
 
 

 

62381 
38102 
27268 
26735 
25676 
19143 
14850 
12403 
11491 
10520 
10497 
9405 
8747 
7034 
6605 
6010 
5991 
4932 
4140 
3317 
3059 
2497 
2344 
2124 
2074 
1686 
1599 
1414 
1273 
1221 
853 
 

 

3.1       The most frequent words 
As for the most frequent words the authors have 

carried on analysis of the texts including some one million 
words and the most frequent words are:  
 

Tab. 2. The most frequent words in Arabic 
 

 conj. “and” 
 prep. “in” 
 prep. “from” 
 prep. “and” 

 conj. “that” 
 “which” 

 prep. “to” 
                                                             
2 
 http://corpus.quran.com/java/example/characterfrequencyexa
mple.jsp 
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 “this” (masc.) 
 “what” 
 prep. “about” 

 “sun” 
 “this” (fem.) 
 “year” 

 “no” 
 prep. “with” 
 “that” 
 “moon” 
 “he” 
 “to be” 

 “each, all” 
  

  Statistical analysis is also one of the most effective 
methods used for the processing of the material in other 
languages, for example, Vietnamese.3 

 
3.2    Linguistic Context 
 
         As it was mentioned above in addition to the methods of 
optical character recognition, in addition to form and 
grammatical and lexical analyzers, and consideration of other 
useful data, such as the relative frequency of use of letters or 
words,  it  is  important  to  use  available  databases,  such  as  e-
dictionaries, e-translators, morphological and lexical 
analyzers, etc. 
       A decision on the choice of a letter can be made subject to 
the rules of compatibility and incompatibility of letters in 
Arabic.4   

 
Tab. 3. Compatibility and incompatibility of letters in Arabic 
 

Character 1 Characters 
incompatible with 
Character 1  

   
   
   
   
    
    
    
     
      

                                                             
3 Hieu L. T., Granichin O. N. Using application of statistics 
for word extraction from Vietnamese documents // Vestnik 
Sankt-Petersb. Univ. App. Math., 2009. No. 3, pp. 162-170. 
4 Yushmanov N.V. Grammatika literaturnogo arabskogo 
yazyka (The Grammal of Literary Arabic). St. Petersburg, 
1999. P. 21. 

   
     
   
    
   
   
     
   

   
   
   
   
   

 
Moreover, unlike in most of the Indo-European 

languages where the text has linear  character and represents 
the sequence of graphemes which correspond to certain 
phonemes, in Arabic the degree of hieroglyphic style of the 
text increases and, due to consonantal type of writing each 
word may represent various grammatical forms.  

The lower is the clarity and sharpness of writing is, the 
greater is the variability of the recognition and comprehension 
of its characters. Consonantal script without diacritics, which 
existed at the early stage, allowed a vast variety of characters 
identifications. Thus the same letter or word form could be 
recognized, understood and read in different ways. All this 
relates to old types of Arabic script, for example, ancient kufi 
script and the first written texts of the Qur'an.  
 

 
 

Picture 1. The Qur'an (kufi script).5 
 
 

                                                             
5 http://religionnerd.com/2010/10/05/traces-of-the-
calligrapher/. 
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Picture 2. A fragment of the manuscript from the Manuscripts 
Collection  at the Department of Oriental and African Studies, 
Saint-Petersburg State University. Commentaries to “Az-
Zinjani” Grammar by At-Tantazani. 
 

 
 
Picture 3. A fragment of the manuscript from the Manuscripts 
Collection at the Department of Oriental and African Studies, 
Saint-Petersburg State University. At-Tantawi’s Collection. 

 
Meanwhile variability of reading and comprehension 

of sacred texts, such as the text of the Qur'an is unacceptable, 
so diacritics (dots) and special signs for vowels were 
introduced later on.  

At the time of writing is not only omission of vowels, 
but the point above or below, making it difficult to adequately 
understand and read the text simultaneity of such a process. 

Thus the results of the first phase of the optical 
character recognition should be analyzed regarding the 
available databases and considering all possible derivates of 
the certain root and variants of word forms, which are possible 

in this position. So, another important condition of successful 
and comprehensive OCR is the analysis of grammatical and 
lexical context, including the semantics of the words, and, 
hence, modeling of all possible linguistic environments. 

Thus the OCR process along with the analysis of the 
linear sequence of its constituent units (sentences, words and, 
finally, letters) must include grammatical and lexical 
analyzers, i.e. the available lexical and morphological 
databases as well as take into consideration relevant linguistic 
and extralinguistic context clues. 

 
3.3    Extralinguistic Context 

 
   In many respects the OCR software must resemble the 
cognitive process of the native speakers which is based on the 
basis of his/her prior linguistic and practical knowledge and 
experiences, which affects recognition and comprehension of 
the written text and have options for self learning.6  

Thus, the linguistic experience of a native speaker of 
the texts makes it possible to understand the words written 
unclear or in the defective way, for instance, including the 
omission of vowels, misspellings, etc., which, however, has 
only a negligible impact on their perception of the text or 
adequacy of reading. In a certain sense, the native speakers 
reading is heuristic by its nature, and is the result of many 
years of linguistic practice and, ultimately, fluent reading.  

Thus, in the course of the dialogue the extralinguistic 
context gives grammatical information related to such 
grammatical categories as person, gender, number, along with 
the information related to the choice of the most appropriate 
communication style, etc.  

In addition, the situation context and information 
related to the subject of the text gives clues related to the 
vocabulary used in it and thus limits the search fields in the e-
dictionaries and databases. 

 
4    Conclusions 

OCR is a phased process and must include stages of 
initial analysis of the picture files including possible positions 
of graphemes sequence in accordance with the verbal or noun 
morphological paradigm, selection of the most likely variants 
and decision on each of them in a certain position. Ideally all 
the available databases should be used in the course of OCR 
process, among them - corpuses of texts, e-dictionaries, the 
Internet resources. The problem is in the selection of the most 

                                                             

6 Granichin, O.N.; Izmakova, O.A. A randomized stochastic 
approximation algorithm for self-learning // Automation and 
Remote Control. Volume: 66   Issue: 8   PP. 1239-
1248   DOI: 10.1007/s10513-005-0165-3. Aug. 2005. 
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relevant of them for the solution of the certain linguistic 
problem.  

The software system must have access to extensive 
databases used for the identification of the characters, and 
finally, the word forms on the basis of the comparative 
analysis, and, if possible, be suitable for simulation of the 
model of actual text reading and comprehension. 
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Abstract – The grey prediction (GP) has been developed to 
examine the relationship among factors with the uncertain 
and incomplete information. In addition, the technique for 
order preference by similarity to ideal solution (TOPSIS) has 
been highlighted by its wide use in multi-attribute decision 
making (MADM). As such, this paper is based on the process 
of kansei engineering in conjunction with GP and TOPSIS. 
Three GP models are used a basis to build a GP-based 
TOPSIS decision support database, which helps product 
designers obtain the optimal design alternatives that best meet 
consumers’ preferences for a new characteristic toy design. 
This approach provides an effective mechanism for 
facilitating the process of the new product form design. 

Keywords: Product Form Design; TOPSIS; Grey Prediction; 
Decision Making; Kansei Engineering 
 

1 Introduction 
Aesthetics plays an important role in new product 

development, marketing strategies, and the retail environment 
[3, 8]. The Apple product has showed the visual appearance 
has become a major factor in consumers’ purchase decisions 
[16]. The aesthetically pleasing properties have a positive 
influence on consumers’ preferences of a product and their 
decision processes when consumers purchase it [13, 17]. In 
the field of product design, the “visual appearance/ 
aesthetics” is usually concerned with “product form” [5]. The 
product form is defined as the collection of design features 
that consumers will appreciate [4-6]. 

In order to explore the relationship between consumers’ 
emotional feelings and product form elements, we conduct an 
experimental study on characteristic toys [11, 12], using 
kansei engineering (KE). KE is as an ergonomic consumer-
oriented methodology and design strategies for affective 
design to satisfy consumers’ emotional feelings or 
preferences [14, 15]. In subsequent sections, we first present 
the methodology proposed in this study, including the Grey 
Prediction (GP) due to its powerful learning and prediction 
abilities [1, 2], and the technique for order preference by 
similarity to ideal solution (TOPSIS) due to its wide use in 
multi-attribute decision making (MADM) [12, 18]. Then an 
empirical application on characteristic toys [11] is conducted 
to show how GP can be used a basis to construct the GP-
based TOPSIS decision support database. It is built to help 
product designers get the optimal alternatives (ideal solutions) 

that best meet consumers’ preferences for the new product 
form design [11]. 

2 Methodology 
 This section presents the concept of GP and TOPSIS 
used in this study. 

2.1 Grey prediction (GP) 

 The GP model uses a grey differential model (GM) to 
generate data series from the original data series of a dynamic 
system [1, 2]. The data series generated by the GM are 
converted back to the original data series by a reverse 
procedure to predict the performance of the system. Since the 
generated data series are more coherent than the original, the 
accuracy of the modeling is enhanced. The GM has three 
basic operations [1, 2]: (1) accumulated generation, (2) 
inverse accumulated generation, and (3) grey modeling. The 
accumulated generation operation (AGO) is used to build 
differential equations. The GM is usually represented as 
GM(M,N) for dealing with Mth-order differential equations 
with N variables [4, 10]. 

2.2 The technique for order preference by 
similarity to ideal solution (TOPSIS) 

 Based on the concept of the degree of optimality, the 
overall preference value of an alternative is determined by its 
distance to the positive ideal solution and to the negative 
ideal solution. This concept has been implemented by a 
widely used MADM method called the technique for order 
preference by similarity to ideal solution (TOPSIS) [9, 12, 
18]. The advantages of using this concept have been 
highlighted by (a) its intuitively appealing logic, (b) its 
simplicity and comprehensibility, (c) its computational 
efficiency, (d) its ability to measure the relative performance 
of the alternatives with respect to individual or all evaluation 
criteria in a simple mathematical form, and (e) its 
applicability in solving various MADM problems [18]. 

3 An application of kansei engineering 
 In this section, we present the primary procedure of 
kansei engineering in the context of characteristic toys, 
including how to extract the representative experimental 
sample, how to conduct the morphological analysis of 
product form elements, and how to assess the preferences of 
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consumers. First, we collect about 179 characteristic toys and 
then classify them based on their similarity degree by a focus 
group which is formed by 6 product experts/designers with at 
least two years’ experience of product design (please refer [7-
9, 11, 12] for details). The focus group eliminates some 
highly similar samples through discussions. Then the 
hierarchy cluster analysis is used to extract the representative 
samples of characteristic toys. The 35 representative 
characteristic toy samples are selected by the cluster tree 
diagram, including 28 samples as the training set and 7 
samples as the test set for building the GP model. 

 Furthermore, the morphological analysis is used to 
extract the product form elements of the 35 representative 
characteristic toy samples. The focus group is asked to 
decompose the representative samples into several dominant 
form elements and form types according to their knowledge 
and experience. Table 1 shows the result of the 
morphological analysis, with 7 product form elements and 24 
associated product form types being identified (refer [7, 8] for 
details). Various design alternatives can be generated by 
different combinations of morphological elements. 

Table 1 The result of morphological analysis 

Form Types 
Form 

Elements 
Type 1 Type 2 Type 3 Type 4 Type 5 

Length 
ratio of 

head and 
body  
(X1) 

>1:1 1:1~1:2 <1:2   

Width ratio 
of head and 

body 
(X2) 

Head> 
body 

head 
=body 

Head< 
body   

Costume 
style 
(X3) 

one-
piece 

two-
pieces robe   

Costume 
pattern 

(X4) 
simple striped geomet-

ric mixed  

Headdress 
(X5) 

tribal ordinary flowered feathered arc-
shaped 

Appearance 
of facial 
features 

(X6) 

eyes 
only 

partial 
features 

entire 
features   

Overall 
appearance 

(X7) 

cute 
style 

semi-
person. 
style* 

person. 
style**   

* semi-personified style 
** personified style 

On the other hand, we collect about 110 image words 
which are used to describe the characteristic toys. Then we 
apply factor analysis and cluster analysis according to the 
result of the semantic differential method. Finally, 3 
representative image words, i.e. “cute (CU)”, “artistic (AR)”, 
and “attractive (AT)”, are determined (refer to [7, 8] for 
details). To obtain the assessed values for the emotional 
preferences of 35 representative characteristic toy samples, a 
100-point scale (1-100) of the semantic differential method is 
used. 150 subjects (70 males and 80 females with ages 
ranging from 15 to 50) are asked to assess the form (look) of 
characteristic toy samples on an image word scale of 1 to 100, 
for example, where 100 is cutest on the CU scale (as showed 
in Table 2).  

Table 2 The assessment of consumers’ preferences 

No. X1 X2 X3 X4 X5 X6 X7 CU AR AT

1 3 2 1 1 4 3 3 73 61 64 
2 1 1 1 1 1 2 1 72 45 43 

3 2 2 1 3 3 1 1 70 64 71 

  4* 2 3 2 4 2 2 2 63 52 54 

5 2 2 1 1 4 2 1 68 59 55 

6 2 2 2 4 3 2 2 65 66 69 

  7* 2 2 2 4 5 2 2 52 66 61 

8 2 3 2 4 4 2 2 53 61 60 

9 2 2 3 2 2 2 2 63 59 59 

10 2 2 1 3 2 2 2 55 63 65 

11 1 1 2 3 4 2 1 70 69 67 

12 1 1 3 2 2 2 1 57 54 61 

13 3 3 2 4 4 3 3 48 69 76 

14 3 3 1 4 4 3 3 62 68 78 

15 3 3 2 2 2 3 3 54 63 68 

  16* 3 3 1 2 3 3 3 62 74 72 

17 3 3 2 4 2 3 3 55 68 66 

18 2 3 3 2 2 2 2 71 65 61 

19 2 2 1 1 2 3 3 41 52 75 

20 2 2 2 1 1 3 3 39 53 63 

  21* 2 2 2 2 3 3 3 41 50 58 

22 2 2 2 3 2 3 2 44 74 62 

23 2 2 2 1 2 3 3 43 59 74 
24 2 2 1 3 2 3 1 54 60 62 

25 2 2 2 2 2 1 1 63 52 62 

  26* 1 2 2 2 4 3 2 58 71 68 

27 1 2 1 2 4 3 2 57 61 66 

28 1 1 2 2 1 1 1 62 56 73 

29 1 1 1 3 5 3 2 76 67 74 

  30* 1 1 1 3 3 3 2 68 59 65 
31 1 1 3 2 2 3 2 71 60 70 

  32* 1 1 1 4 4 1 1 61 49 51 

33 1 1 1 4 5 1 1 72 59 57 

34 2 3 2 4 2 2 2 38 48 49 

35 1 1 1 3 5 2 1 78 59 79 
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The last 3 columns of Table 2 show the 3 assessed 
values of the 35 samples, including 28 samples in the training 
set and 7 samples in the test set (asterisked). For each 
selected characteristic toy in Table 2, the first column shows 
the characteristic toy number and Columns 2-8 show the 
corresponding type number for each of its 7 product form 
elements, as given in Table 1. Table 2 provides a numerical 
data source for building the GP model mentioned in Section 4, 
which can be used to develop a design decision support 
database. 

4 The GP-based TOPSIS decision 
support database 

 This section presents the analysis of the GP model and 
the TOPSIS decision support model. 

4.1 Analysis of the GP model 

 The GP is used as a technique for determining the 
optimal combination of product form elements for matching a 
desirable emotional preference. The 28 samples in the 
training set, given in Table 2, are used as the data set for 
building the GP model. As a GM(1, 8), the GP model uses 
the 7 form elements as the comparison series Xi and the 
average CU, AR, and AT values as the reference series X0, 
respectively. As such, there are 3 GP models built, called CU-
GP, AR-GP, and AT-GP model respectively, for representing 
3 representative image words in this study (refer [11] for 
details).  

For building each GP model, taking CU-GP model as an 
example, it can be described in the following steps: 

Step 1: Denote the original sequence. 

Step 2: Generate a new sequence for each series. 

Step 3: Define the first-order differential equation with N 
variables and then obtain the parameters. 

Step 4: Obtain the CU-GP model for predicting the CU value 
based on the 7 form elements is built by (1) as 

 
The CU-GP model:  

)1(
)1(^

0 kX  = [0.73+0.95X1
(1)(k+1)-0.75X2

(1)(k+1) 

-0.3X3
(1)(k+1)-0.25X4

(1)(k+1)+0.15X5
(1)(k+1)+0.3X6

(1)(k+1)-
0.4X7

(1)(k+1)] e0.2k -0.95X1
(1)(k+1)+0.75X2

(1)(k+1)+ 
0.3X3

(1)(k+1)+0.25X4
(1)(k+1)-0.15X5

(1)(k+1)-0.3X6
(1)(k+1) 

+0.4X7
(1)(k+1)                                                                      (1) 

 
To follow the same process, the other two GP models 

are as follows: 

The AR-GP model:  

)1(
)1(^

0 kX  =[0.61-0.75X1
(1)(k+1)-0.46X2

(1)(k+1)+ 
0.04X3

(1)(k+1)+ 0.25X4
(1)(k+1)-0.33X5

(1)(k+1)-0.08X6
(1)(k+1) 

+0.17X7
(1)(k+1)] e-0.24k +0.75X1

(1)(k+1)-0.46X2
(1)(k+1)-

0.04X3
(1)(k+1)-0.25X4

(1)(k+1)+0.33X5
(1)(k+1)+0.08X6

(1)(k+1)-
0.17X7

(1)(k+1)                                                                      (2)  
 

The AT-GP model:  

)1(
)1(^

0 kX  = [0.64-0.94X1
(1)(k+1)+0.56X2

(1)(k+1)-
0.06X3

(1)(k+1) +0.44X4
(1)(k+1)-0.5X5

(1)(k+1)-0.06X6
(1)(k+1) 

+0.06X7
(1)(k+1)] e-0.16k +0.94X1

(1)(k+1)-0.56X2
(1)(k+1) 

+0.06X3
(1)(k+1)-0.44X4

(1)(k+1)+0.5X5
(1)(k+1)+0.06X6

(1)(k+1)-
0.06X7

(1)(k+1)                                                                      (3) 
 
With the GP models in (1), (2), and (3), product 

designers can input the values of the corresponding form 
elements, and then obtain the prediction values of the CU, 
AR, and AT emotional preferences, respectively. 

4.2 The TOPSIS decision support model 

 The three GP models enable us to build a design 
decision support database that can be used to help determine 
the optimal product form for best matching specific 
consumers’ preferences. The decision support database can 
be generated by inputting each of all possible combinations of 
form types on each form element to the three GP models 
individually for generating the associated preferences’ values. 
The resultant design decision support database for 
characteristic toy consists of 4,860 (=3×3×3×4×5×3×3) 
different combinations of product form elements, together 
with their associated CU, AR, and AT preference values. In 
other words, there are 4,860 design alternatives generated by 
the three GP models [11].  

The TOPSIS method is used to determine the optimal 
alternative (ideal solution) if the specific design requirement 
or concept is proposed by consumers or product designers. 
For example, if consumers prefer a new characteristic toy 
with “moderately cute”, “moderately artistic”, and “extremely 
attractive”, the GP-based TOPSIS decision support method 
can be described in the following main steps [9, 12]: 

Step 1: Obtain the decision matrix C, i.e. the CU, AR, and AT 
values of 4,860 design alternatives generated by the 
three GP models. 

Step 2: Normalize the CU, AR, and AT values to allow a 
comparable scale for all criteria by 

rij = Cij /  

4860

1 ijC
i

, i = 1, 2, …, 4860; j = 1, 2, 3             (4) 

Step 3: Calculate the weighted normalized decision matrix. 
The weighted normalized value of vij can be 
calculated by 

vij = wj rij , 13

1
 j jw                                                       (5) 
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where wj is the normalized weight of the jth attribute. As an 
illustration, we can assign the value of 1, 3, and 5 for the 
“slightly”, “moderately”, and “extremely”, respectively. 
Hence, the normalized weights of the “moderately cute”, 
“moderately artistic”, and “extremely attractive” are 
3/(3+3+5), 3/(3+3+5), and 5/(3+3+5), respectively. 

Step 4: Determine the positive and negative ideal alternatives. 
The positive ideal alternative is a hypothetical 
alternative in which all attribute values correspond to 
the best level. On the contrary, the negative ideal 
solution is also a hypothetical alternative in which all 
attribute values correspond to the worst level. Denote 
the positive ideal alternative, A+, and the negative 
ideal alternative, A-, as  

A+={v1
+, v2

+, v3
+} and A-={v1

-, v2
-, v3

-}                             (6) 

In this illustration, we obtain A+= (1.09004, 0.49541, 
1.23770), and A- = (0.00002, 0.07729, 0.00893) in all 4,860 
design alternatives, respectively. 

Step 5: Calculate the separation measures. The separation 
(distance) between alternatives can be measured by 
the n-dimensional Euclidean distance. The positive 
ideal alternative, Si

+, is given as 

Si
+ =  

3

1
2)v-(v jij

j
                                                       (7) 

Similarly, the negative ideal alternative, Si
-, is given as  

Si
- =  

3

1
2)v-(v jij

j
                                                        (8) 

Step 6: Obtain an overall preference value Pi for each design 
alternative Ci, relative to other alternatives, by 

Pi = Si
- / (Si

+ + Si
-)                                                         (9) 

The larger the preference value, the more preferred the 
alternatives. 

Step 7: Rank 4,860 design alternatives by their Pi value to 
best match the desirable consumers’ preferences. As 
an illustration, Table 3 shows the top 20 ranking 
design alternatives with “moderately cute”, 
“moderately artistic”, and “extremely attractive”. 

Table 4 shows the corresponding combination of form 
elements of the top 20 ranking design alternatives. To 
facilitate the product form design in the new characteristic toy 
development process, the product designer can use a 
computer aided design system. Table 5 shows the optimal 
combinations of form elements for the “moderately cute”, 
“moderately artistic”, and “extremely attractive”. Product 
designers can follow the optimal combinations to best meet 

specific consumers’ preferences for a new characteristic toy 
design. 

Table 3 The TOP 20 ranking design alternatives 

Ranking No. Si
+ Si

- Pi 

1 3283 0.1104  1.6431  0.9370  
2 3463 0.1748  1.5704  0.8999  
3 3280 0.1862  1.5390  0.8921  
4 3284 0.2250  1.5105  0.8704  
5 3274 0.2531  1.4752  0.8536  
6 3328 0.2510  1.4594  0.8532  
7 3643 0.2867  1.5120  0.8406  
8 3460 0.2911  1.4785  0.8355  
9 3277 0.3008  1.4459  0.8278  
10 3454 0.3063  1.4002  0.8205  
11 3464 0.3316  1.4544  0.8143  
12 3508 0.3221  1.3900  0.8119  
13 3281 0.3403  1.4213  0.8068  
14 3271 0.3316  1.3718  0.8054  
15 3325 0.3443  1.3606  0.7980  
16 3275 0.3623  1.3432  0.7876  
17 3285 0.3792  1.3980  0.7866  
18 3640 0.4013  1.4318  0.7811  
19 3329 0.3778  1.3336  0.7792  
20 3457 0.4065 1.3974 0.7746 

 
Table 4 The corresponding combinations of form 

elements of the TOP 20 alternatives 

Form Elements 
Ranking No.

X1 X2 X3 X4 X5 X6 X7

1 3283 3 1 1 1 5 3 1 

2 3463 3 1 2 1 5 3 1 

3 3280 3 1 1 1 5 1 3 

4 3284 3 1 1 1 5 3 1 

5 3274 3 1 1 1 4 3 1 

6 3328 3 1 1 2 5 3 1 

7 3643 3 1 3 1 5 3 1 

8 3460 3 1 2 1 5 2 1 

9 3277 3 1 1 1 5 1 1 

10 3454 3 1 2 1 4 3 1 

11 3464 3 1 2 1 5 3 2 

12 3508 3 1 2 2 5 3 1 

13 3281 3 1 1 1 5 2 1 

14 3271 3 1 1 1 4 2 1 

15 3325 3 1 1 2 5 2 1 

16 3275 3 1 1 1 4 3 2 

17 3285 3 1 1 1 5 3 3 

18 3640 3 1 3 1 5 2 1 

19 3329 3 1 1 2 5 3 2 
20 3457 3 1 2 1 5 1 1 
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Table 5 The optimal combination of form elements 

Optimal Combination 
Form Element 

1st choice 2nd choice 3rd choice 

Length ratio of 
head and body 

(X1) 
＜1:2   

Width ratio  
of head and body 

(X2) 
head＞body   

Costume style 
(X3) 

one-piece two-pieces robe 

Costume pattern 
(X4) 

simple striped  

Headdress 
(X5) 

arc-shaped feathered  

Appearance of  
facial features 

(X6) 

entire 
features partial features eyes only 

Overall  
appearance 

(X7) 
cute style 

semi-
personified 

style 

personified 
style 

 

5 Conclusions 
 In this paper, we have strictly followed the primary 
procedure of kansei engineering in the context of 
characteristic toys, including extracting the representative 
experimental sample, conducting the morphological analysis, 
and assessing consumers’ preferences. In addition, we have 
built a GP-based TOPSIS decision support model for 
assisting product designers to obtain the optimal alternatives 
(ideal solutions) that can best meet consumers’ preferences. 
The result has showed the GP-based TOPSIS decision 
support model can support the new product development 
process. This approach presented can be applied to other 
consumer products with a wide variety of product form 
elements and design factors. 
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Abstract—The main purpose of this paper is to present 
architecture of automated system that allows monitoring and 
tracking in real time (online) the possible occurrence of faults 
and electromagnetic transients observed in primary power 
distribution networks. Through the interconnection of this 
automated system to the utility operation center, it will be 
possible to provide an efficient tool that will assist in decision-
making by the Operation Center. In short, the desired purpose 
aims to have all tools necessary to identify, almost 
instantaneously, the occurrence of faults and transient 
disturbances in the primary power distribution system, as well 
as to determine its origin and probable location. The 
compilations of results from the application of this automated 
system show that the developed techniques provide accurate 
results, identifying and locating a batch of several 
occurrences of faults observed in the distribution system. 

Keywords: fault detection, fault location, intelligent systems. 

1  Introduction 
The detection, classification and location of faults in power 

systems are the target of transmission and distribution utilities. 
Thus, it is observed by the related literature, propositions of 
works that make use of a diversity of tools in a variety of 
conjunctions. 

According to [1,2] the major limitation of the some 
approaches is the need to make measurement in at least two 
points of the system. It can be verified that this kind of method 
is more suitable for transmission systems than distribution 
systems. 

Another successful combination about fault identification is 
to use the set of measurement and its decompositions into 
symmetrical components, because that the faulted section can 
be determined through the temporal dynamic of impedance 
matrix [3]. 

Simulations are indispensable for this purpose in order to 
validate any approach developed. So, case studies are 
conducted and the results provided by the methodology are 
compared with those who actually denote the reality of 
simulated faults.  

Despite the correct identification of faults in most cases, the 
authors of [3] point out that the efficiency some techniques is 
conditioned to the accuracy of distribution lines impedance. 
Hence, the simple and constant changes in load and ambient 
temperature would be able to compromise the efficiency of 

this approach.  
Computational-based models can create great amount of 

data of impedance and the limitations of the feeder modeling 
should be decreased, as in [4] where authors use calculated 
impedances obtained by means of the power system topology 
and by voltage and current measurements. A computational 
model of the distribution line is used to create faults 
conditions and these models are constantly updated by 
measurements realized on the substation secondary. However, 
errors can up to 25% if the system is unbalanced and no smart 
system is used to compensate this condition. 

To suppress that limitations intelligent systems emerge as a 
new proposal to the tractability of problems whose solutions 
are inherently complex, such as identification a location of 
faults on power distribution systems.  Besides the non-
linearity of the problem, unbalanced load and huge types of 
faults, good results have been achieved using combination of 
tools.  

An example of this new trend is the paper presented in [5], 
where techniques related to genetic algorithms and sparse 
areas are combined to form a system capable of locating faults 
in power systems.  

In [6] a approach was developed to classify faults in electric 
power systems via multi-level analysis provided by the 
wavelet decomposition of the waveforms of voltage and 
current. This type of analysis is known for providing 
information on disturbances in electric power systems and has 
broad applicability in the power quality context. However, 
analysis of results from this tool for signal processing does not 
proceed naturally and much experience is necessary so that the 
findings are feasible to the actual facts. 

On the other hand, fuzzy inference systems have the goal of 
emulating the approximate shape of human reasoning. In this 
way, the works [6,7] presents a method for fault classification 
in power distribution systems capable to distinguish real faults 
of programmed tasks into the system, for example, the 
energization of transformers.  

In the study reported in [8] authors conduct their research 
using a vector decomposition of voltage and current 
waveforms and artificial neural networks for determining the 
location of fault occurrence in the system. 

However, despite the use of intelligent systems, evidential 
results may not possess all desired requirements, or, these 
results could be improved. With such features as a premise, it 
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is increasingly common to develop systems for detection, 
classification and location of fault that do not use only one 
expert system, but several of these systems arranged in an 
orderly manner [9]. 

In parallel, integration and communication systems directed 
to the operation of an electric power system is a worldwide 
tonic since the mid-70s, however, that over those 30 years of 
development of systems to control and monitor, many 
concepts were created, as well as new alternatives to reduce 
costs with such systems were implemented, as outlined in 
[10,11]. 

Following the trends for a modern system of supervision 
and control of power distribution systems, this paper presents 
a complete solution for faults identification and location, 
working as a decision making tool that helps operators. 

This approach is called solution because uses a great 
number of methods, algorithm’s and techniques combined 
with hardware equipment to produce a very accurate fault 
identification and locations. Expert systems are the kernel of 
this purpose solution, due to handle a great variety of faults 
types, non-linearity’s, signal contaminations and external 
events. In Table 1 is shown a little statistical history about 
interruption events registered in the case study feeder of this 
paper.  

Table 1 – Interruption statistics for the feeder used in the study. 
Parameter Value 

Processed events 1384 
Interruptions events found 363 
Cases involving switch breaker (%) 26.83 
Cases involving reclosers 73.17 
3 phase faults (%) 26.82 
1 phase faults (%) 7.31 
Phase-phase faults (%) 14.63 
Other types of faults or not identified (%) 51.24 
Occurrence with the highest incidence (%) 
Branch Tree touching line 

29.26 

Occurrence involving climatic conditions (%) 
Atmospheric Discharge + Strong Wind 

9.75 

Weather conditions with the highest incidence (%) 
Good weather 

24.39 

 
It can be seen from Table 1 that a huge number of faults 

type is unknown. In other hand, in most of cases involving 
interruptions the weather conditions were considered good and 
same analysis could also extended from atmospheric 
discharges impacts on the distribution network. 

These statistics data must be used to adjust and refine feeder 
simulations models, because it is intrinsically fulfill of non-
linearity and imprecision information.  

The case study feeder can be seen in Fig. 1, with the 
highlighted substation at the begging. This feeder possesses 
1255 primary branches.  

In the follow sections will be presented the solution 
approach proposed on this paper, to solve the fault 
identification and location problem, using the feeder of Fig. 1 
as case study. 

 
Fig. 1. Case study feeder. 

2 Automated system for identification 
and location of faults 

The development of any automated system can be divided 
into several objectives. Thus, by means of Fig. 2, there is a 
schematic illustration of the modularization of the proposed 
identification and fault location system. One can see that the 
system consists of the data acquisition module, pre-processing 
module, transients’ identification module, identification 
system for phases participating of the fault, fault classifier 
system and fault locator system. Briefly, this system operates 
by using data acquired in the distribution system substation. In 
principle, these data consists of three phase voltages and the 
three line currents. Considering that Current Transform (CT) 
is not commonly used to measure ground current, this value is 
calculated resulting in a residual current of CTs allocated in 
phase. 

The data acquisition module has the functionality to 
adequate levels of voltage and current of the distribution 
system so that they can be digitalized and acquired. These 
digitized data are, in turn, processed and its main parameters 
are determined by the pre-processing module. By using these 
parameters, the transient’s identification module detects when 
a disturbance starts, and because of its identification, this 
module classifies it as arising from load changes or fault 
condition. The identification of a fault condition, in turn, 
triggers the operation of the identification system of the phases 
participating in the fault. Finally, with the data of the phases 
participating in the fault, the fault classifier system informs 
what kind of fault has been identified, while the fault locator 
system indicates the location where it occurred. The main 
feature of the pre-processing module is to group or compress 
the waveform data so that the excessive amount of data 
coming from these signals can be represented by a smaller 
number of parameters. The transient’s identification module 
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identifies the existence of transients of current and voltage in 
distribution systems, regardless of its origin. This result will 
follow up the identification process of participating phases and 
their classification. More specifically, the schematic 
representation shown in Fig. 2 can be complemented by the 
block diagram shown in Fig. 3, in which the steps for the 
identification of faults, discrimination of participating phases 
and estimation of distance and resistance of fault can be 
observed. 

DAQ

Preprocessing

Fault Classifier

Phase Classifier

Fault Location

Normal Operation Transient 
Detection

 
Fig. 2. Diagram representing the identification and location of faults. 
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Management Information System  
Fig. 3. Diagram of the fault identifier. 

 
Through this schematic diagram it is possible to see that, by 

the identification of a fault, there is the consequent 
determination of the type of this fault. The identification of the 
fault type is very important, since this characteristic 
determines the way in which the disturbance data will be 
processed in order to determine the participating phases of the 
fault, so as to proceed with the estimation of the distance of 
incidence and fault resistance. 

The operation of the Fault Classifier system assigns to each 
kind of fault a probability ratio which, if close to the unity, 
indicates a strong tendency of the disturbance to be associated 
with this kind of fault. 

If, on the other hand, this rate is nearing zero, the opposite 
applies. Thus, the fault classification module indicates the 
kind of fault based on the highest calculated probability, in 
which FFF label refers to three-phase faults, DLF to the phase-
phase faults, FFT to the phase-to-phase-earth faults, FFP to 

parallel phase-earth faults and FFS to phase-series earth faults. 
Once the kind of fault is identified, the participating phases 

of the fault must be identified.  
The identification of type of fault as well as the 

discrimination process of the participating phases of the fault 
used data coming from the technique of decomposition in 
orthogonal components [12,13]. The number of components 
used in each of these tasks is five. Moreover, receiving such 
components as inputs, there is artificial neural networks of 
multilayer perceptron architecture, which were trained by 
compound samples sets for each kind of fault, for a total of 18 
thousand cases of faults computationally simulated. Finally, 
the Fault location system can be shown in Fig. 4. 

Data acquisition

Process electrical data

Impedance 
estimation

Power 
disturbance

Intelligent system location
 

Fig. 4. Diagram of the fault location module. 

One of the most important points related to the faulty 
section selection for any location method is the choice of the 
candidate branch, which most represents the electrical 
characteristics observed during the fault. Methods that analyze 
purely the impedance end up across multiple sections choice 
to the same universe search values.  

The analysis proposed in this paper consists in investigating 
the maps for resistance R0 and R1, and maps of X0 and X1 on 
the distance. The Impedance estimation process uses a great 
amount of simulation data involving the case study feeder, 
which database is composed using all feeder models. The map 
for reactance distribution along the feeder could be seen in 
Fig. 5. In Fig. 6 is shown the map for resistance distribution 
along the feeder. 
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Fig. 5. Map from reactance distribution along the feeder. 
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Fig. 6. Map from resistance distribution along the feeder. 

The disturbance occurred during a fault could be used as a 
filter for more accurate faulty section determination. By 
observing oscillography records was possible create a power 
disturbance analysis in time, such as shown in Fig. 7. 

It is observed from this figure that the power from phase 
green is considerable high at 0.04 seconds in opposition the 
normal operation for other phases (blue and red). This 
disturbance can also help for identify candidate branches with 
same electrical response when experiment similar fault 
conditions. 

For all process described on this section it is import mention 
the relevance of the feeder real data simulation, responsible 
for create a high fidelity electrical condition database from this 
circuit. 
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Fig. 7. Power disturbance from a fault example. 

3 Supervisory of the data acquisition 
system 

The acquisition of voltage and current signals related to an 
electric power system, as well as a power distribution system, 
use not only specific hardware but also software that are also 
able to identify the phenomena to be monitored. Thus, the 
need to identify disturbances arising from a possible fault 
condition in the monitored feeder becomes the first 
requirement for the software controlling the hardware. Besides 
being able to identify the occurrence of disturbances, the 
software must be provided with facilities for adequate storage 
of acquired signals, aiming the following processes: 

• Identification of whether the oscillographed 
disturbances is caused by a fault condition; 

• Classification of type of fault that occurred; 
• Discrimination of participating phases of fault; 
• Estimation of distance of fault occurrence; 

• Estimation of fault resistance in order to punctuate 
possible triggers of the same events; 

• Election and consideration of possible extensions 
where the fault was found. 

Thus, the software made to monitor signals acquired by the 
hardware was implemented on LabView platform, which is 
known for performing specific tasks such as those relevant to 
the project in question. This implementation contemplates, in 
a unified way, both the identification of disturbances as well 
as the supervision of recording of the oscillographies which 
were made. 

The identification of the disturbances is performed based on 
instantaneous values of currents and on instantaneous values 
of zero sequence of current and voltage. Therefore, if those 
signs exceed the predetermined threshold, the software 
identifies this as a disturbance, thus, resulting in the recording 
of the acquired signals. 

In this first version of the system, an acquisition rate of 96 
samples per cycle, i.e., a total of 5,760 samples per second is 
being used. But, if necessary, the developed system can reach 
up to 30,720 samples per second, equivalent to 512 samples 
per cycle. Still, the system considers when the acquired signals 
are stored, a time of 5 cycles for pre-disturbance, by recording 
a total time which takes a second. 

Fig. 8 is presented with the purpose of illustrating some of 
man-machine interface of the developed supervisory. 
Subsequently, by means of Fig. 9, the scanning module of 
records made is also pictured. 

 
Fig. 8.Interface of supervisory system. 

 

 
Fig 9. Interface for visualization of oscillographed events. 
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4 Results related to the system of 
identification and location of faults 

The computer simulations sets used in this research were 
each composed by a population of 18,000 simulations. Figure 
8 shows the histogram of percentage distribution of 
simulations depending on distance. 

The histogram in Fig. 10, besides showing the percentage 
distribution of the number of simulations based on distance, 
also allows inferring that the number of bars at a distance 
equal to or less than one kilometer is the highest one. 
Moreover, the concentration of bars at a distance between 5 
and 10 km is considered more important for this specific 
feeder. 
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Fig. 10. Histogram of percentage distribution of the quantity of simulations in 

function of distance. 
 
This section emphasized the importance of having a 

discrimination of the participating phase of fault as an 
additional process. This importance can be justified by the 
graph shown in Fig. 11. In this figure we have the histogram 
of error to estimate the distance of fault occurrence, 
disregarding, for such purposes, the phases involved. 

 

-0,6 -0,5 -0,4 -0,3 -0,2 -0,1 0,0 0,1 0,2 0,3 0,4 0,5 0,6
0,0%

1,0%

2,0%

3,0%

4,0%

5,0%

Estimation Error

O
cc

ur
re

nc
e

Pe
rc

en
ta

ge

 
Fig. 11. Histogram of error for distance estimation without considers the 

participant phases. 
 
Through the graph in Fig. 11, one can then verify that the 

distance estimation error, not considering the participating 
phase of the fault, has (in these conditions) concentration 

within the range of -10% to 10%. 
If the participating phase information of the fault is 

considered, the error behavior changes and appears more 
suitable to the purposes of the project. This aspect is illustrated 
in Fig. 12, which highlights the error behavior considering the 
faults where Phase A participated. It is noted here that the 
error in the estimation of distance is much more accurate than 
the cases of Fig. 10. 
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Fig. 12. Histogram of error for distance estimation considering faults 

involving phase A. 

For all other phases, the results produced by the automated 
system for identification and location of fault were also similar 
to those presented in Fig. 12. 

Real location fault condition can be seen in Fig. 13. An 
artificial condition of fault was create do validate the 
approach, at substation. The system was adjusted to generate 
10 possible solutions. 

Due to the proximity of the “occurrence” of the fault the 
accuracy of the method can be observed. 

 
Fig. 13. Fault location with real candidates branches. 
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5  Conclusions 
This paper presented a scheme based on the use of 

intelligent systems for efficient identification and location of 
faults in distribution systems, taking into account the voltages 
of phase and line currents observed at the substation. 

The proposed architecture was designed in a modular way 
in order to provide a higher degree of redundancy procedures 
for identifying and locating faults. The sequencing of tasks of 
transient identification with the discrimination of fault and, 
finally, with the task of identifying the participating phases of 
fault brings a greater robustness to the system as a whole. 

In addition to a modular and robust architecture from the 
faults occurrence point of view, the intelligent system for 
identifying faults was implemented by using tools, proven to 
be effective, dedicated to the achievement of pre-processing 
the voltage signals and current sampled at the substation. 
These tools operate on these signals in order to extract features 
that individualize and distinguish fault conditions from other 
normal operating conditions. 

Thus, the efficiency of these pre-processing tools, which are 
based on decomposition technique for orthogonal components, 
give the system a robustness and accuracy with regards to the 
identification of phase-to-earth faults, as well as for 
determining the participating phase. The answers helped 
confirm how correlated the orthogonal components can be to 
the execution of both tasks. 

The final results derived from the implementation of the 
proposed system were fully satisfactory, and they were tested 
and validated by using data from both simulations and fault 
oscillography acquired at the substation. 
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Abstract— In this paper, a new telecommunication error 

resilient reinforcement learning and adaptive control algorithm 

is proposed which is implemented by an intelligent agent and 

knowledge discovery engine .Error Resilience is a crucial 

component to a reliable, healthy system life cycle and it 

determines how high the system rise above the failures or 

errors that threatens to reduce its performance or shut it down. 

The algorithm view is characterized by accurate and flexible 

system thinking, and the capacity to see other node failure 

points and to reconfigure or redirect traffic in another node 

success point, and the ability to move on with daily operations 

despite system errors and failures. Most importantly, the 

algorithm learns the system environment over time and adapts 

to errors and failures but not just an ability to resolve one error 

or failure at a time in order for the system to survive.  

 

Keywords— algorithm, error, resilience, communication, 

networks 

I. INTRODUCTION 
Connecting two or more nodes with a suitable channel is the 

first step in telecommunication. Before the nodes can 

successfully exchange messages, the bits must be encoded so 

that they can be understood by the receiving entity [13]. This is 

followed by delineating the sequence of bits transmitted over 

the link into complete messages that can be delivered to the end 

node. These messages are sometimes corrupted during 

transmission, making it necessary to detect and correct errors to 

make the link appear reliable, in spite of the fact that message 

corruption may occur occasionally [14]. In a multichannel 

shared environment, it is also necessary to mediate access to the 

channel to enhance performance by easing congestion. With 

competition and a high demand for real-time processing of 

service activation commands, overcoming provisional 

limitations, enhancement of broader network coverage and the 

demand for high bandwidth within multichannel 

telecommunication networks is challenging [25]. Though 

proven to be a challenge, many enterprises are relying heavily 

on service automation to keep their competitive advantage [18]. 

In order to follow up rapidly changing environment, 

Telecommunication network service providers (TNSP) have to 

develop the flexible and cost effective operations support 

systems (OSS).  

II.   LITERATURE REVIEW  
This section highlights related work and groups them into 

two types of literature review on telecommunication systems 

network. The first group concentrates on telecommunication 

networks services and the second focuses on error resilience 

algorithm. With development of distributed networks, network 

management has become an annoyance for administration staff 

and also poses the challenge of managing each device 

separately, even if they are of the same vendor. Moreover, 

configuration overhead, as well as misconfiguration possibility 

is quite high in telecommunication environment. The 

provisioning process for a basic service required complex 

configurations of numerous network devices and end user 

optional service request [28]. It is also hard to store all network 

devices data and connections information in a plain list hence 

network structuring loading approach was a natural solution. 

According to the United States Department of Labor Bureau of 

Labor Statistics, the telecommunications industry is divided 

into four main sectors: wired, wireless, satellite, and other 

telecommunications establishments [10]. The largest sector of 

the telecommunication industry continues to be made up of 

wired telecommunication carriers. Establishments in this sector 

mainly provide telecommunication services such as such as 

wired (landline) telephone, digital subscriber line (DSL) 

Internet, and cable TV and Internet services. These 

organizations route TV, voice, Internet, data, and other content 

over a network of wires, wireless and cables, and control access 

to this content. They may own and maintain networks, share 

networks with other organizations, or lease network capacity 

from other companies [19]. Telecommunication network by 

definition is a system of interconnected elements linked by 

facilities (i.e., physical connections) over which traffic will 

flow. The traffic may be conversations, information, or 

complex video or audio services. The telecommunication 

network must also be able to control the interconnected 

elements [4]. In modern telecommunication networks, whether 

an analogy, digital or hybrid network, there is one main aim of 

the network, which is the transmission of information over a 
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significant distance between two end points to communicate. 

This requires transmitters, receivers, and communication 

channels. Martin describes ways to hasten the advent of the so-

called information age based on a service-rich ubiquitous 

telecommunication network handling integrated voice, data, 

and video [3]. The research also noted that telecommunications 

services have historically been introduced slowly and 

heterogeneously. The author then addresses an approach that 

reverses this trend through a centralized service control 

intelligent network [8].  

 

III. ALGORITHM 
In the reinforcement learning frame work, the agent 

algorithm will be provided with reward and bonus function 

which will indicate to the agent when it’s doing well, load 

balancing well or doing poorly [28]. The Re-Del agent will 

receive positive rewards for successfully provisioning and 

activating a service request and negative rewards for either 

failing to select a node with high success rate likelihood 

probability and not load balancing [22]. It will then be the 

learning algorithm’s job to figure out how to choose nodes over 

time so as to obtain large rewards and bonuses. The use of 

reinforcement learning and adaptive control will begin with a 

definition of the Markov decision processes (MDP), which 

provides the formalism in which RL problem will be posed. 

 

Notations and Problem Formulation 

This section introduces some notations, definitions and basic 

theorems for Markov decision process and packet scheduling 

[108]. The version of the Error resilience problem to be 

addressed will be defined. 

 

Markov Decision Processes and Packet Scheduling 

 

A Markov Decision Process is a tuple ﴾S, A, {Psa}, γ, R). It 

provides a mathematical formalism in which RL problems is 

modeled in a sequential decision problem. Where: 

 S is a fine set of N state space. ( Network Status, 

S is the set of all possible network status attribute: 

Link Cost, Link Capacity, Response Time, 

Throughput Rate and Delivery Performance) 

 

 A is a set of k action space. A = {a1,…., ak} 

 (The selection of a possible destination network 

element in which the service order can be completed 

successfully) 

 

 Psa(
.
) is the likelihood success state of  transition 

provision and activation probability function upon 

taking action a in state s. Given that the state transition 

probabilities are not known in this case, the MDP 

consists of a number of trials by the agent. Psa  is 

derived for the maximum likelihood success state 

transition probability for each network element. 

 

 γ ∈ [0,1) is called the provision and activation 

discount factor. 

 

 R: S x A   ℝ is the provision and activation 

reinforcement function which depends on the action 

and outcome, bounded in absolute value by Rmax 

 

The assumption here is that the reward is known, to simplify 

the notation. The rewards R(s) is written as a function of a 

state s only in case where R: S    ℝ . The goal of MDP is to 

find the best policy under the given optimality criteria by 

solving the Bellman’s equation [113].  

A policy is defined with respect to provision and activation as 

the mapping π: S    A  [107]. The agent must learn to choose 

actions over time so as to maximize the expected value of the 

total discounted rewards noting that the reward at time t is 

discounted by a factor of γ
t
 . The value function for a policy π, 

evaluated at any state s1 is given by  

 

Vπ
(s1) = E[R (s0) + γR (s1) + γ

2
R(s2) 

                   + γ 
3
R (s3) +...| st = s, π ]                             (1)

          

Where the expectation is over the distribution of the state 

sequence (s1, s2, s3……) which the agent passes through when 

executing the policy π starting from s1. Also, Q-function is 

defined according to  

 

Q
π
(s, a) =  R (s) + γEsꞌ ~Psa(.) [V

π
(s1)]                 (2)

  

(where the notation  sꞌ ~ Psa(
.
) means the expectation is with 

respect to sꞌ distribution according to  Psa(
.
)). The optimal 

provision and activation value function is  

 

V*
(s)=  maxπ V

π
(s)                                          (3) 

 

And optimal provision and activation Q-function is 

             

Q
*
(s, a) =  maxπ Q

π
(s, a)                               (4) 

 

For discrete, finite spaces, all these functions can be 

represented as vectors indexed by state, fixing some 

enumeration from 1 to N of the finite state space S . The 

rewards may be written as an N-dimensional vector R, whose 

ith element is the rewards at the ith state of the MDP. Vπ
 is also 

a vector whose ith element is the value function for the π 

evaluated at state i . For each action α = π(s), let Psa  be N  by 

N matrix in which (i , j) gives the probability of transitioning 

to state j upon taking action in state i  [110]. The goal of 

reinforcement learning and adaptive control is to find the policy 

π such that Vπ 
(s) is maximized. It has been shown that there 

exists at least one optimal policy π* such that Vπ 
(s) is 

simultaneous maximized for s ϵ S by π = π*. With provision 
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and activation discounted rewards, the utility of an infinite 

sequence is finite with the rewards bounded by Rmax and γ < 1.  

 

Environment

Re-Del Agent

π(s)t

Rt+1

Rt

St+1

St

Resident Agent

β(s)

 

Fig. 1  Resident and Re-Del Agent-wired environment 

interaction in a RL&A model 

Ƥh([S0 ,S1 ,S2,...])   

= ∑ γ  
   R(st)   ∑ γ  

   Rmax = Rmax/(1- γ            (5) 

 

Included in the goal of the Re-Del Agent is to understand the 

urgency and sensitivity surrounding the error provisional and 

activation request. Understanding the structural limitations and 

utilizing the packet scheduling algorithm at the MAC layer and 

the routing algorithm by the agent at the network layer level are 

tightly coupled on the basis of the urgency metrics to 

effectively deliver delay-sensitive service request data over 

multi-rate carrier networks [10]. The objective is to deliver the 

maximum error delay-sensitive service request data within the 

end-to-end delay requirement and to load balance traffic across 

the entire network simultaneously.  The urgency metric and 

network traffic metrics is defined before proposing the bonus 

function. 

 

Definition of Packet Urgency:  The packet urgency (urgpacket(t)) 
at the mth node at time t is defined as  

urgpacket(t)  =  (    1 – dlyresidual (t)  )
2                

            (6) 

                                    dlymax 

dlyresidual (t) = dlymax – dly2

cumulative (t)  
 

Where dlymax  is the maximum tolerable end-to-end delay, 

dly2

cumulative (t) is the cumulative delay from the source node to mth  

node along a route at time t, and dlyresidual(t) is the residual delay 

satisfying the end-to-end delay requirement over the remaining 

hops at time t.. In general, urgpacket(t) should be inversely 

proportional to dlyresidual(t) . A packet with smaller dlyresidual(t) 
should be transmitted more urgently for one-time delivery to 

the destination node [13]. 

 

Definition of Node Urgency:  The node urgency (urgnode(t)) at 

time t is defined as the sum of the packet urgency of all the 

packets in the buffer that is  

urgnode(t)  =  


Npacket

n 1

urgpacket(n)(t)              (7) 

Where Npacket is the number of packets in the buffer and urgpacket(t) 
is the packet urgency of the Nth packet in the buffer at time t. A 

larger amount of node urgency implies that more urgent packets 

are in the buffer [17]. 

 

Definition of Route Urgency:  The route urgency (urgroute(t)) at 

time t is defined as the sum of the node urgency along route R 

that is  

Urgroute(t)  =  
Rm

urgroute(m)(t)              (9) 

 

Where R denotes the route including all intermediate nodes and 

Urgnode(t)  is the node urgency of the mth along the route at time  

t. As the route urgency increases, the route may become a 

congestion route [24].  

A larger amount of node urgency implies that more urgent 

packets are in the buffer, using the standard formula for the sum 

of infinite geometrics series [6]. The state sequence depends on 

π that is executed if, whenever the agent is in state S, it take 

action α = π(s). So if st is the state the agent is in after executing 

π for t then by defining the provisioning function (equals the 

value function) for the policy π according to  

 

Ƥ
π
(s) = E[ ∑ γ  

   R(st) | π, S0 = S] 

 

Basic Properties of MDPs and Networks Packet Scheduling  

For the solution of the RLAC problem where the adaptive 

controller adjusts parameters of the network infrastructure in 

real time, two of the classical MDP’s will be used. Also the 

controller optimize the path/cost/quality trade-off on the basis 

of specified marginal costs without sticking strictly to the set 

points originally defined during service provisioning [1],[2]. 

 

Theorem 1 (Bellman Equations) let an MDP M = ﴾S, 

A,{Psa}, γ, R) and a policy π:S  A be given. Then for all s ∈ 

S, a ∈ A , Vπ  and Qπ 
satisfy

 
 

   Vπ
(s ) = R(s) + γ∑P sπ(s)(s ʹ) V

π
(s ʹ)      (10) 

 

   Qπ
(s,a ) = R(s) + γ∑P sa (s ʹ) V

π
(s ʹ)        (11) 

 

Theorem 2 (Bellman Optimality) let an MDP M = ﴾S, 

A,{Psa}, γ,R) and a policy π:S  A be given. Then π is an 

optimal policy for M if for all s ∈ S, a ∈ A , Vπ  and Qπ 
satisfy

 
 

π(s ) ϵ arg max a∈A Qπ
(s,a )            (12) 

 

Theorem 3  let the finite state space S,  a set of actions A = 
{ a1  ,…..ak}, transition probability matrices,{Pa}, and a discount 

factor  γ ∈ [0,1) be given. Then the policy π given by π(s) = a1 is 

optimal if and only if for all a1  ,…..ak , the reward R satisfies  

  (Pa1  - Pa )(i - γPa) -1 R ≥ 0       (13) 

 

Proof: Since a policy π is executing whenever the agent is in a 

state S an action π(s) = a1 is taken Equation (1) 

  Vπ
= R + γPa Vπ
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Vπ
= (i - γPa) -1 R     

          (14) 

 

Hence, i - γPa  is always invertible. Pa   being a transition matrix 

has all eigenvalues in the unit circle in the complex plan since 

γ<1 .This implies that the matrix γPa1  has all eigenvalues in the 

interior of the unit circle [66]. The eigenvalue equation for a 

matrix  A is 

 

  Av – γv = 0, 
 

Which is equivalent to: 

 
  (A – γi) = 0, 
 

Where  i is the n x n identify matrix. It is a fundamental result of 

linear algebra that an equation Mv = 0 has a non-zero solution 

v if and only if the determinant det(M) of the matrix M is zero. 

It follows that the eigenvalues of A are precisely the real 

numbers γ that satisfy the equation   

 

  det(A – γi) = 0     (15) 

 

The left-hand side of this Equation(15) can be seen (using 

Leibniz’ rule for the determinant) to be a polynomial function 

of the variable γ [105]. The degree of this polynomial is n, the 

order of the matrix. Its coefficients depend on the entries of A, 
except that its terms of n is always (-1)

 n
 γ

n 
. This polynomial is 

also called the characteristic polynomial of A ; and  

Equation(15) is called the characteristic equation of A. This 

means i - γPa , has no zero eigenvalues and it’s not singular. 

Substituting Equation (11) into (12) from Theorem 2, π
 *

 is 

optimal if and only if 

 

π
*
(s ) ϵ arg max a∈A γ∑P sa (s ʹ) V

π
(s ʹ)                                       

 s ∈ S  

⇔ ∑P sa1 (s ʹ) V
π
(s ʹ) ≥ ∑P sa (s ʹ) V

π
(s ʹ)                      

 s ∈ S, a ∈ A 

Where a1 ≡ π(s ) 
π

*
(s) yields the action α that attains the maximum in the 

equation (12). Therefore for every state S and every policy π  

 

V*
(s ) = Vπ*

(s )  ≥  Vπ
(s )  

Substituting Ƥ
*
(s) the provisional function yields  

 

                       Ƥ
*
(s )  = Ƥ 

π*
 (s )    Ƥ

π
(s ) 

This means that policy π
* 
can be used no matter what the initial 

state of the MDP is. With known rewards and state transition 

probabilities the algorithm proceeds as follows 

 

Network Status Attribute Computation 

I. Link Status (Ƨ) is either active (1) or inactive (0) 

II. Link Cost: The formula to calculate the cost is 

reference bandwidth divided by interface bandwidth. 

For example, in the case of Ethernet, it is 100 Mbps / 10 

Mbps = 10 

LC = R/BW 

Where, 

 LC = Link Cost 

 R = Reference bandwidth  

   BW = Interface bandwidth 

 

III. Link Capacity of a channel is given by Shannon's law.  

  The equation of Shannon's law is as follows: 

C = W Log2 (1 + (S/N)) 

Where, 

 C = the capcity of a channel is bits per second 

  W = bandwidth of a channel in Hz 

    S/N = signal to noise ratio 

 

IV. Response Time (RT): 

 RT = (M1 + … + Mn)/N 

 Where:  

  RT = average response time 

  N = number of iterations 

  M = measured time (end time - start time) 

  M1 = first iteration 

  Mn = nth iteration  

  

V. Throughput Rate: 

Throughput rate is defined as the amount of data sent and  

received divided by the measured transaction time. 

 Ʈ = (S + R)/m 

 Where:  

  Ʈ = throughput rate 

  S = bytes sent by node 1 

  R = bytes received by node 2 

  M = measured time (end time - start time) 

 

VI. Delivery Performance: 

Delivery performance is a measure of the amount of data      

lost when sending data from between two nodes 

 L = ((S - R)/S) * 100 

 Where:  

  L = percentage of lost data 

  S = total bytes sent by node 1 

  R = total bytes received by node 2 

 

Hence using the network attributes to determine the link state  

 

             S=     (l1 + l2 + l3 + l4 + … + ln)          

 

Where l = network attribute 

             = active (1) or inactive (0) 
 

     S=    1/lLC + lC + 1/lRT +lƮ +lL) 
 

A. System Architecture of the Re-Del Agent 
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Fig. 2 General block diagram of an Agent in telecommunication network 

systems  

 

Ƥ
*
(s) = R(S) + maxa∈A  ∑    ∈ sα(Sʹ) Ƥ

*
(Sʹ)  

     +1/  ∑   
   e (s)) 

The algorithm is updating as follows 

1. Randomly sample m states s (1)
, s (2), s 

(3),…. s (m)  ∈ S . 

2. Initialize ⱷ:= 0 

3. Initialize ⱴ:= 0 

4. Initialize Ɽ:= 0 

5. Repeat { 

              For i = 1,……,m 
              For each action a ∈ A { 

Sample s’(1), s’(2)
, s’(3)

,…. s'k ~Ps(i)a 

Set q(a) = 1/k ∑
k

j=1R (s 
(i) + γV(s’j)  

/** Hence q(a) is an estimate of R (s) + γEsꞌ ~Psa(.) 

[V(s’ )] ** / 

 } 

Set y(i) 
= maxa q(a) 

/** Hence y(i) 
 is an estimate of R (s) + γ 

maxa Esꞌ ~Psa(.) [V(s’ )]  **/ 
  } 

/** The update of the value function is according 

to V(s(i)
) := y(i) 

              **/ 

/**  In order to achieve V(s(i)
) ≈  y(i) 

  using 

supervised learning **/ 
   

{ 

Set     Ɽ :
 
=  arg

allRR

min{
 



Rn

Urgnode(n)( t )} 

ⱴ:
 
= arg

1 packetNi

min 



packetN

in
n 1 




















dly

Urg
npacket

hopone

npacket
t
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/**  Generate a detailed status validity of 

each address, its deliverable status and  

      the nature of any ambiguities it 

contains. Errors are corrected and complete 

partial address records using information 

from the address **. 
       

 *S := arg 
k

max jkd wzp |( ), Qj ,....,3,2,1  

If Load Balance < > Required        

      ⱷ:
 
= arg minⱷ ½  

k

j 1
 (ⱷT Ǿ (s(i)

) -  y(i)) 
 

2 
 } 

  Else   

/** In order to achieve load distribution to the 

node, balancing the load across the node  

as bonus function β(s)) = 1\ ∑ β 
   e (s)) to 

their current agent using supervised learning 

**/ 

Initial β(s): = 0   , Ᵽ:
 
= 0 

           Ᵽ:
 
= arg minⱷ ½  

k

j 1
 (ⱷT Ǿ (s(i)

) -  y(i)) 
 

2 
 +  β(s)      

} 

  
IV. EXPERIMENTAL RESULT 

Figure 1 plots the normal variations between service 

provisioning and activation success and failure of the network 

elements at each demarcation point. Figure 2 plots normal 

variations of their success rate for total services requests 

without the proposed methods that are based on the Re-Del 

agent or any data entropy elimination. When the service 

requests are sent, the running configuration tries to accomplish 

the task and if an error is generated, the system logs and sends 

an alarm depending on the severity of the error. Within a 

normal operation, field engineers will later diagnose the 

problem and get it resolved at an unspecified time. This results 

in a service delay and affects the overall service delivery 

performance metrics as shown. As can be seen in Figure 2, the 

variations between the success and failure for node IAD, MIA 

is very marginal for normal operations. As seen in Figure 14 the 
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highest success rate is in the upper 80% for normal operation 

for node PDX and the lowest is the 50% for node DCA. 

Complete node failure ("00000  - Fail"), Telephone not in 

service("00013  - TNNotInService"),Bad command("00075  - 

BadCmd"), Account directory in error ("00027  - 

AccountIOErr"), service feature request option is not supported 

by the device("00067  - OptNotSupported"), Invalid line 

equipment number or line terminal identification ("00269  - 

InvalidLENorLTID") and object not found ("00291  - 

ObjectNotFound") are some of the errors that are generated 

during normal operations. 

 

 

Figure 1  Node specific regular service success and failure 

distribution 

It is very important to note that these kinds of errors 

can be redirected and provisioned through a different 

node route. 

 

 

Figure 2 Node specific regular service success and failure 

distribution Success Rate 

The bigger the values of variation between success and failure, 

the better the service that is delivered.  Figure 3 shows the Re-

Del agent relegation probability distribution and  

 

Figure 3 Agent Node specific regular service success and 

failure distribution 

Figure 4 shows the success rate for each network node for the 

same service errors derived from the environment. In Table VI, 

sample environment errors redistributed with high success rates 

under Re-Del Agent are demonstrated, supporting the 

aforementioned observations.  

 

 

Figure 4 Agent Node specific regular service success and 

failure distribution success rate 

V.  CONCLUSIONS 
The contribution of this paper is the use of reinforcement 

learning and adaptive control, to model this problem with MDP 

and to suggest a relatively Re-Del Agent error resilience 

solution to provide robustness to existing wired networks 

against a challenging and important defect in existing service 

order provisioning and activation systems. This approach 

makes sure of the network link state attributes, thereby taking 

advantage of most of the communication protocols. The 

inherent defect in Link State is packet delivery rate or 

throughput deteriorates as the level of service order request 

increases, and more seriously, when a network element 

collapses under severe disruptions. This approach employs the 
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routing protocol to update its routing table and recalculate the 

link cost in additional protocols, updating their statistics. It 

enables the agent to tolerate a level of disruption that Link State 

cannot. The shortcoming of this approach is that is operated in a 

fully connected network environment without a single point of 

failure. It also assumes that the network has a backup and 

recovery scheme. The agents in this environment do not 

participate in any form of network element management. For 

example, the agent will not report any channel bank access line 

card performance issues. This approach is to mount both 

communication protocol schemes and a reinforcement learning 

and adaptive agent on a network node in order to choose a 

better policy by learning and adapting to its environment. The 

success rate is higher than depending on human operators to 

resolve error service orders. Future work will focus on how to 

increase the quality of data in the agent knowledge base to 

improve the value of information the agent receives. In 

conclusion, the analysis of infrastructural device data to 

summarize the existing network state and uncover any known 

errors, data mining to identify the device and their error type 

likelihood probabilities and use of reinforcement learning and 

adaptive control to bypass high error devices to provision 

services is successfully achieved.   
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Abstract— Using Natural Language Processing and Pattern 
Recognition methods, BCL Technologies has developed a 
financial data extraction system called SmartXBRL©, that 
simplifies and automates ways to create a compliant XBRL 
document. In this paper we describe the steps necessary to 
extract and tag detailed Notes data in a 10-Q financial 
document. Methods to identify and extract the face financial 
tables, Document and Entity Information (DEI), and 
Parenthetical are also reviewed, in addition to providing 
updated results.

I. INTRODUCTION

XBRL (eXtensible Business Reporting Language) is 
a technical standard for describing financial and related 
data. XBRL is a way to assign standard tags to 
financial data in reports and systems so the values can 
be analyzed in context by a computer application. 
XBRL compliance requires that all disclosure elements 
in a financial report—every numeric value and 
supporting reference, including footnotes—must be 
identified with specific “tags” according to a 
standardized system. These XBRL tags define the 
context for the disclosure elements, so that they can be 
analyzed as structured data. 

Using example-based Pattern Recognition methods and 
combining years of developing both EDGAR filings and 
natural language processing software, BCL Technologies 
has developed a simplified and automated way to create a 
compliant XBRL document. By searching historical tags, we 
have developed a methodology that displays the closest 
match to the company’s label and/or offers three 
alternatives, plus a link to extend/customize.

This paper is a follow-up to BCL’s previously-
published work [14], in order to cover topics which 
were not included in the previous study: tagging or 
detailed notes tagging. It also includes updated results 
for work done in the previous study. 

This paper is designed as follows. Section 2 briefly 
describes a sample 10-Q document. Section 3 gives an 
overview of previous work done on DEI, Tables, 
Parentheticals, and Detailed Notes. Section 4 discusses 
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further advances made to Detailed Note tagging. 
Updated results are given in Section 5. Section 6
concludes and talks about future plans we intend to 
undertake. 

II. QUARTERLY FINANCIAL DOCUMENT (10-Q)

Form 10-Q, used for quarterly reports, is filed after 
the end of each of the first three fiscal quarters of each 
fiscal year. It is important to understand the content 
and structure of an input document (10-Q in this case) 
before designing extraction methods for an automated 
system. 

In a 10-Q document, companies spell out the finalized 
numbers for the quarter. A 10-Q contains much of the 
same information as in the earnings press release, but 
usually to a much greater level of detail. For instance, 
many companies leave the statement of cash flows out 
of their earnings press release, but must include it in 
their 10-Q. 10-Qs can take different forms depending 
on the company. However, some fields are common in 
10-Q documents for all companies. 

A typical 10-Q document has mainly three parts: (1) 
Document Entity Information (details in section 3); (2) 
Part I – financial information that includes financial 
tables and Notes, ‘Management’s Discussion and 
Analysis of Financial Condition and Results of 
Operations’, ‘Quantitative and Qualitative Disclosures 
about Market Risk’, and ‘Controls and Procedures’; (3) 
Part II, broadly speaking, includes sections on legal 
proceedings, risk factors, unregistered sales of equity 
securities and use of proceeds, exhibits, signatures, 
summary of trademarks, and index to exhibits.

Automated Financial Data Extraction – An AI Approach  

Hassan Alam, Aman Kumar, Cheryl Lee, Yuliya Tarnikova1
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UNITED STATES
SECURITIES AND EXCHANGE COMMISSION

WASHINGTON, D.C. 20549
FORM 10-Q

(MARK ONE)
     QUARTERLY REPORT PURSUANT TO SECTION 13 OR 

15(d) OF THE SECURITIES EXCHANGE ACT OF 1934.
FOR THE QUARTERLY PERIOD ENDED JULY 31, 2011

OR
        TRANSITION REPORT PURSUANT TO SECTION 13 OR 

15(d) OF THE SECURITIES EXCHANGE ACT OF 1934.
FOR THE TRANSITION PERIOD FROM             TO            

COMMISSION FILE NUMBER: xyz-12345
xyzTECHNOLOGIES, INC.

(EXACT NAME OF REGISTRANT AS SPECIFIED IN ITS 
CHARTER)

CA xy-123456
(State or other jurisdiction of (IRS employer
incorporation or organization) Identification no.)

Xyz street
SANTA CLARA, CALIFORNIA 95051

(Address of principal 
executive offices)

(Zip Code)

Registrant’s telephone number, including area code: (408) 553-
2424

(Former name, former address and former fiscal year, if 
changed since last report)

Indicate by check mark whether the registrant (1) has filed 
all reports required to be filed by section 13 or 15(d) of the 
securities exchange act of 1934 during the preceding 12 
months (or for such shorter period that the registrant was 
required to file such reports), and (2) has been subject to such 
filing requirements for the past 90 days.  Yes  No

  
PART I — FINANCIAL INFORMATION

ITEM 1. CONDENSED CONSOLIDATED FINANCIAL 
STATEMENTS (UNAUDITED)

xyz TECHNOLOGIES, INC.
CONDENSED CONSOLIDATED STATEMENT OF OPERATIONS

(in millions, except per share amounts)
(Unaudited)

Three Months Ended
July 31,

Nine Months Ended
July 31,

2011 2010 2011 2010

Net revenue:
Products $ 4,704 $ 5,127 $ 3,043 $ 4,153
Services and other 289 277 738 817

Total net revenue -,--- -,--- -,--- -,---

Costs and expenses:
Fig. 1.  Sample 10-Q document (input document)

The SEC mandates that in Year I a company is 
required to generate XBRL of their financial 
information (e.g., 10-Q); that is, their DEI, financial 
tables, and Notes with titles must be reported in the 
XBRL format in Year I.  

III. PREVIOUS WORK

A. Locate and Extract DEI

Document and Entity Information (DEI) typically 
describes the company or registrant information –
administrative, legal, and financial. The broader 
categories under DEI that need to be extracted from a 
10-Q document are: Document Type (whether the 
document is 10-Q or 10K or some other document), 
Amendment Flag (whether the document is an 
amendment or an original), Document Period End 
Date, Entity Registrant Name, Entity Central Index 
Key, Current Fiscal Year End Date, Document Fiscal 
Year Focus, Document Fiscal Period Focus, Entity 
Filer Category, Entity Common Stock, and Shares 
Outstanding. 

The SmartXBRL software identifies and locates DEI 
from this document based on keyword matching 
algorithm. In a preliminary study, we found that 
SmartXBRL’s DEI extraction yielded around 89% 
accuracy. This is an impressive performance from a 
theoretical point of view; however, for a commercial 
software application that is involved in SEC filings, 
higher accuracy is required. In order to attain that 
company-specific accuracy, the DEI fields are 
manually edited. Manual editing is detailed more fully 
in [14].

With manual modifications, the DEI extraction 
accuracy is close to 100%, as per SEC’s filing 
requirements. These manual steps complete the DEI 
page and the DEI page is now ready to be processed 
toward XBTL filing. 

B. Locate and Extract Financial Tables

SmartXBRL locates the financial tables in a 
document based on keywords and pattern matching 
methods. The typical steps of any table information 
extraction system are as follows: (1) Identify and 
differentiate a table layout from normal text, images, 
bulleted points, etc., in a document. (2) Identify the 
header lines and differentiate between a column or row 
header and the title in a table, and determine the range 
or scope of each header in a column or a row. (3) Link 
the cell content to the cell tag (header, title, etc.). In 
HTML/XML-tagged documents, tables usually link 
their markup tags or metadata (titles, column headers,
etc.) and content of a table cell together. A series of 
computations are required to retrieve and link metadata 
and the content of a cell.
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Fig. 2.  System flow chart of BCL’s earlier Table Detection 
System [10].

In its earlier related research work [10], BCL used 
heuristic-based methods for extracting table 
information by utilizing the absolute position of text 
elements in a document. This algorithm, visually 
described in Fig. 2, yielded the results in Table I. 

Table I
Results of BCL’s previous Table Detection System (Tupaj 
et. al. 1996). Here P is precision and R is recall.

Number of 
Samples

Detection of 
Tables

Detection of 
Cells

P R P R
Scientific 
Journals

100 0.930 0.924 0.970 0.916

Financial 
Tables

20 0.714 0.750 0.920 0.890

In more recent work, BCL was able to (1) isolate 
embedded tables from documents, and (2) identify 
table components such as title blocks, table entries, and 
footer blocks. The previous heuristic algorithm showed 
greater precision given scientific journals than 
financial tables. Compare this to Table II. [14]’s
algorithm shows not only general improvement of both 
precision and recall, but also dramatic improvement 
within the specific domain of financial documents.

Table II
Evaluation of BCL’s existing commercial Table Information 
Extraction system. Here P is precision and R is recall.

Number 
of 10-Q 
Samples

Detection Extraction of 
Cells/Content

P R P R
Tables 100 .93 .95 .96 .97

DEI 100 .96 .94 .89 .94

Parenthetical 100 .84 .96 .81 .85

Notes 100 .90 .93 .83 .94

Since the publication of [14], BCL has been able to 
further improve table detection results. See the 
Updated Results section. 

1) Table Detection and Segment Detection
Table detection is the first task in any table 

information extraction process. The goal is to 
differentiate and identify tables from non-tables, such 
as blocks of text, images, graphics, lists, etc., within a 
document. In our existing application, tables are 
identified by assuming that text and images are all 
represented by a bounding rectangle with sides parallel 
to page borders. 

Next, we find segments–page blocks—that are (1) 
surrounded by the white rectangles described before or 
page boundaries from all 4 sides, and (2) do not 
overlap with any of those rectangles.

The algorithms for finding a minimum set of rectangles 
that covers all white space of a page (none of which 
overlaps with objects on a page) and detecting 
segments in a document are given in [14]. 

Once we have identified a table as a table in a 
document, the next step is to identify and extract only 
those tables that represent the face financial tables -
Income Statement, Cash Flow, Balance Sheet, and 
Stockholders’ Equity. In the following section we 
describe the pattern-matching table extraction, 
architecture focusing on the four face financial tables.  

2) Table Extraction Architecture- Face Financials
The first step in table extraction is a concept search,

applied to the content of a financial document. This 
step entails searching keywords representing a concept 
within a sentence. The second step is a template 
pattern search, which searches for a complex pattern 
consisting of a few words and phrases, rather than 
searching for one word, as in the concept search. The 
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template pattern search identifies relationships between 
matched objects in the defined pattern as well as 
recognizing the concept itself. The textual information 
thus extracted is saved in an object-oriented database.

There are three major steps in extracting tables within 
SmartXBRL: (1) pre-processing; (2) pattern matching; 
(3) table template generation.

The table extraction architecture is depicted in Fig.

Fig. 3.  Table Extraction Architecture

In the pre-processing phase, semantically empty terms 
(e.g., determiners, etc.), monetary, numeric, and 
temporal expressions in the financial document are 
identified. These terms are either put into the stop word 
list or extracted and stored separately. The concept 
search module identifies concepts in a sentence. 
Concepts, such as the names of the four financial 
tables—<income statement>, <balance sheet>, <cash 
flow>, and <shareholders' equity>— identified during 
the pattern matching steps are used to select relevant 
text strings and fillers to go into a slot.

Keywords representing the same concept are grouped 
into a list and used to recognize the concept in a 
sentence. The list is written in a simple format: 
(concept-name word1 word2...).

The concept search module recognizes the concept 
when a word in the list exists in the title sentence. 
Processing text in a narrow domain - financial filings, 
results in concepts often correctly identified from the 
simple list, since keywords are usually used in a 
particular meaning of interest in that domain. In 
addition to the keyword pattern matching the table, 
extraction algorithm looks at the distance of the table 
layout from the title of the table. 

C. Generate Auto Parenthetical

Parenthetical tables are built when the line item in a 
face financial table discloses an amount in the input 
financial document. 

BCL’s SmartXBRL automatically identifies and 
extracts parenthetical information from a base financial 
table and builds a separate table for further processing 
(tagging and linking). It extracts the parenthetical 
labels based on a string matching algorithm that first 
scans the table for numeric data (numbers with units–
thousands, millions etc.). Then, label boundaries are 
identified that basically correspond to the cell 
boundary in a table. The new parenthetical table is then 
constructed based on this information–date, currency 
($, yen, etc.), units, and line items. 

D. Locate and Extract Notes

Notes are generally added to the financial documents 
to explain items on the financial statements. For 
example, companies usually group other expenses in a 
Note instead of showing the expenses individually on,
say, an income statement. For Year 1, filers’ Notes are 
expected to be tagged as ‘block’ text. In SmartXBRL, 
we locate and extract Notes and block tag the text in 
the Notes. Following is a snapshot of a Note from a 10-
Q document:

Fig. 4.  Notes sample

The identification and extraction of the Notes is done 
based on pattern-matching algorithm that also looks 
into the typological position of the notes block in the 
document. Once the notes are extracted, the title of the 
notes is tagged and the text content of the note is put in 
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a block within a tagged note title. Here is a snapshot of 
the Notes output, as given by SmartXBRL:

Fig. 5.  Output Notes (SmartXBRL)

IV. FURTHER WORK ON DETAILED NOTES

Detailed tagging of XBRL documents requires the 
following items to be located and tagged:

1. Accounting Policies
2. Notes Tables
3. Notes tables line items
4. Numerical items in the notes text

A. Accounting Policies

Accounting Policies are typically one of the Notes in 
a 10-K form. They may also occur in 10-Q forms. The 
individual accounting policies are groups of paragraphs 
(with and without tables) with a title of the significant 
policy.

The accounting policies need to be detected as a group. 
Each accounting policy needs to be tagged as such.

SmartXBRL uses a learning system to locate the 
Accounting Policy Note, extract, and tag each 
individual Accounting Policy.

Fig. 6. Accounting policies detected and tagged as groups

B. Notes Tables

Each Note may have one or more tables. These tables 
need to be individually extracted, their subject 
recognized and the table tagged. To identify and tag 
the table SmartXBRL uses a natural language-based 
learning engine which performs the following tasks:

1. Locates the descriptor paragraph above the 
table

2. Parses the first sentence in the paragraph to 
identify the label to be applied to the table

3. Uses a learning engine to determine the tag to 
identify the table

C. Detail Notes Tables Line Items

Each of the line items in a notes table is extracted as 
a possible xbrl tag. This is similar to tagging the 
financial statements and a similar algorithm is used for 
this tagging.

D. Numbers Within Notes Text

The final item that needs to be tagged is each 
instance of numeric financial items in the notes text. 
SmartXBRL tags the items with the following steps:

1. Identified each sentence in a note that includes 
a numeric value of interest. These include 
monetary items, shares amounts or durations of 
times. Some numeric values are not of interest 
to this step, such as dates.

2. The sentences containing the numeric values 
are parsed, then extracting the label and date 
associated with the numeric value. 

3. The numeric value is placed in a table with the 
date as the column header, the label as the row 
header, the numeric value as the entry, and the 
units and data type as the descriptors.
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Fig. 7. Note text numbers steps

V. UPDATED RESULTS 

SmartXBRL’s performance on identifying and 
extracting (1) face financial tables; (2) DEI; (3) 
parentheticals; and (4) financial notes from a 10-Q
document can be measured in two areas: accurate
detection of tables, DEI, parentheticals, and notes, and 
accurate extraction of their content. For evaluations, 
we use standard recall and precision measurements to 
evaluate our system.  Precision (P) measures the degree 
of correct identification, and recall (R) measures the 
degree of correct identification with respect to the total 
number of elements. Table III gives the R&P 
measurements for SmartXBRL identification and 
extraction system.

Table III
Evaluation of BCL’s existing commercial Table Information 
Extraction system. Here P is precision and R is recall.

Number 
of 10-Q 
Samples

Detection Extraction of 
Cells/Content

P R P R
Tables 150 .96 .95 .96 .97
DEI 150 .97 .95 .93 .96
Parenthetical 150 .83 .96 .78 .87
Notes 150 .93 .95 .86 .95

Accuracy for Parenthetical has decreased given input 
files that have more complicated parenthetical text to 
extract. We will continue to work on refining our 
Parenthetical extraction algorithm to increase the 
accuracy.

BCL has done a number of detail tagged filing during 
the 2012 fiscal year. Based on its tests with actual data, 
it achieved the following levels of accuracy.

Table IV
Results of BCL’s detail tagging.
Item Item Type Action Accuracy
Accounting 
Policy Note

Full 
Accounting 
Note

Detection 
and 
Extraction

90%+

Individual 
Policy

Detection 
and 
Extraction

90%

Individual 
Policy

Tagging 75%

Notes Table Individual 
Table

Detection 
and 
Extraction

95%

Table Label Detection 
and 
Extraction

75%

Individual 
Table

Tagging 76%

Detail Notes Labels Tagging 70-90%
Text Notes Numeric 

Values
Detection 
and 
Extraction

95%

Date Detection 
and 
Extraction

95%

Labels Detection 
and 
Extraction

75%

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have elaborated on the process of 
extracting and tagging detailed Notes, in addition to 
providing updated results. We follow keyword based 
pattern matching methods to extract tables, DEI, 
parentheticals and notes. Once these items are 
extracted, the labels and numbers in these items are 
tagged based on standard XBRL tags. 

Since last publication, we have fine-tuned our 
algorithm to increase the accuracy of Parenthetical 
tables, both for detection and extraction of the content. 

806 Int'l Conf. Artificial Intelligence |  ICAI'13  |



For detailed tagging, we have developed Natural 
Language Processing methods to do detail tagging of 
Notes items and tables. 

In the future we will try to work on improving the 
accuracy for both Parenthetical tables and Notes. In 
addition, we will extend the extraction methods to 
other financial documents such as 10K, 6K, 8K, etc.
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Abstract - Current visualizations of logical representation 

and reasoning do not provide completeness or clarity of the 

basic static and dynamic features, creating a conceptual gap 

that sometimes causes misinterpretation. This paper 

introduces an alternative methodology that produces a 

conceptual picture on which constraints, rules, 

synchronization, and logical control can be superimposed. 

Several examples are given to demonstrate the capabilities of 

the method. 

Keywords: artificial intelligence; diagrams; logic 

representation and reasoning; conceptual model  

 

1 Introduction 

  Euler circles, Venn diagrams, and Peirce’s existential 

graphs [5] are some of the available diagrammatic tools 

designed to facilitate logic understanding, argumentation, and 

reasoning. These diagrams are hardly used anymore in current 

formal languages and rules of logic representation systems 

[4][7]; nevertheless, “there is no principal distinction between 

inference formalisms that use text and those that use diagrams. 

One can have rigorous, logically sound (and complete) formal 

systems based on diagrams” [3, p. 214]. Recently, in the area 

of computer science, especially in artificial intelligence, 

research into diagrams as representational systems (e.g., UML 

[6]) has been increasing. Diagrams can also be used to 

facilitate logical reasoning. 

Logical reasoning with diagrams is often carried out in 

virtue of their depiction of all possible models of a 

situation, ... A single diagram is often an abstraction over a 

class of situations, and once a suitable diagram has been 

constructed, inferences can simply be read off the 

representation without any further manipulation. [7] 

This paper proposes a new kind of flow-based 

diagrammatic representation of logic formulas based on a 

flow-based modeling methodology used in software 

engineering. Current diagrammatic representations, e.g., Venn 

diagrams, lack certain dynamic features in a way that does not 

integrate structure with movement of truth values.  
Advantages of this flow-based approach include the following:  

  - An explicit depiction that is represented only implicitly 

in logical formulas from which it must be inferred, 

sometimes causing misinterpretation. 

- A better understanding of the reasoning process, 

especially in a human/computer interaction environment 

- A mechanism to formalize diagrammatic reasoning [3] 

through explicit description of operations and relations 

among objects in the diagram. 

The approach utilized in the paper, called the Flowthing 

Model (FM), will be briefly described in the next section. 

2 Flowthing Model 

 Flow models have been used in several applications 

(e.g., [8-14]). A flow model is a uniform method for 

representing things that “flow,” i.e., things that are created, 

processed, released, transferred, and received. “Things that 

flow” include information, materials (e.g., goods), and money. 

They flow in spheres, i.e., their environments. A sphere is 

different from a set in the sense that a set is a static structure, 

whereas a sphere includes flowthings (current members) at 

different stages in a progression and possible directions (lines) 

of movement from one stage to another, or movement from/to 

the spheres of the flowthings. A sphere may have subspheres. 

An FM representation is a depiction of the structure of a 

scheme resembling a road map of components and conceptual 

flow. A component comprises spheres (e.g., those of a 

company, a robot, a human, an assembly line, a station) that 

enclose or intersect with other spheres (e.g., the sphere of a 

house contains rooms which in turn include walls, ceilings). 

Or, a sphere embeds flows (called flowsystems; e.g., walls 

encompass pipes of water flow and wires of electrical flow).  

Things that flow in a flowsystem are referred to as 

flowthings. The life cycle of a flowthing is defined in terms of 

six mutually exclusive stages: creation, process, arrival, 

acceptance, release, and transfer. 

Fig. 1 shows a flowsystem with its stages, where it is 

assumed that no released flowthing flows back to previous 

stages. The reflexive arrow in the figure indicates flow to the 

Transfer stage of another flowsystem. For simplicity’s sake, 

the stages Arrive and Accept can be combined and termed 

Receive. 

 

 

 

 

 

 

 

 

 

 

 

   

    

Fig. 1. Flowsystem 
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The stages of the life cycle of a flowthing are mutually 

exclusive (i.e., a flowthing can be in one and only one stage at 

a time). All other states or conditions of flowthings are not 

generic stages. For example, we can have stored created 

flowthings, stored processed flowthings, stored received 

flowthings, etc.; thus stored is not a generic stage. In contrast, 

there are no such stages as, e.g., created-processed, received-

transferred, or processed-received stages. Flowthings can be 

released but not transferred (e.g., the channel is down), or 

arrived but not accepted (wrong destination), … 

In addition to flows, triggering is a transformation 

(denoted by a dashed arrow) from one flow to another, e.g., a 

flow of electricity triggers a flow of air. 

 

3 Applying FM 

A first-order formula such as p(x) indicates a sphere with 

two types of flowthings: x, and Truth/False values. Thus, p(x) 

can be conceptualized as a sphere p formed from two 

subsystems (Body (symbolic expression), and Truth), as 

shown in Fig. 2. When the logical expression is clear, only the 

truth/false value of the expression is diagrammed. 

 

 

 

 

 

 

4 Sample Applications 

Valid inference is usually specified as p→q (material 

implication), which includes p, q, and the implication symbol 

→ as a connection between p and q. In this case, true p must 

imply (logic) true q. False p can imply (logic) true or false q.  

Many conceptualizations have been presented that view 

logical reasoning in ways different from the classical symbolic 

representation. For example, the so-called proofs-as-programs 

views a direct relationship between computer programs and 

proofs; and proof-system models of computation are 

considered structurally the same kind of objects [2]. In such 

an approach, p→q is a function in a program that takes in 

argument p and returns q. 

The semantic difficulty with the notion of implication is 

well known. For example, correlation differs from causation, 

and confusing them leads to logical fallacies. From the FM 

point of view, a forward arrow → is misleading, because the 

flow of truth values can occur in both directions. A true value 

of p flows, and may be processed, to reach q, while an 

assignment of truth value to q flows (can be thought as 

backward flow), to reach p; that is, true in p results in true in 

q, and false in q results in false in p, or ¬q→¬p. Thus, the 

problem with the functional structure of the implication in 

proofs-as-programs, e.g., p(q), is that it is possible that q is 

given and p is the argument. FM presents an alternative 

representation. 

Consider the implication p→q. Fig. 3 shows its 

corresponding FM representation. Only the truth value 

flowsystem is shown. Thus, p either is assigned truth value 

(circle 1) or receives it from a previous deduction step (2). In 

either case the value flows to the implication flowsystem → 

(3), where it is processed (4) to trigger (5) generating a truth 

value in → (6) that flows to q (7) 

The conceptual flow process in this view is 

approximately analogous to the physical flow of a liquid, as 

illustrated in Fig. 4. The truth table stands for the mixer 

buttons that generate the output according to certain 

selections. Fig. 5 shows the FM representation of p↔q.  
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↔ 
Process (according       

to truth table) 

Transfer 

Create 
        

Release 

Create 

p 

Receive Release 

Transfer 
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Hoffmann [1] gives the following deductively valid 

argument: If Paul is a being, then Paul is responsible for what 

he did. “It is possible to transform any argument into a 

deductively valid argument simply by introducing a fitting 

additional premise like the “if-then” statement”  [1]. This can 

be modeled as shown in Fig. 6.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The figure illustrates what we previously called the body 

of the expression of p(x) along with a flowthing x. Thus, Paul 

flows into the spheres of is a rational being (circle 1) and is 

responsible for what he did (circle 2). The two predicates are 

connected with implication: 

 

is a rational being (Paul)→is responsible for what he 

did(Paul) 

The implication is conceptualized as: when the first 

predicate receives (assigned Paul), Paul flows to the second 

one. Simultaneously, if  is a rational being (Paul) is given the 

truth value, say true (3), then this value flows to the sphere 

(upper box) of the implication (4) to be processed using the 

truth table (5). This processing triggers creation of (6) the 

corresponding truth value that flows to the second predicate 

(7), thus assuming the material implications, true→true, and  

false→true or false,  where in the second case two flowthings 

true and false are generated to flow to is responsible for what 

he did(Paul). This reminds us of the notion of firing in Petri 

nets, where movement of tokens to a place is generated. 

Accordingly, in case the first predicate is false, the second has 

two flowthings, true and false. If we take a snapshot of the 

second predicate, we find its truth value set is true and false. 

 To maintain consistency in the second predicate, it is 

possible to add a Process stage that outputs one flow value at 

a time: 

 

is a rational being (Paul) IS FALSE→ 

is responsible for what he did(Paul) IS TRUE 

 

is a rational being (Paul) IS FALSE→ 

is responsible for what he did(Paul) IS FALSE 

 

The FM representation presents a complete picture, in an 

anology of a city, of the buildings, streets, and streams of 

traffic flow. Constraints, rules, synchronization, and logical 

control can superimposed on such a map. Current 

visualization processes do not provide this completeness and 

clarity of representation of the basic static and dynamic 

features of the reasoning process. 

As a third example, consider a simple exercise of proving 

that ¬r from: 

1. p → ¬q  

2. r → q 

3. ¬p 

Fig. 7 shows the corresponding FM representation, where the 

two implications in (1) and (2) intersect in q. Starting with p 

being true (circle A in the figure), then applying the 

implication (1) (circle B), the true value flows to negation 

(circle C) to be received in q as false (D). That is, if p is true, 

then q is false. 

Now, q is at the intersection of the two implications (1) 

and (2), and since q has received the value false, then by 

backward flow (E to F), r must be false; otherwise a 

contradiction is created. In this consistent system where a 

process (G) confirms that q is true by implication (1) and is 

true by implication (2), accordingly a false value of q is 

created (H) that completes the circle as it flows through 

implication (2) (circle I) to r (J) to end in the negation of r to 

be processed as ¬r is true, i.e., if r is false, then ¬r is true. 

On the other hand, if p is false, then q (through the 

negation in implication 1) can be false or true (material 

implication). Thus, by backward flow in implication (2), r can 

be true or false, and ¬r can be true or false according to the 

value of r. 

The same diagram also describes all involved flows if 

they are explicitly specified. For example, we verify that ¬r 

cannot be false in the given system, so we assume that and 

derive a contradiction. 

This is accomplished by explicitly adding relevant flows, 

as shown in Fig. 8, which shows the part of Fig. 7 that 

includes the newly added flows. In the figure, ¬r is false is 

created (circle L), the false value flows to r (M), where it is 

processed to create a true value of r (N). The value of r then 

flows by the second implication to q. By the backward flow in 

p → ¬q, false ¬q is processed to derive p is false, which 

contradicts (3). 

 

5 Conclusions 

 The flow-based logical representation and reasoning 

introduced in this paper is worth further investigation because 

it is unique for its detailed visual depiction of logical 

structure. Potential applications include using it for 

understanding and analysis in studying logic. 
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Abstract -  This paper proposes to control the speed of the 

permanent magnet (PM) DC motor drive using fuzzy logic 

control (FLC) based on Matlab simulation environment. The 

proposed speed controller is developed based on fuzzy logic, 

to minimize maximum overshoot and steady state error. A 

comparison study and analysis of proposed fuzzy logic control 

to classical PID control system applied to PM DC motor is 

presented. The entire system is modeled and simulated using 

the matlab simulink tool box. The detailed simulation results 

confirm the better reduction in maximum overshoot and steady 

state error by the proposed FLC than the classical PID 

controller. 

 

Keywords: DC drive, fuzzy logic controller, speed control, 

PID. 

 

1. Introduction 

DC motor provides easy controllability and high 

performance, due to its speed can be varied within wide 

boundaries. DC drive has vast applications such as electric 

traction, electric cranes and robotic where manipulation of 

speed controller is required to perform their tasks [4]. In 

general, the control of systems is difficult and mathematically 

tedious due to their high nonlinearity properties. This leads to 

the need of more efforts to obtain more exact mathematical 

model of the plan to be controller and not simple mathematical 

operations. Fuzzy logic controller has proven effective for 

complex, non-linear and imprecisely defined processes for 

which standard model based control techniques are impractical 

or impossible [10 - 12]. The FLC is indeed capable of 

providing the accuracy required by high performance drive 

system without need of mathematical model. FLC offers 

simple, quicker and more reliable solution because they are 

viewed in form of set theory [2]. It also accommodates 

nonlinearity without utilization of mathematical model. The 

most important features of FLC is, its simplicity and less 

intensive mathematical design requirements. The speed of the 

DC motor is normally controlled by varying armature voltage 

or flux. In armature controlled dc motor the desired speed is 

obtained by varying armature voltage. However, the 

conventional proportional integral derivative(PID) controller 

has difficulty in dealing with dynamic speed tracking due to 

parameter variations, and load disturbances. Hence these 

controllers show high performance only for one unique act 

point and also it has high starting overshoot, sensitivity to 

controller gains and sluggish response due to sudden change in 

load. The FLC provides a systematic way to incorporate the 

human intelligence in the controller without knowing the 

mathematical model of the system. The stability of the system 

and wide range of operating speed are achieved through fuzzy 

logic controller. When the optimum membership functions are 

chosen for input and output of the FLC then it works with self-

turing capability and its stability depends upon rule base.  

 

 
 

Fig. 1. Matlab/simulink model of DC motor 

 

In this paper, the speed response of DC motor exposed to 

variable armature voltage is designed based on fuzzy logic 

controller. The DC motor is operated for a required reference 

speed under loaded operating condition. Then, to make 

performance comparison of proposed model, the speed of the 

system is compared with classical PID system. The proposed 

system provides low maximum overshot and steady state 

error. Numerical simulations confirm the accuracy of the 

propose model. 

 

2. DC motor models 
A linear model of permanent magnet (PM) DC motor can 

be represented by their mechanical equation and electrical 

equation as follows [1]. 

 

ebRaIa
dt

dIa
LaVa               (1) 
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                   (2) 

where Va is the applied armature input voltage, eb = Kbωm is 

the back electro-motive-force (EMF) voltage, Ia is the 

armature current TL is the load torque and ωm is the rotor 

angular speed. The dynamic model of the system is formed 

using these differential equations and Matlab simulink blocks 

as shown in figure 1. The armature reactions effects are 

neglected since the motor used has either inter-poles or 

compensating winding.  

 

 
 

Fig. 2. Fuzzy Logic Controller 

 

3. Fuzzy Logic Controller 

 
3.1. Description 
Fuzzy logic controller contains four main parts, out of 

which two perform transformations. They are fuzzifier 

(transformation 1), knowledge base, Inference engine and 

defuzzifier (transformation 2). Fuzzification measure the 

values of input variable and converts them into suitable 

linguistic values. Knowledge base consist a database and 

provides necessary definitions, which are used to define 

linguistic control rules. This rule base characterized the 

control goals and control policy of the domain experts by 

means of a set of linguistic control rules. Decisionmaking 

logic or inference mechanism is main part of fuzzy controller. 

It has the capability of simulating human decision making 

based on fuzzy concepts and of inferring fuzzy control actions 

employing fuzzy implication and the rules of inference in 

fuzzy logic. Defuzzification is a scale mapping, which 

converts the range of values of output variables into 

corresponding universe of discourse and also yields a non-

fuzzy control action from an inferred fuzzy control action. 

This transformation is performed by membership function 

(MF). There are number of MF and their shapes are initially 

defined by the user. 

 

3.2. Input and Output Membership Functions 

of FLC 
The triangular MFs are selected for both input and output 

variable. There are five MFs for input variable e and two MFs 

for input variable ce, whereas there are five MFs for output 

variable. Depending upon the input variable values, the output 

variable value is to be decided from the encoded in the rules as 

shown in figure 3. Fuzzy inference consist of two processing 

methods namely, Mamdani’s method and Sugeno or Takagi-

Sugeno-Kang method to calculate fuzzy output [9]. Out of it 

Mamdani is more suitable for DC machine and induction 

machine control. The fuzzy output from the fuzzy inference is 

process through defuzzification to get the crisp value. 

 
 

Fig. 3. Fuzzy rules for speed control 

 

The final output torque is then calculated as the average 

of the individual centroid, weighted by their height (degree of 

membership). The FLC output torque is applied to the PWM. 

The PWM controls the DC motor to the desired speed. 

 

 
 

Fig. 4. Surface of the rule 
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3.3. Design of FLC 
The controller observes the speed error signal e(t) and 

corresponding updates the controller output so that the actual 

motor speed y(t) matches the reference set speed r(t). There 

are two input signals to the fuzzy controller, one is the error 

e(t) that is the difference of set speed r(t) and actual speed y(t), 

and the other is the derivative of error ce(t). 

 

In a discrete system, de(t)/dt = Δe(t)/Δt = ce(t)/Ts, where 

ce(t) = Δe(t) in the sampling time Ts. With constant Ts, ce(t) 

is proportional to de(t)/dt. 

 

 
 

Fig. 5. FLC simulink model 

 

4. PID controller 
Convention PID controller system in paper [5] is used to 

compute the control signal to the PM DC motor for tracking 

the reference speed as shown in the figure 6. The Proportional-

Integral-Derivative (PID) controller used is 

dt

tde
KdtteKtKpetC DI

)(
)()()(    

 

where KP is the proportional gain, KI is the integral gain, and 

KD is the derivative gain. 

 

 

 
 

Fig. 6. PID simulink model 

 

5. Simulation Results 
To validate the control strategies as explain above, 

digital simulation were carried out on the PM DC motor model 

by their governing equations and simulated using 

Matlab/Simulink. The parameters in the DC motor used are 

listed in the table 1. A comparative study is carried out to 

investigate the accuracy of the proposed FLC controller to the 

classical PID controller by introducing the disturbance in the 

reference set speed. The disturbance Fig. 7. Comparison of 

system responses for no load using FLC and PID Controllers 

is apply of few seconds at each stage and the result were 

studied. 

 

 
 

Fig. 7. Comparison of system responses for no load using FLC  

            and PID controllers 

 

From the figure we can observe that the system with FLC 

controller correctly follows the reference signal. 

 

TABLE I 

DC MOTOR PARAMETER 

Parameter Values 

Armature resistance (Ra) 2 Ω 

Armature inductance (La) 0.05 mH 

Moment of inertia (Jm) 1.98 Kg m2 

Damping co-efficient (Bm) 0.01 Nm-s/rad 

Torque constant (Kt=Km φ) 14.7 Nm/Amp 

Back EMF constant (K=Kb φ) 14.7 V-sec /rad 
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Fig. 8. Comparison of system responses for load impact using 

FLC and PID controllers 
 

 
 

Fig. 9. Comparison of system responses for load impact using 

FLC and PID controllers zoomed 
 

 
 

Fig. 10.Comparison of system responses for disturbance in the 

control signal using FLC and PID controllers 
 

 
Fig. 11. Comparison of system responses for the continuous 

disturbance in the control signal using FLC and PID 

controllers 

 

6. Conclusion 
PM DC motor speed control has been performed in 

Matlab simulink environment. DC motor speed has been 

controlled with classical PID controller and Fuzzy logic 

controller (FLC). From the simulation result, it is observed 

that FLC has clearly better performance for providing Tr (rise 

time), ess (steady state error) and percentage maximum 

overshoot (Mp) criteria in comparison with PID controller. 

FLC also has more sensitive responses against load 

disturbances in according to classical PID controller. 
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   Abstract  The aim of this paper is to present the problems 

involved in the control of voltage on the low voltage side of 

distribution transformers. As proposed for the dealings of this 

problem is made the presentation of an architecture for the 

intelligent automatic control of voltage. The goal with this 

design is to provide grants to set up a system for regulating the 

voltage on the low side which is technically and economically 

feasible to be deployed where conventional solutions, with the 

inclusion of line regulators, are not. 

 

  Key-words  Voltage regulation, power quality, electricity 
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I. INTRODUCTION 

 

Voltage regulation in the context of low voltage power 

distribution is an open problem given that existing solutions 

to keep the voltage within predefined parameters are often 

less than optimal as possible. In addition, there is the need for 

constant refinement on the basis of the regulatory aspects of 

the Brazilian electricity sector. Thus, it is in this context that 

we observe a search for alternatives to make the control 

voltage is able to meet the following requirements: 

a) Maintaining voltage within the range considered 

adequate; 

b) Be technically and economically feasible; 

c) Do not degrade the quality indices of the supply of 

electricity in the distribution system in which it 

operates. 

Based on conventional approaches to regulating voltage 

employed in the distribution system, the aspects quoted above 

can not be fully met. For conventional approach is cited 

voltage control for switching transformers tap's and voltage 

regulators line. Both alternatives perform tension control of 

the mediun voltage. 

Thus, in that paper will be made a statistical analysis of 

actual data measurement in order to define a complementary 

approach to conventional techniques in order to overcome 

Therefore, this paper is organized having in Section II a brief 

summary of techniques reported in the technical literature 

and could consubstantiate the formulation of a proposal with 

the desired characteristics. In Section III regulatory issues 

regarding voltage power supply in Brazil are highlighted. 

Section IV presents the results obtained with the statistical 

processing of actual data and, finally, in Section V 

conclusions and alternatives for better voltage regulation of 

distribution systems are the subject of. 

II. NON-CONVENTIONAL APPROACHES FOR REGULATING 

VOLTAGE DISTRIBUTION SYSTEMS 

Few tools are proposed technical and scientific literature 

dealing with the subject of the voltage regulation in the low 

voltage distribution systems. However, the consensus is the 

need to seek increasingly innovative techniques to solve the 

problem. Guided by this aspect of this section is conducted. 

Conventional methods of voltage regulation follow 

routines empirically tested and do not take into account the 

dynamics of the network load as pointed out in [1]. The 

increasing integration of distributed generation, just to cite 

one example, makes the dynamics of the system, and 

consequently, its tension, is difficult to estimate. Thus, in [1] 

is used the method of Monte Carlo simulation to estimate the 

levels of regulation of secondary distribution networks, 

considering the strong presence of distributed generation. 

This tool is used for statistical processing of information and 

is subject to combinatorial explosion when the search space is 

very large. Thus, the adoption of this type of tool in large 

system, such as the Brazilian electric system, has an 

important deterrent. 

Many studies consider distributed generation, connected 

directly to the secondary network as a tool to assist in voltage 

control. On the other hand, the presence of generators can 

compromise the voltage control, especially in conditions 

where such devices do not operate with constant power factor 

or reactive power flow constant [2]. In [3] considers the 

impact of distributed generation photovoltaic cells as the 

quality aspects of the electric power supply. 

Thus, it has been distributed generation to an important 

aspect of the regulatory voltage networks not only primary 
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but also secondary ones, mainly due to the penetration of 

such generators. However, it has regulatory terms of the 

Brazilian electric utilities have to rely on alternative suitable 

for this task and not rely on disparate sources. 

In [4] this issue is reinforced, because it shows that the 

greatest difficulties involving the regulation voltage in 

secondary distribution networks with presence of distributed 

generation are given to the fact of the extreme difficulty in 

estimating the transgressions in voltage limits observed by 

customers mainly due to the absence of meters. 

Often, the improvement in voltage regulation of the 

secondary distribution is achieved through actions in primary 

network, as is the case of [5, 6] using intelligent tools. 

Among the research lines of equipment to improve the 

voltage profile in the secondary networks can highlight the 

application of inverters connected to the distribution network, 

as is the case of the proposal presented in [7, 8], where the 

authors used this device as an active power filter, minimizing 

the zero sequence currents caused by the imbalance of the 

network. 

They are also used in order to improve the quality of 

distributed energy consumers the static synchronous 

compensators or STATCOM. In [9] the authors present a 

proposal of a STATCOM for distribution that provided good 

results for the regulation of the secondary network, however 

this proposal is financially costly due to the power electronics 

needed to operate the device. 

In [10] has a proposal that uses the concept of AC-AC 

converters that act directly on the secondary distribution 

network, but only monitor the regulatory limits superior and 

inferior, not optimally exploiting the range of operation 

voltage. 

III. REGULATORY ISSUES RELATED TO VOLTAGE ELECTRIC 

POWER SUPPLY 

In the ANEEL Distribution Procedures, more specifically 

in Module 8 are defined the classification criteria the supply 

voltage. In Fig 1 is present a summary of that classification to 

the systems with a nominal voltage of 127 V/220 V 

 

 

Fig. 1 – Operating ranges for nominal voltage of 127/220 V. 

 From Figure 1 it can be seen that the range considered 

suitable for 127 V varies between 116 V and 133 V to 220 V 

and the corresponding ranges between 201 V and 231 V. 

Outside the range considered adequate, the concessionaire 

shall be monitored in time of transgression, both critical 

voltage, and for precarious voltage. 

Considering the individual indicators for voltage is 

precarious DRP is the index of relative duration of 

transgression to precarious voltage, defined as in (1). Already 

the DRC is the index of relative duration of transgression for 

critical voltage, defined in (2). 

 100[%]
1008

nlp
DRP    (1) 

 100[%]
1008

nlc
DRC    (2) 

where nlp is the number of readings in the range of 

precarious voltage and nlc is the number of readings of 

voltage for the voltage rangecritical. The transgressions are 

so clearly subject to review in accordance with the temporal 

ranges transgressed. 

The value of the Relative Maximum Duration of 

Transgression Precarious Voltage - DRPM is set at 3.0%. The 

value of the Relative Maximum Duration of Transgression 

Critical Voltage - DRCM is set at 0.5%. 

If voltage measurements for complaint and or sample, 

indicating the amount of DRP DRPM higher than 3%, the 

distributor should take action to regularize voltage service, 

within 90 days. 

If voltage measurements for complaint and or sample, 

indicating the amount of DRC higher than 0.5% of the 

DRCM, the distribution company should take action to 

regularize voltage service, within 15 days. 

Have elapsed the normal deadline for regularization of 

non-compliance, not been regularized voltage levels in 

existing deadlines, the distributor must compensate the 

consumer units that have been subjected to voltages service 

with transgression of indicators DRP or DRC and those 

served by the same point connection. 

Due to the existing legislation be quite detailed in terms 

of costs to the dealership if transgressions will be possible to 

establish criteria that quantify the costs for installation of 

transformers with intelligent regulation voltage range. 

IV. STATISTICAL ANALYSIS OF VOLTAGE DATA  

A 8334 records were analyzed for low voltage consumers. 

The analysis covered the period from 2007 to 2012. These 

records were analyzed, minimum, and maximum values as a 

function of the mass of data, a statistical approach was 

adopted. Figure 2 presents a simplified schematic are 

represented as a low voltage consumers, as well as the origin 

of the measurements. 

Figure 3 shows that 40% of the measurements were below 

the minimum voltage of 116V, and 20% of the maximum 

voltage measurements was above 133V. This result shows 

how the alternative voltage regulation at low voltage has 

broadly applicable across the industry distribution. Moreover, 

not only the problem of undervoltage be attacked but also has 

the possibility of addressing voltages. 
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109 V

140 V

Critical

Precarious

Adequate

Adequate

Precarious

Critical

231 V

220 V

201 V

189 V

233 V

Voltage range to be 

observed in customers
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Another review is available in Figure 4, showed that 0.4% 

of consumers are permanently under voltage, while 0.3% of 

consumers are in permanent overvoltages. 

 

Fig. 2 – Simplified diagram depicting the origin of measurements. 

 

Fig. 3 – Cumulative probability density function. 

 

Fig. 4 – Evaluation summary of measurement campaigns. 

Analyzes were also carried out measurements on 

distribution transformers with reactive compensation at 

low voltage. The rated power of the transformer rated 

power and reactive compensation were as follows: 

a) 75 kVA + 15 kvar 

b) 45 kVA + 7.5 kvar 

c) 45 kVA + 0 kvar 

The results may be given in Figures 5 through 9. 

 

Fig. 5 – Voltage versus current – 75 kVA + 15 kvar. 

 

 

Fig. 6 – Voltage versus current 45 kVA + 7.5 kvar. 

 

 

Fig. 7 – Voltage versus current 45 kVA + 0 kvar. 

 

From Figure 9 we can see that for each 1% change in 

secondary voltage distribution transformer can have 7% of 

the minimum voltage, 4% of the average voltage and 3% of 

the maximum voltage. 
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Fig. 8 – Voltage versus current for 3 distributions transformes. 

 

Fig. 9 – Consumers voltage versus distribution transformer 

voltage. 

 

V. CONCLUSIONS 

In the results presented in that paper is possible to 

contemplate that only a minority of consumers is constantly 

undervoltage or overvoltage constant. Consumers who own 

transgression in supply voltage are not in this condition 100% 

of the time. 

This observation allows us to affirm that the alternative 

solution for these conditions transgression requires 

monitoring and active control voltage. 

Further, it is possible to check by means of Figure 6 to Figure 

8 the voltage at the point of common coupling varies, among 

other quantities, depending on the load current. Thus, an 

approach to better control voltage range must make use of 

information not only tension but also current. Thus it will be 

possible to have an estimate of the parametric distribution 

system in the direction of the source, as well as making a 

compensation of voltage drop in the PAC. 

Finally, based on the results provided by Figure 9 can make 

an estimate of the voltage at the load as a function of the 

voltage on the low voltage distribution transformer. 
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Abstract - Global emissions of carbon dioxide the main 

cause of  greenhouse effects and, as consequence, global 

warming, endanger the lives of all living species on the 

planet. Thus, it becomes essential to adopt measures to 

reduce carbon emissions, aiming to environmental 

sustainability and also the development of efficient 

methods for quantifying the flow of carbon into the 

atmosphere. Therefore, this paper presents an intelligent 

system to quantify emissions and carbon sequestration in 

reforestation areas, medium and long term. The 

proposed system consists of a combination fuzzy-ART 

neural network architecture and a multilayer 

feedforward training based on the backpropagation 

algorithm. Aiming to test the proposed system, we 

present an application in an area located in a reforested 

area in the Amazon region of Mato Grosso-Brazil, on a 

farm with land area of approximately 8939 hectare. 

Keywords: Estimation of Carbon; Neural Networks; 

Reforestation Area.  

 

1 Introduction 

 Over the last years, the increase of the emissions 

and concentrations of carbon dioxide (CO2) in the 

atmosphere, due to uncontrolled deforestation, changes 

in land use and fossil-fuel burning, have contributed to 

the increase of the greenhouse gases and, consequently 

of global warming, fostering climatic changes that 

threaten life on the planet. 

Among the actions to reduce the emission of 

pollutant gases or Greenhouse Gases (GEE) lies the 

maintanence of the native forest, the reforestation of the 

deforested areas or planting of trees in other areas. In 

order to obtain satisfactory results and economic and 

environmental benefits associated with the mitigation of 

these gases and, thus, alleviating the global heating 

phenomenon, it is necessary to effectively use the 

potential of the rainforests, as carbon sinks, for the 

reduction of the GEE [1]] [2].   

In this context, it is of great relevance, for the 

sustainability of the planet and its species, that the flow 

resulting from the emission and capture of CO2 from the 

atmosphere, in forest areas, native or reforested, to be 

methodologically measured and with a significant 

degree of reliability. This enables to predict even future 

behavior, inferring on the amount of carbon absorbed  by 

the area analyzed. 

Taking into account that the ecological data and 

the variables involved in the processes of emission and 

CO2 sequestration (the gases changes) are complex and 

non-linear, and also, the variability of their most 

relevant parameters such as trees of different species and 

ages and, for instance, with distinct growth indexes, type 

of soil, ambient temperature, luminosity and so many 

other characteristics and information that influence the 

variation in levels of exchange of CO2, using artificial 

intelligence techniques [3], such as the Artificial Neural 

Networks (RNAs) [4], is a feasible alternative to tackle 

situations of non-linearity, complexity and variability. 

Since the RNAs are computational tools inspired in the 

behavior of the biologial model of the human brain, they 

process the information and learn through experiences 

and, thus have considerable capacity of generalization. 

This characteristic allows for the development of 

systems capable of dealing with imperfect, absent or 

noisy data, and still be able to maintain the expected 

result. 

Among the scientific publications on technologies 

and methods for analysis and quantification of the flow 

of  carbon and of relevance to the purpose of this study, 

is the modelling method of photosysnthesis at the level 

of the jatobá (Hymenae Courbaril) leaf [5], using the 

feedforward neural networks with the retropropagation 

training technique, or simply, backpropagation (BP) 

neural network [6], considered to be the precursor work 

in this area of study. Recently, the relationship between 

the Carbon Flux (FC) and environmental factors was 

analyzed [7], using a predictive model based on the 

Wavelet network [8] and, later, the model was compared 

to the BP neural network and the support vector 

machine (SVM) [4], taking into account the network 

structure, the accuracy and the convergence rate. 

This paper presents an intelligent system able to 

carry out the prediction of the carbon flux in the medium 

and long-term in reforestation areas reliably inferring 

what the actual situation is in a certain area analyzed. 
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This system, of prediction and quantification of carbon 

was developed using one of the artificial intelligence 

techniques, the RNAs and, more especifically, a 

combination formed by a neural network of the ART 

(Adaptive Resonance Theory) family [9] [10], the Fuzzy-

ART [11] and a multilayer feedforward neural network 

with training performed  through the use of 

retropropagation algorithm [6] [12] (which in this 

article, for convenience, will be referred to as BP Neural 

Network. The final intelligent system is designated 

“Fuzzy-ART-BP” Neural Network. Taking into 

consideration the proposed experiment, this system 

shows a satisfactory performance (accuracy and low 

computational cost) as an interesting alternative method 

of prediction of the carbon flux in reforested areas. 

The vectors, in this paper, are represented by line 

rather than column notation as commonly adopted in the 

specialized literature. This is the most apropriate way 

when neural networks ART-gradient descent are used. 

This article is structured in the following way: in 

Section 2 the definition of the area of study and the 

construction of the database are described. The 

development of the system is presented in Section 3. The 

concepts of the training algorithm BP and of the Fuzzy-

ART neural network are briefly and respectively 

discussed in sections 4 and 5. In Section 6 the 

implementation of the system is described, the results 

and the analyses of the tests are presented. Finalizing, 

the most relevant conclusions are presented in Section 7. 

2 Solution Proposed for the  

Prediction of the Carbon flux 

2.1 Definition of the Study Area 

 The problem to be discussed in this article refers to 

the prediction of the amount of emissions and carbon 

sequestration, in reforestation areas medium and long 

term of a farm located in the Mato-Grossense Amazon, 

with a territorial extension of nearly 8939 hectare. In 

that site, for the analysis of carbon, there are areas of 

native forest, reforestation and an area of the Private 

Reserve of the Natural Heritage - RPPN (Fig. 1). 

maximum allowed number of pages is seven for Regular 

Research Papers (RRP) and Regular Research Reports 

(RRR); four for Short Research Papers (SRP); and two 

for Posters (PST). 

The interest for this application are the data 

collected in the reforestation area, through the field 

forest inventory, which is a document that registers the 

history of the development of each species, since the date 

they were planted. For replantion of the deforested area 

2 million trees were used, being 49 native species and 2 

considered to be exotic, the Teak and the Jambul 

(Syzygium cumini). The reforested area was divided into 

small sites of plantation called stands (Fig. 2). These 

stands are numbered in order to make their 

identification, localization and control of the crop 

development easy. In some stands trees of only one 

species are planted, in others several species are planted, 

known as consortium. These data are relevant for the 

prediction of the amount of carbon in a certain area  

and/or specific plot or also for the global amount of 

carbon of the reforested area. 

 

Fig. 1. Heterogeneous areas of the farm. 

 

 

Fig. 2.  Localization and numbering of the stands in the 

reforested. 

2.2 Creating the Database  

 The amount of carbon in the arboreal area in the 

reforestation area, described previously, will be predicted 

by taking into account the time invariant data 

(parameters of identification of problem: tree species, 

stand number, etc.) and data whose values will vary as 

reforestation increases, that is, as the trees grow.  

The database consists of information drawn from 

the field inventory of each stand, from 2003 to 2010. 

The time invariant data, that make up the database are: 

number of the stand, identification of the tree, species or 

common name, characteristics of the soil (phosphorous, 

pH, texture, amount of aluminium), distance between the 

stand and the riparian vegetation, spacing among the 

trees and quantity of species per stand. The time variant 

characteristics, according to the growth of the arboreal 

species, are tree height (H) and the Circunference at 

Breast Height (CBH) [13], that is, trunk circunference 

measured at a height of 1,3 m from the ground. These 

measurements were carried out annually. 

In each stand there is the possibility of having 

several species of trees. Aiming to make the provisional 

system simpler, without significantly compromising the 

quality of the solutions, we will adopt a procedure taking 
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into account only one tree representative of the set of 

trees which, for identification purposes in this paper, 

will be called “Standard Tree (ST)”. The parameter 

DAPm of the AP is defined as follows: 

                        ∑
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                           (1) 
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This strategy, based on the weighted average of the 

DBH, has provided good results. However, other forms 

of ST definition can be employed to further improve the 

results obtained. For example, the use of the Fuzzy logic 

[14], Dempster-Shafer theory of evidence [15], among 

others. 

3 Fuzzy-ART-BP Neural Network 

The neural network to be used (Fig. 3) is composed 

of 2 modules: (1) Fuzzy-ART; (2) multilayer 

feedforward neural network with training performed 

using the BP algorithm (BP Neural Network). This 

structure is adopted, taking into account that the 

problem to be solved (estimate of carbon absorption in 

reforested areas) is designed from two groups of data, 

that is, binary data (greater amount of information) and 

data belonging to the body of real numbers. These two 

groups are defined  as follows: 

a  =  [nt  ia  nc  cs  dt  ea  qe]                                      (4) 

b  =  [d   DAPm(t)]                                                  (5) 

being: t    : discrete time; 

In Table I, the time-invariant quantities are specified. 

The subvectors nt, ia, . . .,  and qe of the vector a 

are line vectors that contain the binary representation of 

the time- invariant quantities. Each bit corresponds to a 

component of the associated vector. 

Vector d contains information about the evolution 

of the growth pattern of ST, i.e., they are the values of 

the DAPm  measured in three different time intervals: 

(t-3), (t-2) and (t-1). Vector b is constituted by vector d 

added to the value DAPm(t) which corresponds to the 

output feedback y, considering a delay equal to t (time 

unit). The output corresponds to the prediction in time 

interval ahead. For example, the time to be considered 

coud be monthly, or another reference chosen by the 

user. 

This proposal is to shift a temporal window, 

housing, for example, four sequential instances (past 

data and current time). Other strategies, that aim to 

improve the performance of the forescast system, can be 

perfectly implemented. 

The vector a represents the input of the Fuzzy-ART 

unsupervised neural network module. The output of this 

module are the self-organized classes by the Fuzzy-ART 

module. The chosen class (Ω) (output of this module) is 

converted into a binary vector (ψ) through the 

processing of the module “active-code”. The binary 

vector ψ, along with the input b (5), form the input 

vector x of the BP neural network. Thus, the input-

output model of the BP neural network is described by: 

x = [b  ψ] (input of the BP neural network )               (6) 

y = [DBHm(t+1)]  (output of the BP)                          (7) 

It is observed that in this proposal, the output of the 

Fuzzy-ART-BP neural network has only 1 component 

which is the DBHm(t+1). However, there is the 

possibility of using different information aiming to meet 

our needs, if there is interest. 

 

Fig. 3. Fuzzy-ART-BP neural system. 

 

TABLE I.  TIME-INVARIANT QUANTITIES 

 

4 BP Neural Network 

The training, by use of backpropagation algorithm, 

is initiated by presenting a pattern x to the neural 

network, which will produce an output y. Then, the error 

of each output is calculated (difference between the 

desired value and the output). The next step is to 

determine the error propagation in the  reverse direction, 

through the network associated with parcial derivative of 

the mean squared error of each element in relation to the 

weights and, finally, adjusting the weights of each 

element. A new pattern is presented. So, the  process is 

nt ia nc cs Dt ea qe 

N
umber 

of the 

stand  

Identification 

of the tree 

 

Species 
Characterístics 

of the soil 

Distance 

between 

trees  

Spacing 

between trees  

Quantity of 

Species 

8 bits 5 bits 5 bits 6 bits 2 bits 5 bits 4 bits 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 827



repeated, for all the patterns, until total convergence 

occurs (|error| ≤ pre-established tolerance).  

The initial weights are usually adopted as random 

numbers. The BP algorithm consists of the adaptation of 

weights for the purpose of minimizing the quadratic 

error of the neural network. The sum of the 

instantaneous squared error of each  neuron allocated in 

the last layer (output of the neural network) is given by 

[16]: 

                                




ns

i

i

1

22                              (8) 

being:  

εi  = di − yi  ; 

di  : output desired of the i-th element of the last layer 

of the network; 

yi  : output of the i-th element of the last layer of the 

network; 

ns : number of neurons of the last layer of the network.  

Taking into account the neuron of index i of the neural 

network, and using the method of the gradient descent 

[12], the adjustment of weights can be formulated as [4], 

[12]: 

Vi (h+1) = Vi (h) + θi (h)                                            (9) 

being: 

θi (h) = − γ [i (h)]                                                     (10) 

γ  : stability control parameter or training rate; 

h  : it represents the iteration index; 

i (h) : the gradient of the squared error in relation to 

the weights of the neuron i evaluated in em h; 

Vi  : vector containing the weights of the  neurônio i; 

where:  Vi  =  [ w0i   w1i   w2i   . . .  wni ]. 

In (9), the direction adopted, to minimize the objective 

function of the squared error corresponds to the opposite 

direction to the gradient-vector. The parameter γ 

determines the length of the vector [θi (h)].  

The sigmoid function is defined by [4], [12]: 
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or 
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where: 

λ : constant which determines the slope of the curve yi. 

It is noteworthy that the range of variation of the sigmoid 

function yi given by (11) or (12) is [−1, +1] or [0, +1], 

respectively.  

The BP algorithm is addressed in the literature in 

several ways with the purpose of making it 

computationally faster. A quite interesting formulation is 

the backpropagation algorithm through time [12], which 

has an stabilizing effect: 

                 Vij(h+1) = Vij(h) + ΔVij(h)                   (13) 

being: 

        ΔVij(h) = 2 γ (1 − η) δi(h) Xj + η ΔVij(h − 1)   (14) 

 

Vij  : synaptic weight of interconnection among the 

neurons i e j; 

η  : time constant, 0 ≤ η ≤ 1; 

δj  : derivative of the square error (gradient); 

x  : input vector. 

The training modes can be of two types, the so-

called sequential and batch. The sequential is the one in 

which the adjustment of the weights is done after the 

presentation of each pattern and the  batch with all the 

patterns at the same time [12]. 

So, by performing the calculation of the gradient as 

shown in (10), considering the sigmoid function defined 

by  (11) or (12) and the term time, the following scheme 

of weight adaptation is obtained [12]: 

                            Vij (h+1) = Vij (h) + ΔVij (h)     (15) 

being: 

         ΔVij (h) = 2 γ (1 − η) βj xi + η ΔVij (h − 1) (16) 

Vij  : weight corresponding to the interconnection 

between the i-th and the j-th neuron. 

If the element j is found in the last layer, then:  

                                   βj = σj εj                                (17) 

where: 

σj  : derivative of the sigmoid function given by 

(11) or (12), respectively, in relation to sj: 

                                   σj = 0,5 λ (1 − yj2 )                  (18) 

                               σj = λ yj (1 − yj )                           (19) 

If the element j is found in the other layers, then:  

 




)  ( jRk

kjkjj w  

being: 

R (j)  : the set of the indexes of the elements that are in 

the row following the row of the element j and that are 

interconnected to the element j. 

The parameter γ serves as an agent to control the 

stability of the iterative process.  

The network weights are initialized randomly 

considering the interval [0,1] [12]. 
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5 Fuzzy-ART Neural Network 

The ART neural network is formed by three layers: 

F0 (input layer); F1 (comparison layer); F2 (recognition 

layer) which stores the categories (clusters). The 

algorithm of this neural network consists basically of the 

followings steps [11]: 

Step1: Input data 

The input data are denoted by vetor a = [a1   a2   a3  . . .  

aM].  This vector must be as follows:  

                     
M

i iaa
a

a
a :sendo,             (21) 

being:  

 a  : normalized input vector; 

a  : norm of the input vector a;  

 ai : element of the input vector a with an index i. 

Step 2: Encoding of the input vector 

The complement encoding is performed to preserve the 

scope of the information, that is: 

 ii aa  1c


c
a

 : complementary normalized input vector.  

Thus, the input vector can be written: 

  c
aaI  

  cc
2

c
121 ... MM aaaaaaI 

being: 

 




M

i

i

M

i

i aa

1

c

1

I 



= M (all vectors with normalization and encoding 

complemented will have same length M). 

Step 3:  Vector Activity 

The vector of F2 activity is simbolized by Ω = [Ω1 Ω2 . . . 

ΩN ], being N the number of categories created in F2. 

Thus, we have: 






not if   0,

active is F de  node If1, 2j
jΩ  

Step 4:  Parameters of the neural network 

The parameters used in the processing of the Fuzzy-ART 

Network are: 

Parameter of choice  :  α > 0; 

Parameter of training  :  β  [ 0, 1 ]; 

Parameter of monitoring  :  ρ  [ 0, 1 ]. 

Step 5: Inicialization of weights  

Initially all weights have values equal to 1, that is: 

 1(0)...) 0 () 0 ( 21  NMMjj www  

Indicating that there is not any active category. 

Step  6:  Choice of the category 

Given the input vector I in F1, for each knot j in F2, the 

choice function of Tj is determined by: 



j

j

jT
w

wI
I




)( 

being: 

˄ : Fuzzy AND operator, defined by: 

 
  ),(min iii wI wI

 

The chosen category associated with the knot J active, 

which is: 

 j
Nj

TJ
.,..,1

maxarg


 

Using (27), if there is more than one active category, the 

chosen category will be that of a lower index. 

Step 7: Resonance or Reset 

The ressonance occurs if the vigilance criterion (28) is 

achieved: 

 


I

wI j


If the criterion defined in (28) is not achieved, the 

device called reset occurs. At reset, the knot J of F2 is 

excluded from the search process, that is, adopting TJ = 

0. Then,  a new category is chosen through (27) for the 

resonance process. This procedure will be performed 

until the network finds a category that satisfies eq. (28). 

Step  8:  Updating of the weights (Training) 

After the input vector I has completed the state of 

resonance, the training process follows, in which the 

modification of the vector weight occurs given by: 

 oldoldnew )β1()(β JJJ wwIw  

being: 

J      : active category; 
new
Jw

: weight vector updated, 
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old
Jw

: weight vector referred to the previous updating. 

If β = 1, thus, we have the fast training. 

 

6 Application and Analysis of 

Results 

The application of the intelligent system, “Fuzzy-

ART - BP” Neural Network, proposed in order to 

perform the prediction of the carbon flux, used a 

database composed by 8.213 lines and 38 columns. Each 

row corresponds to a tree analyzed and represents the 

pattern input vectors and their desired output. The data 

in columns from 1 to 35 represent the attributes 

corresponding to the vector a (input of Fuzzy-ART 

neural network), binary representation of the time 

invariant quantities. In columns 36, 37 and 38 the 

atributes are time variants comprising the pairs of input 

pattern vectors d (and, hence, the constitution of vector 

b) and that of the output y, as indicated in Fig. 3. The 

rows of the database were subdivided for the specific 

analysis of each stand represented by them. 

After the subdivision of the database, using the 

Fuzzy-ART Neural Network, module 1 of the system, 

and considering the time-invariant quantities of each 

tree of the stand, it was found in the output of this 

module, the class representative of each stand (Ω). The 

classes are self-organized by the Fuzzy-ART module, as 

it is a non-supervised neural network. Then, through the 

processing of the “active-code” module, the class (Ω) 

which represents the stand was converted into a binary 

vector (ψ). A demonstration of this phase of the process 

can be seen in Fig. 4. The parameters used in the 

training phase of the ART-Fuzzy network are specified 

in Table II. 

The technique of windowing to find the DAPm of 

the standard tree of each stand in analysis was 

implemented using module 2 of the system – BP Neural 

Network. In this experiment, for the implementation of 

the windowing, we adopted yearly scheduling, from 

January to December, from 2003 to 2014 and from 2003 

to 2010 the value of DAPm was known.  

In this technique, we considered the time-variant 

quantities representing the growth of the standard tree of 

the stand under analysis, and for two successive years 

prior to the year that the prediction was desired. 

The result of the windowing process along with the 

binary vector (ψ) representative class of the stand, 

constituted the input vector of the BP network. At the 

output of this module, it was obtained in the form of 

DAPm, a prediction of carbon absorption in the stands 

analyzed for a time interval forward. This phase of the 

process is shown in Fig, 5. 

 

Fig. 4. Processing of the Fuzzy-ART neural network. 

TABLE II.  PARAMETERS OF THE FUZZY-ART.NETWORK 

Parameters Values 

Vigilance parameter () 0.99 

Training rate(β) 1.0 

Choice parameter (α) 0.1 

 

.  

Fig. 5. Processing of the BP Neural Network. 

After the process of windowing and training of the 

BP neural network, the DAPm forecast was carried out 

and the results of the Fuzzy-ART-BP Neural Network, a 

proposed system in this experiment for predicting carbon 

absorption, are shown in Table III and in the  graph of 

Fig. 6. 

Considering the experiment and analyzing the 

results obtained, it was observed that the absorption of 

carbon found in the simulations was checked with those 

already known and has shown a significant degree of 

reliability, and accurately enabling the knowledge of the 

actual situation in the area being analyzed. 

In Fig. 6 it is clearly observed the aproximations of 

the results between the values of DAPm, that is, the 

target values and the DAPm values of the output of the 

proposed network, having a mean error between them of 

approximately 0.02. 
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Fig. 5. Predictin of carbon. 

TABLE III.  PREDICTION OF CARBON ABSORPTION. 

 

Year 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Target 8.10 11.34 12.15 13.23 14.04 14.39 14.43 - - - - - 

Output  

Network 
- - - - 14.15 14.25 14.53 14.54 14.55 14.56 14.61 14.74 

 

 

7 Conclusions 

 

This work presents a new method for the prediction 

of carbon sequestration in the medium and long-term in 

reforested areas. This method uses Fuzzy-ART-BP 

Neural Network composed by two modules: (1) Fuzzy-

ART; (2) Multilayer feedforward neural network with 

training performed using the BP algorithm. 

The analysis of the results obtained demonstrated 

that the proposed system is satisfactory (error inferior to 

0,2%), that is, the absorption of carbon can be 

methodologically measured and with a significant 

degree of reliability, making the inference of estimates 

of carbon absorption possible. 

The results show that the Fuzzy-ART-BP Neural 

Network is very efficient for the prediction of carbon 

absorption, which suggests a strong potential for its 

implementation for the analysis of the flux resulting 

from the capture and sequestration of CO2, in forests 

reforested, thus contributing to the adoption of measures 

that contribute to the sustainability of the planet. 

8 References 

[1] A. LeBlanc, "Issues related to including forestry-

based offsets in a GHG emissions trading system," 

Environmental Science & Policy, vol. 2, pp. 199-206, 

1999. 

[2] C. H. R. T. Silva, "COP16 - Voluntary Goals and 

Reform of the Forestry Code : deforestation in Brazil 

and mitigation of global climate change," Study Centre 

Consulting's Federal Senate," ed, 2010.(in Portuguese). 

[3] E. A. Bender, Mathematical methods in artificial 

intelligence. Los Alamitos, Calif. :: IEEE Computer 

Society Press, 1996. 

[4] S. S. Haykin, Neural Networks and Learning 

Machines: Prentice Hall, 2009. 

[5] M. L. B. Barriga Puente de La Vega, 

"Phytomonitoring and modeling of photosynthesis jatoba 

(Hymenaea. L.) with artificial neural networks" 

(Doctoral Thesis), Graduate Program in Electrical 

Engineering, Polytechnic School of the University of São 

Paulo, São Paulo, 2003.(in Portuguese). 

[6] P. Werbos, "Beyond Regression: New Tools for 

Prediction and Analysis in the Behavioral Sciences," 

Harvard University, 1974. 

[7] K. Wang, X. Yue-ju, J. King, H.-m. Chen, and C. 

Qiang, "Prediction of carbon flux based on wavelet 

networks," pp. 1553-1556, 2011. 

[8] I. Daubechies, Ten Lectures on Wavelets: Society 

for Industrial and Applied Mathematics, 1992. 

[9] G. A. Carpenter and S. Grossberg, "A self-

organizing neural network for supervised learning, 

recognition, and prediction," Comm. Mag., vol. 30, pp. 

38-49, 1992. 

[10] S. C. Marchiori, M. d. C. G. Silveira, A. D. P. 

Lotufo, C. R. Minussi, and M. L. M. Lopes, "Neural 

network based on adaptive resonance theory with 

continuous training for multi-configuration transient 

stability analysis of electric power systems," Appl. Soft 

Comput., vol. 11, pp. 706-715, 2011. 

[11] G. A. Carpenter, S. Grossberg, and D. B. Rosen, 

"Fuzzy ART: Fast stable learning and categorization of 

analog patterns by an adaptive resonance system," 

Neural Netw., vol. 4, pp. 759-771, 1991. 

[12] B. Widrow and M. A. Lehr, "30 years of adaptive 

neural networks: Perceptron, Madaline, and 

backpropagation," Proceedings of the IEEE, vol. 78, pp. 

1415-1442, 1990. 

[13] C. R. Sanquetta, L. F. Watzlawick, R. Balbinot, M. 

A. B. Ziliotto, and F. S. Gomes, As florestas e o 

carbono. Curitiba, 2002. 

[14] L. A. Zadeh, "Fuzzy sets," Information and 

Control, vol. 8, pp. 338-353, 1965. 

[15] L. A. Klein, Sensor and Data Fusion: A Tool for 

Information Assessment and Decision Making: SPIE 

Press, 2004. 

[16] M. L. M. Lopes, C. R. Minussi, and A. D. P. 

Lotufo, "Electric load forecasting using a Fuzzy ART & 

ARTMAP neural network," Applied Soft Computing, 

vol. 5, pp. 235-244, 2005. 

 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 831



  

Simulation Results for a Cache Management System used 

in a Deductive Database 
 

Larry Williams
1
, Martin Maskarinec

1
, and Kathleen Neumann

1  

1 
School of Computer Sciences, Western Illinois University, Macomb, IL  

 

 
Abstract - This paper will present the effectiveness of a 

cache management system which was previously developed 

for a Deductive Database.  In order to do this, a simulation 

of user inputted queries was developed and then executed on 

two different input sets.  This paper presents the results of 

these simulation runs and a comparison between the results 

of our caching algorithm as compared to two other, 

standard approaches. 
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1.  Introduction 
 

A deductive rule uses predicates to represent knowledge that 

may be derived from known facts.  For example, we may 

write “P(X,Z) :- F1(X,Y), F2(Y,Z)”.  This rule indicates that 

the predicate “P” is dependent on the facts “F1” and “F2”.  

These predicates and facts may have arguments; the 

variables X, Y, and Z indicate how the arguments of the 

resulting predicate P are derived from the predicates of F1 

and F2 and any other constraints (in this example, the 

second argument of F1 must match the first argument of 

F2). 

 

   A deductive database is a collection of these rules.  These 

rules may contain many facts and/or other predicates.  As 

the set of rules expands, it is convenient to view it as a 

“Predicate Connection Graph”, such as the one depicted in 

Figure 1.  This particular Connection Graph shows a rather 

large number of predicates and facts; a user may query any 

node in the Graph at any time.  See [2] for a complete 

discussion of how queries are processed in such a system. 

 

  As more and more queries are presented to the deductive 

database on larger and larger predicate results, it becomes 

important to cache previously realized results so, if they are 

queried again, the results are readily available and do not 

need to be recalculated.  As with all caching algorithms, it is 

unreasonable to assume all previously realized results may 

be saved in memory – there is just too much data for too 

many nodes.  Thus, the important question to answer here 

is: when the maximum amount of available memory is 

exceeded, what should be saved to the cache and what 

should be removed and left to be recalculated when queried?   

 

   There are several caching algorithms available for 

relational databases (see [3] for an example).  However, 

these do not take into account the dependencies of predicate 

caches.  As can be seen in Figure 1, removing the cache for 

node P2 has two major ramifications: 1) most obviously, 

nodes down the tree would need to be referenced to recreate 

the result for P2 if it is queried again, and 2) nodes up the 

tree would also become more expensive to recalculate, since 

they reference P2 and the cost of acquiring the result for P2 

will go up if its cache is removed. 

 

   Previously, we created a caching algorithm to take into 

account these special requirements of a deductive database 

[1].  In this paper, we present our results of testing this 

algorithm to determine just how effective it is. 

 

   

2.  Review of Caching Algorithm 
 

When a query request comes in to the Deductive Database, 

the system will first check to see if it is cached.  If so, a hit 

counter will be incremented and the results returned.  If not, 

the results will be calculated by querying the children nodes 

for their results and then putting these results together as 

required by the predicate rule.  Once this result is compiled, 

it needs to be determined if it should be cached or not.  This 

is done by determining the node’s “Recalculation Cost”. 

 

    The recalculation cost of a node is a function of the cost 

of producing the result of the node, the number of parents, 

and the miss percentage.  Briefly, the cost of producing the 

result of the node looks “down” the predicate graph, while 

the number of parents looks “up” the predicate graph.  This 

miss percentage is also factored in since a large number of 

misses would indicate a frequently queried node that is not 

currently being cached.  See [1] for a complete description 

of the recalculation cost methodology. 
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Figure 1.  A Sample Predicate Graph 

 

 

3 Simulation 
 

The simulation compares three different types of cache 

algorithms: First In, First Out; Last In First Out; and the 

Recalculation Cost algorithm described in [1].  For each of 

the three algorithms, the same predicate graph will be read 

from a file.  This file will contain the list of predicates and 

their connections; also, simulated size information will be 

provided as well.  Then, a set of 100 simulated queries will 

be put to each algorithm to simulate user input.  These 

queries will also be read from a file to ensure all algorithms 

are given exactly the same input.   

 

   We have created two sets of 100 simulated queries.  The 

first set is one that contains relatively few repeated queries 

(we refer to this one as the “low performance” set because 

the cache will not be hit very often in any case).  The second 

set contains relatively many repeated queries (we refer to 

this one as the “high performance” set because the cache 

algorithm should enable many hits).  We will then measure 

system performance for both of these sets in terms of hit 

percentage as well as number of bytes retrieved from disk 

(for cache misses). 

 

   Next, we describe the three algorithms in more detail. 

 

3.1 First In, First Out 
 

In the First In, First Out algorithm, the system will cache all 

the nodes until the cache is full; once the cache is full the 

cache management system will remove the node that was 

placed in the cache first. This algorithm acts basically like a 

queue. 

 

 

 

     

3.2 Last In, First Out 
 

In the Last In, First Out algorithm, the system will cache all 

the nodes until the cache is full; once the cache is full, the 

system will remove the last node that was entered into the 

cache.  This algorithm acts basically like a stack.  

 

3.3 Recalculation Cost Algorithm 
 

In the Recalculation Cost Algorithm, the system will cache 

the nodes based on the algorithm described in [1]. 

 

 

4.  Results 

 

Figure 2 shows the hit rate for all cases.  As can be easily 

seen, the FIFO algorithm running on the high performance 

set trends much worse than the other two as more and more 

hits occur.  The LIFO algorithm and the recalculation 

algorithm trend very similarly with the recalculation 

algorithm slightly out-performing LIFO by the end of the 

simulation.  On the low performance set, all three trend 

similarly. 

 

 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 833



  

 
Figure 2.  Hit rate all cases. 

 

 

   At first glance, this seems to indicate the recalculation 

algorithm is not much better than the LIFO algorithm.  

However, it must be remembered that Figure 2 shows hit 

rate and this is not what the recalculation algorithm is 

designed to optimize.  A large number of hits on small 

and/or easily recalculated predicates may increase the hit 

percentage, but caching larger and/or more expensive 

predicates to recalculate would save time.   

 

   To demonstrate this, Figure 3 presents the same 

simulation runs, but looking at total bytes read from disk, 

rather than a simple hit rate.  Thus, each time a miss occurs, 

the number of bytes necessary to be retrieved to construct 

the result is calculated and added to a running sum.  The 

final values for this running sum are shown in Figure 3 for 

all three algorithms run on both input data sets.  

 

   As can be seen in Figure 3, the recalculation method 

clearly outperforms the other two for both input data sets.  

In fact, it requires only about 60% of the disk accesses of 

the other two cases in both input data sets.   

 

 

 

 

 
 
Figure 3.  Bytes processed all cases. 

 

 

5.  Conclusion 
 

A simulation of a cache management system has presented 

which demonstrates this system outperforms basic FIFO and 

LIFO techniques.  Using our recalculation cost method, 

50% less disk accesses are required to meet the simulated 

user’s requests. 
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Abstract - The Cognitive Architecture is the initial stage in 

building a new type of cognitive system based on human 

memory called The Cognitive Database (CDB). In human 

cognition, human memory is the central component of human 

intelligence. In the computer model of cognition, all of human 

memory is labeled as Total Memory (TM). The basic 

structural element of TM is a memory node (MemNo). 

MemNos are defined along with a set of operations intrinsic to 

the creation, retrieval, update, and deletion of MemNos. In 

addition to covering memory, The Cognitive Architecture 

covers these areas: major components of a cognitive system, 

recursion, automaticity of association, control routine, 

abstraction rules, and distance measure to stop the recursion. 

Keywords: artificial intelligence; psychology; databases  

 

1 Introduction 

  The Cognitive Architecture is a blueprint for 

implementing The Cognitive Database (CDB). A CDB is a 

new type of cognitive system based on human cognition. The 

word cognitive comes from psychology, referencing the 

mental processes of the mind. The word database comes from 

computer science and is the general term for a collection of 

data. The creation of any intelligence, whether human, 

humanlike, or artificial, is highly desirable. Our interests are 

not focused on building a human, but on modeling human 

cognition at a higher level. Understand how difficult and 

complex of a task this is. We are trying to architect a system 

that can invent set theory, a system that can move from set 

theory to fuzzy set theory. We must accommodate the 

theories of medicine, economics, artificial intelligence, 

manufacturing and every other field of human endeavor. The 

first and foremost part of the system that needs to be 

identified is the basic element of cognition. From there, the 

basic elements can be combined into ever higher level 

structures.  

2 The basic element of cognition 

 The basic element of cognition is a memory node 

(MemNo). The parts of a MemNo are themselves other 

MemNos. With this recursion, the information represented by 

a MemNo may be anything from the most basic physiological 

state (e.g., “I am thirsty”) to a complex and deeply recursive 

concept (e.g., the very question of asking the brain how the 

brain functions). 

2.1 Memory Nodes 

 MemNos are of many types, as all conscious aspects of 

human existence are represented therein. There are five types 

of MemNos: Sensory, Motor, Cognitive, Object and 

Relationship. (PST). 

 Sensory MemNos are the summation of a collection of 
sensory experiences into a concept (sight, hearing, 
touch, taste, smell, balance, thirst, hunger, and so on; 
for example, input from the eye recognized as the 
concept “blue”). 

 Motor MemNos are the summation of a collection of 
commands that drive the physical effectors of the 
human experience into a concept (muscle movement in 
all its forms; for example, output of moving the hand 
back and forth recognized as “wave”).  

 Cognitive MemNos are the summation of a collection 
of cognitive tasks into a concept (decide, choose, 
think, remember, and so on; for example, the cognitive 
task of looking through a set of alternatives and 
selecting one recognized as “choose”). 

 Object MemNos are the summation of an unordered 
collection of MemNos into a concept (generalization 
and abstraction of objects: for example, the unordered 
concepts of “furry-1,” “tail-3,” and so on are 
recognized as defining the concept “dog-2”). 

 Relationship MemNos are the summation of an 
ordered collection of MemNos into a concept 
(relationships that are verbal, prepositional, and so 
forth; for example, the concepts of MemNos “drink-
4,” “man-2,” “shake-2” are recognized as the concept 
“man-drinks-shake”). 

2.2 Memory Node operations 

 A set of operations are intrinsic to the operation of 

MemNos. As one might expect from ordinary database 

operations, the four CRUD operations are critical to 

MemNos: create, retrieve, update, and delete operations. The 

precise mechanism for the operations of MemNos will be 

described in another paper. 

 As seen in the functional notation on the following page, 

when any of the operations are applied to a set of MemNos 

(Mi), the result will be a new MemNo. 

 Mnew = operation (Ma, Mb, …) (1) 
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The arguments are MemNos and the operations result in new 

MemNos. This property of MemNo operations is important 

because the operations that compare words can compare 

higher-level elements, such as concepts, through recursion. 

For example, the type of process that recognizes a wheel on a 

car can, through recursion, recognize the hood of the car, and 

recognizes the car itself. Only the content of the process 

changes, not the process itself.  

2.3 Total Memory 

 In the computer model of human cognition, human 

memory (labeled as Total Memory, TM) is the central 

component of human intelligence. TM is composed of all 

memory subsystems including: short term memory (STM, our 

working memory), episodic memory (EM, our life history), 

and abstracted memory (AM, our mental models). 

 TM = STM  EM  AM (2) 

STM is the portion of human memory that models the current 

moment of experience. And, as that current moment passes, 

some partial copy is transferred into EM. As processing time 

permits, the experiences of EM are generalized into AM. 

Note that all parts of TM hold nothing more than MemNos  

the recursive structural element of human cognition. 

3 The Cognitive Architecture 

 Observe the diagram of The Cognitive Architecture in 

Fig. 1. The diagram shows the major components of a CDB. 

The architectural diagram and description helps implement 

the CDB. 

 Fig. 1. The Cognitive Architecture 
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3.1 Components 

 1) Sensors: Sensory inputs are the ingredients out of 

which intelligence is created. Books, websites, cameras, and 

microphones are sources of output in the external world. Text, 

images, and sounds are the outputs from these sources. As 

shown in Fig. 1, a cognitive system has external sensors (e.g., 

eyes, ears, sense of touch, web input sensor, etc.) sensing 

external outputs and bringing them into the system’s internal 

world as external inputs. Similarly, a cognitive system has 

internal sensors (e.g., memory system, hunger sensor, sense 

of balance, sex-drive sensor, etc.) sensing internal inputs. 

 2) Short Term Memory: Current STM is located in the 

center of Fig. 1. It holds what is currently happening to the 

cognitive system. In the nearby box labeled “select” are 

selectors that select what sensors have their inputs posted to 

the current STM. The current inputs selected pass through 

STM into EM. 

 3) Episodic Memory: The large box located at the top 

right of Fig. 1 is immediate EM, which is everything that ever 

happened to the cognitive system. EM records everything that 

ever happened in STM. EM has the same basic structure as 

STM, except there are k rows instead of one. 

 4) Abstracted Memory: The large box in the upper left 

corner of Fig. 1. is long term AM. It is the abstraction or 

generalization space. The nearby abstraction algorithms 

transform EM into AM. AM is constantly rewriting or 

changing current STM. The neighboring forgetting algorithms 

are where forgetting routines take place. The structure of AM 

is similar to EM except its rows are more tightly compressed. 

A goodness measure is attached to each abstraction row 

indicating how useful the abstraction is to the system. 

 5) Lexical Memory: Shown in the high center of Fig. 1 is 

a lexical memory or vocabulary (V = 1997, 1998, 350 v8, a, 

aardvark, aardvarks, abandon, …, zoos), with usage to 

understand sensory inputs, which are the elemental values of 

information in the CDB. V is a language relational database 

for attaching syntax to a word sensed by a web input sensor. 

 6) Automaticity: In the center of Fig. 1 are the 

automaticity rules or substitution algorithms, which 

automatically rewrite current STM. For example, when a 

CDB senses a “dog,” it automatically thinks “dog,” and then 

thinks “cat,” then “leash,” and then thinks “bark,” and so on. 

In this way, it seems more human. The more humanlike we 

create the CDB, the more intelligent the system will appear.  

 7) Control Routine: The box near the bottom center of 

Fig. 1, within the cognitive operations box, is the main 

executive (ME). This is the top-level manager. For instance, 

ME is on a similar level as the Microsoft Excel application; 

anything dealing with the whole CDB goes here. Algorithms 

of the brain are not easily organized, because the order is not 

fixed. The order is more dynamic. ME is the control routine 

which decides when to execute what algorithms. For 

example, when to run the performance algorithm (PA), 

abstraction algorithms (AA), forgetting algorithms, or when to 

chunk MemNos together, etc. Sensors are a good place for 

ME to start because they bring input into the senses. 

 8) Effectors: CDB changes the external world by issuing 

commands to its external effectors (move robotic arm; flip on 

sensors/effectors, etc.). CDB also changes its internal world 

by issuing commands to its internal effectors (abstract, 

introspect, reflect, search, etc.). 

3.2 Memory Algorithms 

 1) Performance Algorithm: The performance algorithm 

(PA) is where the CDB spends most of its time. It performs, 

senses, introspects, and it self-reflects. While the CDB is 

performing, AM is always trying to rewrite EM with rewrite 

rules, as can be seen in steps of the PA pseudo code: 

 Loop over lifetime. 

  Get all inputs from sensors. 

  Select new STM based on selection operation. 

  Move selected new STM into current STM. 

  Do any rewrite rules suggest a way to rewrite the  

  current moment of STM? 

    Yes, create new STM with rewritten content. 

    No, continue. 

  Loop back to get all inputs from sensors. 

 

 2) The Abstraction Algorithm: Sensory input comes into 

the brain faster than can be processed, so at night when we 

sleep (offline), we dream and try to organize inputs by 

integrating or connecting things. Down time is when 

abstracted seTs (T) and abstracted seQuences (Q) are most 

easily created and changed. The four transformational rules 

from transformational grammar (insertion, deletion, 

substitution, and movement) [1] are applied in a different way 

that we call grammatical abstraction. There are a set of three 

rules: {INS/DEL, SUB, MOV}. The INS and DEL rules can 

be seen as the same rule. The initial abstraction algorithm 

(AA1), given in pseudo code, processes through the episodes 

of life in EM and creates useful abstractions in AM: 

 foreach Episode P in EM do 

  for i = 1 to (# Experiences in P) - 1 do 

    for j = (i + 1) to (# Experiences in P) do 

      Experience X1 = P[i]; 

      Experience X2 = P[j]; 

      ABSTRACT1 (X1, X2); 

 

 ABSTRACT1 (Experience X1, Experience X2) 

  if IS_SUB (X1, X2) 

   SUB (X1, X2) 

  if IS_INS (X1, X2) 

   INS (X1, X2) 

  if IS_MOV (X1, X2) 

   MOV (X1, X2) 
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Of course, pseudo code cannot capture the true complexity of 

the process. For example, the IS_SUB predicate checks to see 

if two experiences are identical in form except for one 

position where they each have a different MemNo. If X1 and 

X2 do differ only in this one way, a potential object MemNo 

(T) is created along with a tentative relation MemNo (Q). For 

a more concrete example, if X1 = “the dog” and X2 = “the 

cat,” then IS_SUB is true, and the sub action proceeds. The 

word the is the same on the left sides of both sentences, so a 

new sequence can be created, Q1 = the. Then, the words at 

the substitution position, dog and cat, are added to a new set, 

T1 = {dog, cat}, and then added to Q1 = the {dog, cat}, 

resulting in Q1 = the T1. This means the can be followed by 

either dog or cat. The other rules have similar logic to the sub 

rule. 

4 Learning meaning 

 Meaning is sensory elements being integrated and 

correlated among the senses. For instance, you have pictures 

of water, sounds of water, the taste of water, the feeling of 

water, the cold temperature of water, a thirst for water, and 

the word water. The association of a word to its senses 

becomes its meaning. The “water” MemNo points to 

everything about water. “Water” points to “drink,” “splash,” 

“float,” “swim,” “wash,” and so on. Each MemNo in turn 

points back to “water,” such as "drink" points back to 

"water", and it also points to "cold water". The mind is 

optimized for efficiency, so we only stores about 10 

maximum items about “water” in current STM.  

 From all these inputs coming into the system at the same 

time, the brain has to figure what is meaningful to connect 

together. The whole point is to live more intelligently by 

finding patterns in the operation of the universe and 

predicting what will come next, and then rewarding correct 

predictions. For example, if a lion roars and eats your friend, 

you had better start realizing when you hear a roar, you 

should start running. 

4.1 Thought Experiment 

 An attempt to learn the meaning of a sentence can now 

be illustrated with an example. Imagine the first experience 

that a CDB has is X1 = “the man drank the shake.” The CDB 

processes X1 and creates four new sensory MemNos: S1 = 

“the,” S2 = “man,” S3 = “drank” and S4 = “shake,” as well as 

one new relational MemNo: R1 = S1, S2, S3, S1, S4. The utility 

of the new MemNos are all initialized to 1. 

 When the CDB next processes experience X2 as “the 

man drank the water,” S5 = “water” is created as well as R2 = 

S1, S2, S3, S1, S5. Applying the AA1 to these two experiences 

in the episode creates one new object MemNo, T1 = {shake, 

water}, and one new relation MemNo, Q1 = the man drank 

the T1.  

 As one might expect, the complex building of concepts 

is quite epiphenomenal, depending upon the exact sequence 

of experiences of the system. 

4.2 Distance measure 

 Eventually, after experiencing many such sentences, the 

CDB will have formed a network of MemNos in STM. In 

order to stop the recursion from possibly activating more 

information than is useful, such as having the “dog” MemNo, 

followed by the “cat” MemNo, the “leash” MemNo, the 

“wolf” MemNo, and so on all the way to the “computer” 

MemNo. Therefore, the distance has to be considered and 

limited. An analogy of the process is the cells on the human 

retina. Two cells on the retina have similar experiences if they 

are next to each other in space. Cells further away from the 

points of contact have weaker associations. This is a universal 

principal of our universe, not only of humanity. The bound of 

the distance measure is a maximum of 10 MemNos from the 

source, a minium of zero MemNos, and normally activates 

within a distance of five MemNos. If something is more than 

five MemNos away, it is ignored, unless the goals or drives 

are great enough to throw an exception to explore up to 10 

MemNos away from the MemNo being considered. Words 

use context to disambiguate meanings, exploiting that nearby 

words have closely related meanings. 

5 Conclusions 

 The Cognitive Architecture and the CDB are evolving 

works. In the tradition of AI, the model is defined, and then 

its implications are observed in implementation. As Hawkins 

has observed [2], intelligence is largely held in the human 

memory system. This paper lays out the beginnings of The 

Cognitive Architecture to define human memory and the 

design of the Cognitive Data Base (CDB) to model human 

intelligence. 
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Abstract—Evidence theory is widely used in data mining,
machine learning, clustering and database systems. In these
applications, often combination of mass functions is performed
without checking the degree of relevance between the mass
functions, which may lead to counterintuitive results. In this
paper, we aim to measure the divergences among mass functions
and hence can prevent highly inconsistent mass functions from
being combined. Divergence measures are then proposed to
this end. In addition, incompleteness measures and similarity
measures are also provided based on divergence measures which
are useful in practice.
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I. INTRODUCTION

The Dempster-Shafer theory of evidence [1], [2] is a well
known framework to model and reason with incomplete
information in intelligent systems. In knowledge discovery
community, this theory is widely used in data mining [3],
[4], knowledge representation and reasoning [5], [6], machine
learning [7], [8], gender profiling [9], [10], [11], clustering
[12], [13], bus surveillance [14], [15], [16], [17], and database
systems [18], [19], etc. In these applications, generally Demp-
ster’s combination rule is applied to mass functions from
multiple sources to obtain an aggregated result. However,
this rule for combining two sources of conflicting beliefs is
criticized by many authors [20], [21] as it may lead to some
counterintuitive results such as an almost impossible choice
(with a very small degree of belief) by both sources becomes
to the unique and certain choice after combination.

To remedy this weakness, a set of alternative combination
rules are proposed, e.g., [22], [23], [24], [25], [26], [27], [28],
etc. These studies are mainly focused on investigating the
conditions by which these alternatives can be used to resolve
the conflict. However, a fundamental question that what does
conflict mean between two sources of beliefs is ignored in a
long time. These papers by default follow the perspective of
Dempster’s rule that the conflict can be measured by the so-
called conflicting mass, i.e., the mass of the combined belief
assigned to the empty set before normalization. In [21], this
issue is observed and examined in details. Liu argued that the
conflicting mass itself cannot be an adequate measurement
for conflict between two sources of beliefs, but it needs to be
grouped with another dimension of conflict measure, i.e., the
distance between betting commitments of beliefs, to form a
safe measure of conflict. More precisely, only when the two
measures both give high values, it is safe to declare that the
two sources of beliefs are in conflict.

However, in these two measures, the conflict brought by the
incompleteness nature of the beliefs is ignored. For instance,
these two measures might both give 0 when the two beliefs
are not the same, e.g., when one belief is represented as
a vacuous belief and the other is represented by an evenly
distributed mass function. In that situation, the inconsistency
of the two beliefs due to the incompleteness of the former
would disappear in the two measures. Hence, it is interesting
to investigate the inconsistency of beliefs on the base of in-
completeness. In this paper, we propose a divergence measure
to compare two sources of beliefs considering both uncertainty
and incompleteness. Based on the divergence measure, the
incompleteness measure is also provided.

Similarity measures are widely used in clustering [12], [13].
However, typically such measures are not well justified. In
this paper, we also propose a similarity measure based on
divergence measure and hence with good properties.

The rest of the paper is organized as follows. In Section 2,
we recall some basic concepts of evidence theory. In Section 3,
4, and 5, we propose the divergence measure, the incomplete-
ness measure and the similarity measure, respectively. Finally,
in Section 6, we conclude the paper.

II. PRELIMINARIES

By abuse of notation, when A is a set, |A| denotes its
cardinality, when a is a real value, |a| denotes the absolute
value of a. The semantics of || will be made clear by the
context.

For reader’s convenience, we recall some basic concepts of
Dempster-Shafer’s theory of evidence.

Let Ω be a finite set called the frame of discernment. In this
paper, we denote Ω = {w1, . . . , wn}.

Definition 1: A basic belief assignment (bba for short) is a
mapping m : 2Ω → [0, 1] such that

∑
A⊆Ωm(A) = 1.

A bba m is also called a mass function when m(∅) = 0 is
required.

If m(A) > 0, then A is called a focal element of m. Let
Fm be the set of focal elements in m.

Two bbas m1 and m2 are called Orthogonal iff there exists
A1 ∈ Fm1 , A2 ∈ Fm2 such that m1(A1) = m2(A2) = 1 and
A1 ∩A2 = ∅.

A bba m is called Bayesian iff all of its focal elements are
singletons. In this situation, m is in fact a probability function.
A bba m is called Partitioned iff its focal elements A1, · · · , Ak

satisfy

A1 ∪ · · · ∪Ak =W, and Ai ∩Aj = ∅ for i ̸= j.
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The famous Dempster’s rule of combination on two bbas
m1 and m2 from two distinct sources is defined as

m12(C) =

∑
A∩B=C m1(A)m2(B)

1−
∑

A∩B=∅m1(A)m2(B)
,∀ C ̸= ∅. (1)

Here m12 denotes the bba after applying Dempster’s com-
bination rule. We also use m12(∅) to denote the conflict-
ing mass made by Dempster’s rule such that m12(∅) =∑

A∩B=∅m1(A)m2(B). Note that Dempster’s rule only ap-
plies when m12(∅) < 1.

Definition 2: Let m be a bba over Ω. Its associated pignistic
probability function BetPm : Ω→ [0, 1] is defined as:

BetPm(w) =
∑

A⊆Ω,w∈A

1

|A|
m(A)

1−m(∅)
,m(∅) < 1.

where |A| is the cardinality of A.
BetPm is the probability expectation function of m [27].
Usually, BetPm(A) is called the betting commitment to A.
Note that the transformation from m to BetPm eliminates the
influence of incompleteness.

In [21], the distance between betting commitments of beliefs
is defined as follows.

Definition 3: Let m1,m2 be two bbas over Ω, and their
corresponding pignistic probability function be BetPm1 and
BetPm2 respectively, then the distance between betting com-
mitments of m1 and m2 is defined as: difBetPm2

m1
=

maxA⊆Ω

(∣∣BetPm1(A)−BetPm2(A)
∣∣).

According to [21], difBetPm2
m1

gives the maximum extent
of the differences between betting commitments to all the
subsets. Hereafter we will simply write difBetP instead of
difBetPm2

m1
if there is no confusion as which two bbas are

being compared.
difBetP does not consider any incompleteness informa-

tion, as illustrated by the following result.
Proposition 1: difBetP =

∑
w∈Ω |BetPm1 (w)−BetPm2 (w)|

2 .

This result shows that difBetP totally depends on values of
singletons, which does not involve incompleteness.

III. DIVERGENCE BETWEEN TWO BBAS

Although the conflict mass m12(∅) and the difference between
betting commitment difBetP present a good measure as to
whether two bbas are in conflict, they cannot distinguish two
bbas which are different but in harmony. More precisely,
there could be two different bbas such that the corresponding
m12(∅) and difBetP both are zero.

Example 1: Let m1,m2 be two bbas from two distinct
sources on frame Ω = {w1, w2, w3, w4, w5} be:

m1({w1}) = m1({w2}) = m1({w3})

= m1({w4}) = m1({w5}) = 0.2,

m2({w1, w2, w3, w4, w5}) = 1.

Obviously, m1 and m2 are different, but we have m12(∅) =
0 and difBetP = 0.

From the above example, it is obvious that the conflict mass
and the difference between betting commitment could not fully

reflect the difference between two bbas. It might be argued that
in some sense, m1 and m2 in the above example is coherent.
However, in many applications, e.g., in classification problems
[29], m1 has a clear meaning that one item is classified
as w1 (resp. w2, w3, w4, w5) with a degree of certainty 0.2,
whilst m2 just tells that the item cannot be classified. That is,
m2 contains much more incompleteness than m1. Therefore,
we need a kind of measure that can distinguish these two
bbas. Intuitively, the measure is required to have the following
constraints:

Let div denote the measure and m1,m2 be two bbas.
Non-Negativeness

div(m1,m2) ≥ 0, and div(m1,m2) = 0 iff m1 = m2.

Explanation: Any two different bbas could be distin-
guished by this measure.

Orthogonality
div(m1,m2) ≤ 1, and div(m1,m2) = 1

iff m1 and m2 are orthogonal.
Explanation: Intuitively and semantically, orthogonal
bbas are in total conflict, and vice versa. Therefore,
this measure gives a greatest value 1 to indicate this
total conflict whilst for other occasions, this measure
should give a value less than 1.

Obviously, m12(∅) and difBetP , does not satisfy the above
two conditions.

Now we start to define a divergence measure to describe the
difference between two bbas satisfying the above conditions.
This definition takes several steps. First, we define the diver-
gence between two focal elements of two bbas, respectively.

Definition 4: Let m1,m2 be two bbas over Ω, and A1, A2

be two arbitrary focal elements of m1 and m2, respectively,
we define the divergence of A1 and A2 w.r.t m1 and m2 as:

divm1
m2

(A1, A2) =
1

2

[
m1(A1)

|A1 −A2|
|A1|

+m2(A2)
|A2 −A1|
|A2|

+|m1(A1)
|A1 ∩A2|
|A1|

−m2(A2)
|A1 ∩A2|
|A2|

|
]
.

Here m1(A1)
|A1−A2|

|A1| indicates the part that A1 differs from

A2, m2(A2)
|A2−A1|

|A2| indicates the part that A2 differs from

A1, and |m1(A1)
|A1∩A2|

|A1| − m2(A2)
|A1∩A2|

|A2| | indicates the
difference of the intersected part.

In particular, if A1 ∩ A2 = ∅, then divm1
m2

(A1, A2) =
1
2 (m1(A1) + m2(A2)). If A1 = A2 = A, then
divm1

m2
(A1, A2) =

1
2 (|m1(A) −m2(A)|). divm1

m2
(A1, A2) can

be seen as the degree that A1 can be adapted to A2.
We find that divm1

m2
(A1, A2) has some good properties, i.e.,

it is a super-distance.
Proposition 2: Let m1,m2 be two bbas over Ω, and A1, A2

be two arbitrary focal elements of m1 and m2, respectively,
then we have

F-Super-NonNegativeness

divm1
m2

(A1, A2) ≥ 0, and divm1
m2

(A1, A2) = 0

iff A1 = A2 and m1(A1) = m2(A2).
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F-Symmetry
divm1

m2
(A1, A2) = divm2

m1
(A2, A1).

F-Triangle Inequity Let A3 be a focal element of a
bba m3 over Ω, then we have divm1

m2
(A1, A2) +

divm2
m3

(A2, A3) ≥ divm3
m1

(A3, A1).
F-Orthogonality divm1

m2
(A1, A2) = 1 iff A1 ∩ A2 = ∅ and

m1(A1) = m2(A2) = 1.
Here F− indicates that these properties are for divergence
between focal elements.

We then define the divergence between a focal element A1

of m1 to m2, i.e., divm1(A1,m2) as follows.
Definition 5: Let m1,m2 be two bbas over Ω, and A1 be an

arbitrary focal element of m1, then we define the divergence
of A1 to m2 as

divm1(A1,m2) = minA2∈Fm2
divm1

m2
(A1, A2).

By convention the divergence of A1 to m2 is the minimal
divergence of A1 to any focal element of m2. divm1(A1,m2)
can be viewed as the minimal degree that A1 can be adapted
to m2.

Based on divm1(A1,m2), we can define the divergence of
one bba m1 to another bba m2, i.e., divm1(m2), as follows.

Definition 6: Let m1,m2 be two bbas over Ω, then we
define the divergence of m1 to m2 as divm1(m2) =
maxA1∈Fm1

divm1(A1,m2).
Here the reason why we use max instead of using min is that
if m1 and m2 are partly consistent, using min will make the
divergence equivalent to zero.

Example 2: Let m1,m2 be two bbas from two distinct
sources on frame Ω = {w1, w2, w3, w4, w5} be:

m1({w1}) = 0.1,m1({w2}) = m1({w3}) = 0.45,

m2({w1}) = 0.1,m2({w4}) = m2({w5}) = 0.45.

If we use min in Def. 6, then as m1 and m2 are partly
consistent on {w1}, we get divm1(m2) = 0 which is evidently
not reasonable.

The reason why we use max instead of using + is to
avoid multiple uses of one focal element, as illustrated by
the following example.

Example 3: Let m1,m2 be two bbas from two distinct
sources on frame Ω = {w1, w2, w3, w4, w5} be:

m1({w1}) = 0.1,m1({w2}) = m1({w3}) = 0.45,

m2({w1}) = 0.1,m2({w4}) = m2({w5}) = 0.45.

Note that divm1({w1},m2) = divm1({w1}, {w1}),
divm1({w2},m2) = divm1({w2}, {w1}), and
divm1({w3},m2) = divm1({w3}, {w1}). Hence if we
use + instead of max in Def. 6, then {w1} in m2 will be
used three times in summation (since we assume to use +)
which is not reasonable.

If we consider divm1(A,m2) as the degree of minimal
change that A can be adapted to a focal element in m2, then
divm1(m2) can be regarded as the upper bound of all minimal
changes that focal elements of m1 can be adapted to m2.

For divergence of one bba to another, we can prove that it
satisfies the proposed two conditions. Namely, we have

Proposition 3: Let m1,m2 be two bbas over Ω, then
divm1(m2) satisfies the NonNegativeness and Orthogonality
properties as:

NonNegativeness divm1(m2) ≥ 0, and divm1(m2) = 0 iff
m1 = m2.

Orthogonality divm1(m2) ≤ 1 and divm1(m2) = 1 iff
m1,m2 are orthogonal.

It is not very surprising that divm1(m2) ̸= divm2(m1).
Since although divm1(m2) is distance alike, it is not a distance
measure. divm1(m2) gives the maximal degree of all the focal
elements of m1 in adaption whilst divm2(m1) is for focal
elements of m2 in adaption. But the adaption itself is not
symmetrical. That is, if divm1(A1,m2) = divm1(A1, A2),
then it is not necessary that divm2(A2,m1) = divm2(A2, A1).

Of course, we can define symmetric divergence measures
between two bbas based on divm1(m2).

Definition 7: Let m1,m2 be two bbas over Ω, then we
define the divergence between m1 and m2 as div(m1,m2) =
max

(
divm1(m2), div

m2(m1)
)
.

div(m1,m2) gives the maximal degree of minimal changes
that m1 and m2 could be adapted interchangeably.

It is obvious that div(m1,m2) also satisfies the proposed
two conditions.

Proposition 4: Let m1,m2 be two bbas over Ω, then
div(m1,m2) satisfies the NonNegativeness and Orthogonality
properties.

NonNegativeness div(m1,m2) ≥ 0, and div(m1,m2) = 0
iff m1 = m2.

Orthogonality div(m1,m2) ≤ 1 and div(m1,m2) = 1 iff
m1,m2 are orthogonal.

IV. AN INCOMPLETENESS MEASURE OF A BBA

It is well known that probability measures are used to represent
uncertainty and bbas are used to represent both uncertainty
and incompleteness. However, there are no measures on bbas
to detect in what degree it is incomplete. We think this
fundamental problem should be considered. Therefore, in this
section, we propose a measure on the incompleteness of a
bba. This incompleteness measure is based on the divergence
measure div(m1,m2). To illustrate the problem clearer, we
first look at the following examples.

Example 4: Let m1,m2,m3 be three bbas from three dis-
tinct sources on the same frame be:

m1(w1) = m1(w2) = m1(w3) = m1(w4) = m1(w5) = 0.2,

m2({w1, w2}) = 0.4,m2({w3, w4, w5}) = 0.6.

m3({w1, w2, w3, w4, w5}) = 1.

For m1 and m2, we get m12(∅) = 0.48, difBetPm1
m2

= 0,
and div(m1,m2) = 0.2.

For m1 and m3, we get m13(∅) = 0, difBetPm1
m3

= 0, but
div(m1,m3) = 0.4.
It is not surprising to see that div(m1,m3) is greater than
div(m1,m2). Compared with m2, although the corresponding
pignistic functions of m2 and m3 are the same, m3 increases
the incompleteness of belief. For the conflict mass m12(∅) and
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m13(∅), it is somehow counterintuitive that increasing incom-
pleteness actually reduces conflict. For difBetP , it simply
cannot measure the change of incompleteness in this occasion.
In fact, as difBetP is based on pignistic transformation which
completely removes the incompleteness (Prop. 1), this is not
astonishing. In contrast, div(m1,m2) can nicely reflect the
change of incompleteness. In this sense, div(m1,m2) can be
seen as depicting the conflict brought by incompleteness.

Now we define the incompleteness of a bba.
Definition 8: Let m be a bba over Ω, then we define the

incompleteness of m as

icmp(m) = div(m,BetPm)

where BetPm be the pignistic probability function of m.
Intuitively, as BetPm is the corresponding pignistic prob-
ability function of m, in some sense, it can be seen as
measuring the uncertainty part of m, hence a divergence
measure between m and BetPm can intuitively remove the
influence of uncertainty in m, and reveal the incompleteness
of m only.

Example 5: Let m be a bba over Ω = {w1, w2, w3} such
that m1({w1, w2}) = 0.7,m1({w3}) = 0.3, then we have
icmp(m) = 0.35.

Naturally, if m is already a Bayesian bba, then it is not
incomplete. In fact, we actually have the following result.

Proposition 5: Let m be a Bayesian bba over Ω, then we
have icmp(m) = 0.

A direct and clear illustration of incompleteness is the
partitioned bbas.

Example 6: Let m1,m2 be two bbas over
Ω = {w1, w2, w3, w4, w5} such that m1({w1, w2, w3}) =
0.6,m1({w4, w5}) = 0.4, and m2({w1}) =
0.2,m2({w2, w3}) = 0.4,m2({w4}) = 0.2,m2({w5}) = 0.2.

Obviously, m1 is more incomplete than m2. In fact, we do
have icmp(m1) = 0.4 > 0.2 = icmp(m2).

It could be generalized to the following result. But first
we need to introduce a concept. For two partitioned bbas m1

and m2, m2 is called finer than m1 iff any focal element of
m2 is a subset of a focal element of m1, i.e., ∀A2 ∈ Fm2 ,
∃A1 ∈ Fm1

, s.t., A2 ⊆ A1.
Proposition 6: Let m1,m2 be two partitioned bbas and

m2 be finer than m1. If BetPm1 = BetPm2 , then we have
icmp(m1) ≥ icmp(m2).

V. SIMILARITY MEASURES

In [13], similarity measures based on bbas are used for
clustering as follows.

Let Mi =
∪

A∈Fmi
A be the union of all focal elements

in mi, the similarity measure from [13] is sim(m1,m2) =
min(

∑
A⊆M2

m1(A),
∑

B⊆M1
m2(B)).

In [12], entropy based similarity measures are used for
clustering. In both papers, the proposed similarity measures
are not well justified.

It is obvious that divergence measures and similarity mea-
sures are two sides of one coin. Namely, we can define our
similarity measure based on divergence measures.

Definition 9: Let m1,m2 be two bbas over Ω, then a
similarity measure is defined as

sim′(m1,m2) = 1− div(m1,m2).

Properties of the similarity measure can be easily induced from
those of the divergence measure.

VI. CONCLUSION

In this paper, we investigated how to measure the difference
between two bbas and the incompleteness information con-
tained by a bba. We hence proposed divergence measures for
bbas indicating the degree to which one bba can adapt to
another. Based on the divergence measure, incompleteness and
similarity measures were also provided. In addition, properties
of the proposed measures were studied.

Measuring the divergence between bbas could also be help-
ful for belief merging and revision which combine information
from multiple sources [30], [31], [32], [33], [34], [35], [36],
[37], [38], [39], [40]. Divergence information can be seen as
a clue for whether sources are independent or not.

For future work, we want to study the sufficient and
necessary conditions when divm1

m2
= divm2

m1
. Furthermore, we

aim to use the measures in real applications like clustering and
data mining.
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APPENDIX

We only give the proof of Proposition 2. Other proofs are
omitted due to their straightforwardness.

Proof of Proposition 2: The F-symmetry property is
straightforward.

For F-Super-NonNegativeness, we get divm1
m2

(A1, A2) iff
m1(A1)

|A1−A2|
|A1| = m2(A2)

|A2−A1|
|A2| = |m1(A1)

|A1∩A2|
|A1| −

m2(A2)
|A1∩A2|

|A2| | = 0, as A1, A2 are focal elements, from

m1(A1)
|A1−A2|

|A1| = m2(A2)
|A2−A1|

|A2| = 0, we get |A1 −

A2| = |A2 − A1| = 0, namely A1 = A2, hence from
|m1(A1)

|A1∩A2|
|A1| −m2(A2)

|A1∩A2|
|A2| | = 0, we get m1(A1) =

m2(A2).
For F-Triangle Inequity, let x1 = m1(A1)

2∗|A1| , x2 = m2(A2)
2∗|A2| and

x3 = m3(A3)
2∗|A3| , notice that |A−A′| = |A| − |A ∩A′|, we only

need to show for any 0 < x1, x2, x3 , x1(|A1| − |A1 ∩A3|)+
x2(|A2| − |A2 ∩ A3|) + x3(|A3| − |A1 ∩ A3|) + x3(|A3| −
|A2 ∩ A3|) + |(x1 − x3)|A1 ∩ A3| + |(x2 − x3)|A2 ∩ A3| ≥
x1(|A1|−|A1∩A2|)+x2(|A2|−|A2∩A1|)+|(x1−x2)|A1∩A2|.

For simplicity, denote L(X,Y, Z) = X(|A1|−|A1∩A3|)+
Y (|A2| − |A2 ∩A3|)+Z(|A3| − |A1 ∩A3|)+Z(|A3| − |A2 ∩
A3|)+|(X−Z)|A1∩A3|+|(Y −Z)|A2∩A3| and R(X,Y ) =
X(|A1|−|A1∩A2|)+Y (|A2|−|A2∩A1|)+|(X−Y )|A1∩A2|,
we need to show L(x1, x2, x3) ≥ R(x1, x2). We consider the
following three cases.

Case 1: If x1 ≤ x2 ≤ x3, let δx = x3 − x2 ≥ 0, we
get L(x1, x3, x3) = L(x1, x2, x3) + δx(|A2| − |A2 ∩ A3|) −
δx|A2 ∩ A3| and R(x1, x3) = R(x1, x2) + δx(|A2| − |A1 ∩
A2|) + δx|A1 ∩ A2| = R(x1, x2) + δx|A2|. Hence we only
need to L(x1, x3, x3)− δx(|A2|− |A2∩A3|)+ δx|A2∩A3| ≥
R(x1, x3) − δx|A2| or L(x1, x3, x3) + 2 ∗ δx|A2 ∩ A3| ≥
R(x1, x3). As 2 ∗ δx|A2 ∩ A3| ≥ 0, it is sufficient to show
L(x1, x3, x3) ≥ R(x1, x3). Let λx = x3 − x1 ≥ 0, we
get L(x1, x3, x3) = L(x1, x1, x1) + λx(|A2| − |A2 ∩ A3|) +
λx(|A3|−|A1∩A3|)+λx(|A3|−|A2∩A3|)+λx|A1∩A3| and
R(x1, x3) = R(x1, x1)+λx(|A2|− |A2∩A1|)+λx|A1∩A2|.
So we remain to show L(x1, x1, x1)+λx(|A2|− |A2∩A3|)+
λx(|A3|− |A1∩A3|)+λx(|A3|− |A2∩A3|)+λx|A1∩A3| ≥
R(x1, x1) + λx(|A2| − |A2 ∩ A1|) + λx|A1 ∩ A2| which can
be simplified to L(x1, x1, x1) + 2 ∗ λx(|A3| − |A2 ∩ A3|) ≥
R(x1, x1). As 2 ∗ λx(|A3| − |A2 ∩ A3|) ≥ 0, it is sufficient
to show L(x1, x1, x1) ≥ R(x1, x1) which can be written as
x1(|A1|−|A1∩A3|)+x1(|A2|−|A2∩A3|)+x1(|A3|−|A1∩
A3|)+x1(|A3|−|A2∩A3|) ≥ x1(|A1|−|A1∩A2|)+x1(|A2|−
|A2∩A1|) and simplified to |A3|+|A1∩A2| ≥ |A1∩A3|+|A2∩
A3|, let |A1∩A3| = a, |A2∩A3| = b, and |A1∩A2∩A3| = c,
we have |A3| ≥ a + b − c and |A1 ∩ A2| ≥ c, therefore,
|A3|+ |A1 ∩A2| ≥ a+ b = |A1 ∩A3|+ |A2 ∩A3|. So finally
we proved L(x1, x2, x3) ≥ R(x1, x2) when x1 ≤ x2 ≤ x3.
Similar proofs can be made for the case x2 ≤ x1 ≤ x3.

Case 2: If x3 ≤ x1 ≤ x2, then if |A3| − |A1 ∩A3| − |A2 ∩
A3| ≥ 0, we get L(x1, x2, x3) = L(x1, x2, 0)+x3(|A3|−|A1∩
A3|) + x3(|A3| − |A2 ∩A3|)− x3|A1 ∩A3| − x3|A2 ∩A3| =
L(x1, x2, 0) + 2 ∗ x3(|A3| − |A1 ∩ A3| − |A2 ∩ A3|) ≥
L(x1, x2, 0) = x1(|A1| − |A1 ∩ A3|) + x2(|A2| − |A2 ∩
A3|) + x1|A1 ∩ A3| + x2|A2 ∩ A3| = x1|A1| + x2|A2| ≥
x1|A1|+x2|A2|−(x1|A1∩A2|+x2|A2∩A1|−|x1|A1∩A2|−
x2|A1∩A2||) = R(x1, x2). If |A3|−|A1∩A3|−|A2∩A3| < 0,
let δx = x1−x3 ≥ 0, we have L(x1, x2, x1) = L(x1, x2, x3)+
δx(|A3| − |A1 ∩ A3|) + δx(|A3| − |A2 ∩ A3|) − δx|A1 ∩
A3| − δx|A2 ∩ A3| = L(x1, x2, x3) + 2 ∗ δx(|A3| − |A1 ∩
A3| − |A2 ∩ A3|) ≤ L(x1, x2, x3), so we only need to
show L(x1, x2, x1) ≥ R(x1, x2) which can be written as
x1(|A1| − |A1 ∩ A3|) + x2(|A2| − |A2 ∩ A3|) + x1(|A3| −
|A1 ∩ A3|) + x1(|A3| − |A2 ∩ A3|) + (x2 − x1)|A2 ∩ A3| ≥
x1(|A1|−|A1∩A2|)+x2(|A2|−|A2∩A1|)+(x2−x1)|A1∩A2|
and simplified to |A3|+|A1∩A2| ≥ |A1∩A3|+|A2∩A3| which
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is already proved in Case 1. So we now have L(x1, x2, x3) ≥
R(x1, x2) when x3 ≤ x1 ≤ x2. Similar proofs can be made
for the case x3 ≤ x2 ≤ x1.

Case 3:If x1 ≤ x3 ≤ x2, let δx = x3 − x1, then we have
L(x1, x2, x3) = L(x1, x2, x1) + δx(2 ∗ |A3| − |A1 ∩ A3| −
|A2 ∩A3|)+ δx|A1 ∩A3|+ δx|A2 ∩A3| = L(x1, x2, x1)+2 ∗
δx|A3| ≥ L(x1, x2, x1), and in Case 2, we already showed that
L(x1, x2, x1) ≥ R(x1, x2). So we now have L(x1, x2, x3) ≥
R(x1, x2) when x1 ≤ x3 ≤ x2. Similar proofs can be made
for the case x2 ≤ x3 ≤ x1. Q. E. D.
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Abstract - Automatic vehicle classification is an important 

task in Intelligent Transport System because it allows the 

attainment of the traffic parameter called vehicles count by 

category. Proposed methods of vehicle image classification, 

obtained from videos of roads traffic, have known limitations, 

such as strong dependence of detection methods, hard image 

normalization and low accuracy. This paper presents a vehicle 

classification method based on edge dimensions of the vehicle 

image. The method consists of three stages: image pre-

processing, training and classification. In the pre-processing 

stage, the removal of horizontal bands over vehicle edge 

image is applied. The used features are edge dimensions, such 

as width and height, and as to the used classification rules 

there are prototype and SVM. The objectives of the method are 

acceptable accuracy and less dependence of detection 

methods. The classification results of distance to the prototype 

and SVM are compared with NN.  

Keywords: vehicle image classification, prototype, SVM  

 

1 Introduction 

Given the increasing social demands for mobility and 

safety in road transportation, many governments are making 

the development of automatic, economic, and real-time 

solutions for reliable traffic flow analysis a priority [1]. 

An Intelligent Transportation System (ITS) is defined as 

an application that incorporates electronic, computer, and 

communication technologies into vehicles and roadways for 

monitoring traffic conditions, reducing congestion, enhancing 

mobility, and so on. To achieve these goals, there have been 

many approaches for tackling related problems in ITS [2].  

A vehicle classification system is essential for effective 

transportation system (to traffic management and toll system),  

parking optimization and law enforcement and autonomous 

navigation [3]. A vehicle classification system includes 

knowledge of areas as electronic technology and pattern 

recognition [4].   

Automatic vehicle classification is an import task in ITS 

because it allows obtaining the traffic parameter called 

vehicles count by category, which is used to control and 

manage the roadways traffic [5].   

Methods based on different sensors to get information 

about vehicles count by category, including video, magnetic 

induction coil, sound sensors, temperature sensors and 

microwave have been proposed. Magnetic induction coil has 

been used in ITS, but these devices have a short life. Its 

installation and maintenance inevitably cause damage to the 

road, once it obtains only little traffic information and it is 

also sensitive to traffic speed. The use of video has increased 

as support for traffic management due to the advantages such 

as acquisition price of sensors, installation without damaging 

the roads, easiness of transferring information to other devices 

geographically apart, and finally, the wide range of 

information available [4]. 

A key goal of automatic video-based traffic analysis is to 

detect and track vehicles driving through a controlled area and 

thus identify abnormal events, such as traffic congestion, 

speeding violations and other illegal driving behaviors, and 

even accidents. By using video, it is possible to compute 

traffic measures of involved vehicles, including their speeds, 

types, or overall numbers in the analyzed road region [1]. 

Different methods have been presented for vehicles 

classification based on images processing. Some methods use 

the edge of the vehicle image and define simple features over 

it, like width, height, number of point or area [6][7][8]. Others 

introduce descriptors, such as eigenfaces [4], Principal 

Components Analysis (PCA) [9][10], fractal dimension 

[10][11], Histogram of Oriented Gradients (HOG) and 

Measurement Based Feature (MBF) [13] . In the classification 

phase, methods make use of techniques, such as Nearest 

Neighbor (NN), Adaptive Nearest Neighbor (A-NN), neural 

networks, Support Vector Machine (SVM), Linear 

Discriminate Analysis (LDA) and Hidden Markov Models 

(HMM). With reference to accuracy rates, their results are 

high, even reaching 100% accuracy.  

In the classification of vehicles image, the used database 

has variations like images obtained from video in different 

positions: frontal [4][10], lateral[5] and back [8]. 

Proposed methods do not have uniformity in relation to 

the number of classes.  For example, some methods classify 

the image into two categories, but they are defined in 

different ways, car and not a car [7], taxi and bus [9]. Among 

the methods that use a greater number of classes, there is also 

no consensus with, for example, the use of three classes 

[6][12], four classes [10][11], five classes [13],  seven classes 

[8] , eight classes [5]  and nine classes [4].  

The great dynamic of traffic real scenes consists in 

overcoming challenges to classifications. Lighting and 

climatic variations, shadows away from the camera, image 

quality, dynamic positioning of vehicles on roads and heavy 

reliance on detection techniques are considered aspects that 

Int'l Conf. Artificial Intelligence |  ICAI'13  | 845



hinder the automatic methods from collecting traffic 

parameters based on image processing. 

Vehicle detection methods make segmentation of the 

principal vehicle of the scene, however, image pre-processing 

methods have been proposed for increasing the segmentation 

quality and noise reduction.    

Proposed method is a classification process including 

pre-processing, training and classification. The classification 

is based on minimum distance to the prototype and SVM. The 

test image is classified into motorbike, car, bus or truck. 

These four classes are defined based on reports of 

the Brazilian Ministry of Transport [14]. The separation of the 

bus and truck classes, instead of considering only large 

vehicles, is important for this ministry because there are 

planning, investments and political decisions, related to 

public transport, focused on vehicles of the bus class.  

 The classification is a hierarchical division with two 

levels. Firstly, a separation into two groups is fulfilled, a 

small and a large one; secondly, each group is subdivided into 

two final classes.  In classification, the achieved success rate 

was 88% in the first level and 68% considering the final 

classification. Two analyses were made: (i) features based on 

edge dimensions and based on PCA; (ii) results classification 

of prototype and SVM versus NN. Finally, results are 

compared with the proposed ones in [10][11].  

This paper is organized as follows: related works are 

presented in Section 2; details of the proposed methods, test 

methodology and database are presented in Section 3; and 

Section 4 reports experimental results. Finally, a conclusion is 

presented in Section 5.  

 

2 Related Works 

 For increasing the segmentation quality and noise 

reduction, image pre-processing methods are presented in 

[4][5][9][10][11][13]. Dilation erosion and Gaussian median 

filter were used to minimize the impact of the noise in [4]. To 

normalized light intensity and suppressed noise, in [5], 

Gaussian parameters adapter and morphological operation 

were applied. To noise reduction, position and grayscale 

adjustments in [9], the techniques such as median filtrate, 

morphological operations and histogram equalization were 

used. Noise reduction was accomplished by applying the spatial 

wiener filter in [10]. Spatial wiener filter and horizontal bands 

removal were used in [11]to noise reduction and segmentation. 

Noise and shadow removal based on morphologic operation 

were proposed in [13]. 

A vehicle classification method based on eigenfaces is 

proposed in [4]. A vehicle face was defined as a rectangle 

from a front image of the vehicle. After normalization and 

some pre-processing steps, the eigenvectors of a vehicle face 

image are extracted and these eigenvectors are used for 

constructing a library of features of vehicle faces. In the 

classification, firstly, a vehicle face image and its eigenvector 

are extracted and then the difference between the vehicle face 

eigenvector and the eigenvectors in feature library are 

compared, using the minimum distance method. The achieved 

recognition rate is 100%, considering classes associated with 

different car factories (Volkswagen, BMW, Chevrolet, and 

others).  

A statistical algorithm based on expectation-

maximization is proposed for separation of two vehicle 

groups: car and not car [7]. The expectation-maximization 

algorithm was used to estimate parameters for a mixed 

Gaussian model based on the assumption that car and non-car 

dimensions, in different rows in the image, have distinct 

dimension distributions. The images are pre-processed by 

median and high-boost filters. The used features are height, 

width and area. While applying expectation-maximization 

algorithm including two steps (e-step and m-step), the 

probability of correct image vehicle classification was 0.9.  

By using an analysis of Time-Spatial Image (TSI), seven 

features (width, area, compactness, length-width ratio, major 

axis, minor rectangularity and solidity) are obtained from the 

image for vehicle classification [8]. The proposed classifier 

requires a training set of data for which a linear discriminant 

array was created using the feature vectors. This training set 

of data is clustered in a desired number of vehicle classes 

using Fuzzy C-Means (FCM) algorithm. Finally, a decision is 

made that a vehicle belongs to a certain class by a process of 

majority voting among the FCM-based training data records 

in the neighborhood using a weighted distance measurement. 

Seven classes are considered and error rate ranges from 6,9%  

up to 14,29%, depending on controlled time conditions 

(normal, summer and clouds).  

Features based on edge (number of edge points), block 

of PCA and two classification levels were proposed in [10]. 

The classification level 1, based on the number of edge points 

and on the distance to prototype, divides the vehicles into two 

groups, small and large. Afterwards, using PCA blocks of the 

original image as features and applying NN and A-NN, the 

classification level 2 divides each group into two classes:  the 

small group is divided into motorcycle and car; the large 

group is divided into bus and truck. Twenty images were used 

in the tests, five in each class. The accuracy was 100% and 

95%, respectively in classification level 1 and classification 

level 2. 

Training SVM with MBF and IPHOG (intensity 

pyramid-based HOG) was proposed in [13]. Five classes were 

considering: car, van, bus, motorcycle and unknown. A 

202-dimensional feature vector was constructed, comprising 

the MBF and IPHOG to train the SVM. A Kalmar filter tracks 

a vehicle to enable final classification by majority voting over 

consecutive frames. Classification accuracy of 94% was 

achieved.   

A vehicle classification method using a set of images 

collected from six views of each vehicle was proposed in [12]. 

These six views  include one frontal, one of back, two of 

lateral and two transverse. A set of salient discriminative 

features is collected. These are derived from a color image. 

Initially, image pyramids are created from the input image and  

the feature-dependent saliencies are computed in parallel. The 

salient map was then used to compute widh and height of the 

vehicle. Three vehicles categories were considered: sedan, 

SUV and sport (convertible). SVM classifiers are trained to 

recognize a specific type of vehicle and the final decision 
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depends on the majority voting of a classifying committee. 

The average recognition reached 99,13%.  

 

2.1 Image Pre-processing Method Based on 

Edge 

A pre-processing phase applied to image edge is 

presented in [11]. The objective of this method is to identify 

start and stop horizontal lines that seem to be the limits of the 

most relevant area of the edge image, that is, it removes 

horizontal lines that seem to be not vehicle parts.  

The proposed method, presented in [11], removes 

horizontal lines based on contiguous horizontal line numbers 

with and without information (presence of edges points). This 

process is accomplished by means of the three following 

phases: (i) summary table is prepared including contiguous 

vertical line numbers with and without information; (ii) 

identification in summary table of the stop line; and (iii) 

search process in summary table up to start line identification.  

Summary Table: Let us assume that matrix M 

(dimension r x c) is the image edge (binary matrix). Starting 

in the first line (line 1) up to the last line (line r), the number 

of lines with and without information is counted and stored, 

in sequence. New summary lines must be added whenever 

changes in the type of lines occur (with or without).  

Summary table must have six columns: the s_type column 

specifies if it is a line block with information (type =1) or not 

(type=0); the s_number column sets the contiguous line 

number of the respective type; s_col1 and s_col2 columns, 

significant only for line type equal to 1, represent the first and 

last columns considering all lines summarized in a specific 

summary line;  and s_row1 and s_row2 columns, significant 

only for line type equal to 1, represent the first and last lines 

considering all lines summarized in a specific summary line. 

Stop line: Considering that the vehicle is detected 

nearby the road white line, it was defined that the stop line 

must also be nearby the road white line. The stop line is then 

defined like the last summary line with s_type value 1.  

Start line: A search process sets the start line with the 

summary line where the principal vehicle image starts.  

Conditions for three types of empty horizontal blocks are 

defined: large, medium and small.  

 

3 Proposed Method 

Proposed method for vehicles image classification is a 

general classification process including pre-processing, 

training and classification steps. It classifies a test image into 

motorbike, car, bus or truck. 

In Figure 1, the block diagram of proposed vehicles 

image classification is presented, with three classical steps in 

dashed blocks. The pre-processing step makes a background 

subtraction, noise reduction, edge detection and band 

removal. These pre-processing steps were proposed in [12]. 

Training step makes selection of the six features based on 

edge dimensions of the vehicle image. Based on these 

features, the prototypes and SVM structure are defined. The 

used classification is a hierarchical process based on [10]: 

firstly (level 1),  is made a division into two groups (small 

and large), and secondly (level 2) is made a division of each 

group into two classes. Feature selection of test image must 

be done as the normalization applies to original image.  

 

Fig. 1. Proposed classification diagram 

3.1 Pre-Processing 

The pre-processing applied over edge is based on [11]. 

However, the horizontal band removal is simplified for only 

two types, large and median. Small horizontal bands proposed 

in [11] are not considered here because, as the edge is not 

continuous, this removal deletes valid information of the 

vehicle image. 

Background Subtraction: To produce the background 

subtraction, firstly a background image of the road, without 

vehicles, is carried out manually. Secondly, an algebraic 

subtraction between an original image and its background is 

performed.  

Noise Reduction: Wiener filter is used with 

neighborhood size 5 x 5 [15]. 

Sobel Edge Detection: Sobel approximation edge 

detection is used [15]. 

Horizontal Band Removal: Removal of empty horizontal 

bands, large and small, are applied in sequence. Large and 

small empty bands are defined based on width of the image 

edge.  

A summary table is elaborated including the column 

type, number of lines, first column and last column. The start 

line is located and the search process over the summary lines 

finds the stop line.  

In Figure 2, pre-processing results are shown. An image 

sequence of a car (a) and of a motorcycle (b) is shown. The 

four first images of each class are, respectively, original 

image, background subtraction result, image noise reduction 

result and edge detection image. In a), the fifth image is the 

result of large horizontal band removal. In b), the fifth image 

is the result of  small horizontal band removal. 
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Fig. 2. Pre-processing: (a) motorcycle image, (b) car image 

 

3.2 Training 

The following features were selected: number of edge 

points (NP), width (W), height (H), fractal (F), block width 

(BW) and block height (BH). The first four features (NP, W, 

H, F) are described in [11]. 

Firstly, each feature value is calculated, after these 

values are normalized, dividing by maximum value of each 

feature.  

Number of edge points (NP): Final pre-processed image 

is a binary matrix. The matrix elements with value equal to 

one (elements of the edge) are counted.   

Width (W): It is the difference between the largest and 

the smallest columns, of horizontal summary table, limited by 

start and stop lines.  

Height (H): It is the difference between the largest and 

the smallest rows, of horizontal summary table, limited by 

start and stop lines.  

Fractal dimension (F): The fractal dimension is 

computed according to [16].   

Block width (BW):  Each line of the horizontal summary 

table, with s_type column equal to 1, is defined as a horizontal 

block, and its summary columns, s_col1(i) and s_col2(i), 

define the width of the block. Being n the number of blocks, 

BW is defined according to:  

                            
 
     (1) 

 

Block height (BH):  Each line of the horizontal summary 

table, with s_type equal to 1, is defined as a vertical block, and 

its summary columns, s_row1(i) and s_row2(i), define the 

height of the block. Being n the number of blocks, BH is 

defined according to:  

                            
 
     (2) 

 

Additionally, in training the prototypes and SVM 

machines are defined. 

Prototypes: The training image set is divided into two 

groups: small and large. Motorcycles and car images are 

placed into small groups and bus and trucks images are placed 

into large groups. In each group, a 6-dimensional prototype 

vector with the median value of each feature is stored.  

Afterwards, in each group two prototypes, one for each 

class of the group, are defined. In each class, a 6-dimensional 

prototype vector with the median value of each feature is 

stored. 

SVM: Feature vectors are used to elaborate the SVM 

structure. In a similar way to prototypes, first, a SVM for each 

group is defined,  and second, one SVM for each class of that 

group are defined. 

 

3.3 Classification  

The classification process classifies a test image into 

motorbike, car, bus or truck. In the first step (level 1), a 

division into two groups (small and large) is made and in the 

second one (level 2), a division of each group into two classes 

is fulfilled: the small group is divided into motorcycle and car; 

the large group is divided into bus and truck. This hierarchical 

process is based on [10] . 

Level 1 and level 2 of the classification, based on the 

distance to prototype, are presented below.  

Level 1: Let us assume that    is the feature vector of the 

test image and that       and      are feature vectors of the groups 

1 and 2, respectively. Each vector is 6-dimensional. The level 

1 classification affects the group i if            is the shortest 

distance, according to Equation 3:  

                             (3) 

Level 2: This classification is similar to level 1, having 

four prototypes, two in each group. If the test image is 

associated, in level 1, with the group i, the two prototypes of 

this group are considered in level 2 classification.  

Classification SVM is similar to classification based on 

distance to prototype, dividing the images into two groups, 

and after, dividing each group into two classes.  

The classification rule applied in level 1 and in level 2 

are always the same. By examples, if in level 1 was applied 

SVM quadratic, than this same rule is applied in level 2 too. 

 

3.4 Test Methodology  

The used data set image is the same dataset used in [11].  

It was manually obtained from a real video of an urban road, 

with three lanes. The dimension selected to vehicle images 

was 61 x 43, because it allows long vehicles (bus and truck) to 

be seen. For each of the four classes, 25 examples were 

acquired totalizing 100 vehicle images. These images were 

obtained from any of the road lanes and it occurred that in a 

vehicle image, part of another vehicle was shown. In Figure 3, 

two random images of each of the four classes were presented 

in sequence (motorcycle, car, bus and truck). There is neither 

centralization, nor illumination normalization.  

 

 

Fig. 3. Vehicle image examples (motor, car, bus and truck) 
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By leaving one image out, it was meant to divide the 

dataset into training and test. Let us assume that xc,p  is a 

image of the class c in the pose p. Being all data set   

                      with c={1, ... , 4} and n=25. When the test 

image is     , four images are removed of the dataset (one of 

each class) and the training set becomes             

               . Four images are removed in order to maintain 

the number of representatives from each class equivalently. 

All combination of six features are made, from 1 to 6, 

totalizing 60 sets of features:  6 sets with one feature, 15 sets  

with 2 features, 20 sets with 3 features,  12 sets with 4 

features, 6 sets with 5 features  and one set with 6 features. 

Each one of these 60 sets is used as input to six classifiers: 

prototype, NN, SVM with linear kernel, SVM with quadratic 

kernel, SVM with RBF kernel and SVM with polynomial 

kernel. Additionally, PCA is applied on the combination 

features, when more than one attribute is used (54 sets), and 

the first main component is used as input to the six classifiers. 

The number of classified images in level 1 is always 

100. In level 2, however, the number of classified image 

corresponds to the number of correct classification of the 

respective level 1. By example, if in level 1 80 images were 

classified correctly, then, in level 2, only these 80 images will 

be classified. 

 

4 Results 

In Figure 4, distribution graphs of the three selected 

features, considering all images, are presented. In a) and b), 

respectively, the data organized into two groups and into four 

classes are shown.     

 

Fig. 4. Distribution graphs of selected features 

In Figure 5, the twelve best classification results, related 

to level 1, are presented. These results, between 83% and 

88%, are based on 100 classification tests. These best results 

include the accuracy of all 114 feature sets (60 sets without 

PCA and 54 sets with PCA) and six classifiers. The maximum 

accuracy (88%), achieved in 5 cases, are explained in Tables I 

and II.  

 

 

 

Fig. 5. Best classification accuracy of level 1  

In Table I, the best results of level 1, of each classifier, 

are presented. Two results of each classifier are presented: the 

first one is associated with the set of features and the second 

one considers the set of PCA of the features. The L1 result 

column represents the number of right classification in 100 

tests.  

TABLE I.  BEST  RESULTS OF LEVEL 1 CLASSIFICATION 

Classifier Features L1 

Results 

Prototype       NP+W+BW 88 

Prototype PCA of (NP+W+F+BH) 88 

SVM Linear    NP+H+F 87 

SVM Linear    PCA of (H+F+BW) 87 

SVM Quadratic   W+F+BW 88 

SVM Quadratic  PCA of (W+H+F)  or PCA  of 

(NP+W+H+BW+BH) 

87 

SVM RBF  NP+W+F+BH 88 

SVM RBF  PCA of (W+F+BW+BH) 88 

SVM Polynomial   NP+BW+BH 87 

SVM Polynomial   PCA (W+H+F) 85 

NN NP + BW 85 

NN PCA of (NP + BW) 86 

 

Table II presents the results of  level 2 classification 

associated with  the best results of level 1, that in Table I are 

in bold. The L2 result column represents the number of right 

classification in 88 tests. As the objective of the method is the 

classification of vehicle image into four classes, the L2 result 

column is the final result because it also represents the final 

accuracy of 100 tests. 

TABLE II.  BEST  RESULTS OF LEVEL 2 CLASSIFICATION 

Classifier Features L2 Results 

Prototype       NP+W+BW 56 

Prototype PCA of 

(NP+W+F+BH) 
57 

SVM Quadratic   W+F+BW 56 

SVM RBF  NP+W+F+BH 64 

SVM RBF  PCA of 

(W+F+BW+BH) 
67 

 

Considering the best three results of Level 2, that in 

Table II are in bold, Table III presents the errors detailed by 

class, both level 1 and level 2.  The columns M, C, T and B 
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represent the number of errors in the classification, 

respectively, of motorcycle, car, truck and bus.   

TABLE III.  NUMBER OF ERRORS: CLASSIFICATION LEVEL 1 AND LEVEL 2   

 Errors (Level 1) Errors (Level 2) 
Classifier and Features   M C T B M C T B 

Prototype  

PCA (NP+W+F+BW) 

1 9 1 1 7 7 11 7 

SVM RBF 

NP+W+F+BH 

1 7 2 2 3 3 9 9 

SVM RBF 

PCA (W+F+BW+BH) 

2 7 2 1 3 0 8 10 

 

In Figure 6, the twelve images that were classified 

incorrectly in level 1, are presented, in the combination of the 

features NP+W+F+BW and a SVM classifier with RBF. It 

presents the original image (a) and its respective edge (b), 

after the pre-processing.  In sequence,  the errors presents 

refer to one motorcycle, seven cars, two buses and two trucks. 

In the vehicle edge of the last image of Figure 6, there 

are considerable loss of information. This was caused by   

bands removal applied in the pre-processing stage. 

 

 

 Fig. 6. Images classified incorrectly in level 1,  features 

NP+W+F+BW, classifier SVM RBF :                                     

a) Vehicle images        b) Vehicle edge 

 

In Figure 7, the eighteen  images that were classified 

incorrectly in level 2, bus and truck classes, are presented, in 

the combination of the features NP+W+F+BW and a SVM 

classifier with RBF. It presents the original image (a) and its 

respective edge (b), after the pre-processing.  In sequence,  the 

errors presents refer to nine buses and  nine trucks. 

 

 

Fig. 7. Images classified incorrectly in level 2,  features 

NP+W+F+BW, classifier SVM RBF :                                     

a) Vehicle images        b) Vehicle edge 

 

5 Conclusion 

Vehicle classification based on image obtained by traffic 

video and with separation into four classes does not have a 

linear separation frontier. Different combinations of features 

and classifiers achieve a numerical approximate accuracy and 

the errors occurred with similarity. This suggests that with the 

used feature selection, the maximum accuracy will not 

achieve nearby 100%. Furthermore, in this experiment good 

results are not associated only to PCA application.  

Removal of bands is suitable because it allows removing 

objects that are not part of the main vehicle of the scene, for 

example, part of another vehicle. This completes segmentation 

which is usually fulfilled by detection methods. However, it 

may suggest that this process needs improvement based on the 

errors analyzed in the classification level 1 of the car class, 

because there is more than one vehicle in the image and this 

reflects in the image edge. Furthermore, there is another type 

of limitation of the technique associated with significant loss 

of information by eliminating bands. 

The hierarchical classification is suitable firstly because 

it contributes to high accuracy in isolated classification 

phases. Secondly, because it reduces the processing time in 

level 2, since it removes some examples of the comparison 

process. In level 1 the classifier may be less specialized than 

SVM, as distance to prototype, but in level 2 a classifier with 

better separation rules, such SVM,  reaches better results. 

The final maximum results (67%), in this database, are 

relevant, even having achieved 100% in level 1, in [10], with 

only twenty images.  Additionally, in this database, without 

hierarchical classification, 55% are achieved in [11].  

The errors in level 1 classification are heavily 

concentrated in the small group related to the car type. These 

errors occur because many car images have more than one 

car; consequently the width and height of these images are not 

suitable features. The errors in level 2 were more 

representative in the large group. Such errors occur because in 

the bus and truck classes, the height and width of the edge 

have similarity. 
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The accuracy in level 2 is low and the differences 

between classifiers are few. So, the method, including pre-

processing, features and classifiers need to be improved 

because, at present, the error tolerated in this application area 

is approximately 5%. 

Future works include other features, such as texture and 

HOG, and different prototypes.   
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Abstract—Argumentation is a dialectical process of knowing
things (inquiry) and justifying them (advocacy) in general.
Computational argumentation has been recognized as a social
computing mechanism or paradigm in the multi-agent systems
community. We have developed a computational argumenta-
tion framework that basically consists of EALP (Extended
Annotated Logic Programming) and LMA (Logic of Multiple-
valued Argumentation) constructed on top of EALP. EALP is a
very generic knowledge representation language for uncertain
arguments, and LMA built on top of it also yields a generic
argumentation framework so that it allows agents to construct
uncertain arguments under truth values specified depending
on application domains.

In this paper, we specialize such a generic argumentation
system to an argumentation system that can deal with Eastern
arguments based on the Jaina seven-valued logic. We illustrate
this specialization using the implemented argumentation sys-
tem: PIRIKA (Pilot of the Right Knowledge and Argument)
based on EALP and LMA, which is now opened to the public
as an open source software.

Keywords-multiple-valued argumentation, neural net argu-
mentation, syncretic argumentation, argument mining, argu-
ment animation

I. I NTRODUCTION

Argumentation is a dialectical process of knowing things
(inquiry) and justifying them (advocacy) in general. In the
last years, argumentation has been accepted as a promising
social computing mechanism or paradigm in the multi-agent
systems community [1]. It has proven to be particularly
suitable for dealing with reasoning under incomplete or
contradictory information in a dynamically changing and
networked distributed environment.

We have developed a computational argumentation frame-
work that basically consists of EALP and LMA [2]. EALP
(Extended Annotated Logic Programming) is an expressive
logic programming language we formalized for argumenta-
tion. The basic language constituents are literals associated

with annotations as truth-values or epistemic states of agents.
LMA is a Logic of Multiple-valued Argumentation con-
structed on top of EALP. It has three notions of negation to
yield a momentum or driving force for argumentation. LMA
is a generic logic of multiple-valued argumentation that
allows us to specify various types of truth values depending
on application domains, and to deal with uncertain argu-
ments. Such a feature brings us the extensive applicability
of LMA that is considered the most advantageous point in
comparison to other approaches to argumentation [1].

In this paper, we specialize such a generic argumentation
system to an argumentation system that can deal with
Eastern arguments based on the Jaina seven-valued logic.
We illustrate this specialization using the implemented argu-
mentation system: PIRIKA (Pilot of the Right Knowledge
and Argument) based on EALP and LMA, which is now
opened to the public as an open source software.

The paper is organized as follows. In Section 2 and 3,
we overview EALP and LMA as background of the paper.
In Section 4, we present an overall picture of PIRIKA
which provides the basic features and various auxiliary
ones for standard uses. Section 5 is concerned with how
to specialize PIRIKA so that it can deal with arguments
based on Jaina seven-valued logic. Then, we illustrate two
intriguing argument examples in which Jaina seven-valued
logic may work well. The final section includes concluding
remarks and future work.

II. OVERVIEW OF EALP

EALP is an underlying knowledge representation lan-
guage that we formalized for our logic of multiple-valued
argumentation LMA. EALP has two kinds of explicit nega-
tion: Epistemic Explicit Negation ‘¬’ and Ontological Ex-
plicit Negation ‘∼’, and the default negation ‘not’. They
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are supposed to yield a momentum or driving force for
argumentation or dialogue in LMA. We here outline EALP.

A. Language

Definition 1: (Annotation and annotated atoms[3]). We
assume a complete upper semi-lattice(T ,≤) of truth values,
where≤ denotes the semi-lattice ordering onT . It is often
convenient to assume the existence of a greatest element in
T , denoted⊤. The least upper bound operator is denoted
by ⊔. An annotation is either an element ofT (constant
annotation), an annotation variable onT , or an annotation
term. Annotation term is defined recursively as follows:
an element ofT and annotation variable are annotation
terms. In addition, ift1, . . . , tn are annotation terms, then
f(t1, . . . , tn) is an annotation term. Here,f is a total
continuous function of typeT n → T . If A is an atomic
formula andµ is an annotation, thenA : µ is an annotated
atom. We assume an annotation function¬ : T → T , and
define that¬(A :µ) = A : (¬µ). ¬A :µ is called the epistemic
explicit negation(e-explicit negation) ofA : µ.

Definition 2: (Annotated literals). Let A : µ be an
annotated atom. Then∼ (A : µ) is the ontological explicit
negation (o-explicit negation)of A : µ. An annotated
objective literal is either∼ A : µ or A : µ. The symbol∼
is also used to denote complementary annotated objective
literals. Thus∼∼ A : µ = A : µ. If L is an annotated
objective literal, thennotL is a default negation ofL, and
called an annotated default literal. An annotated literal is
either of the formnotL or L.

Definition 3: (Extended Annotated Logic Programs
(EALP)). An extended annotated logic program (EALP) is
a set of annotated rules of the form:H ← L1 & . . . &Ln,
whereH is an annotated objective literal, andLi (1 ≤ i ≤
n) are annotated literals in which the annotation is either a
constant annotation or an annotation variable.
For simplicity, we assume that a rule with annotation vari-
ables or objective variables represents every ground instance
of it. In this assumption, we restrict ourselves to constant
annotations in this paper since every annotation term in
the rules can evaluate to the elements ofT . We identify
a distributed EALP with anagent, and treat a set of EALPs
as amulti-agent system.

B. Interpretation

Definition 4: (Extended annotated Herbrand base).
The set of all annotated literals constructed from an EALPP

on a complete upper semi-latticeT of truth values is called
the extended annotated Herbrand baseHT

P .
Definition 5: (Interpretation). Let T be a complete up-

per semi-lattice of truth values, andP be an EALP. Then,
the interpretation onP is the subsetI ⊆ HT

P of the
extended annotated Herbrand baseHT

P of P such that for
any annotated atomA,

1) If A : µ ∈ I and ρ ≤ µ, thenA : ρ ∈ I (downward
heredity);

2) If A : µ ∈ I and A : ρ ∈ I, then A : (µ ⊔ ρ) ∈ I

(tolerance of difference);
3) If ∼ A :µ ∈ I andρ ≥ µ, then∼ A : ρ ∈ I (upward

heredity).

The conditions 1 and 2 of Definition 5 reflect the definition
of the ideal of a complete lattice of truth values. The ideals-
based semantics was first introduced for the interpretation
of GAP by Kifer and Subrahmanian [3]. Our EALP for
argumentation also employs this since it was shown that
the general semantics with ideals is more adequate than the
restricted one simply with a complete lattice of truth values
[2]. We define three notions of inconsistencies corresponding
to three concepts of negation in EALP.

Definition 6: (Inconsistency). LetI be an interpretation.
Then,

1) A : µ ∈ I and¬A : µ ∈ I ⇔ I is epistemologically
inconsistent(e-inconsistent).

2) A : µ ∈ I and ∼ A : µ ∈ I ⇔ I is ontologically
inconsistent(o-inconsistent).

3) A : µ ∈ I and notA : µ ∈ I, or ∼ A : µ ∈ I and
not ∼ A : µ ∈ I ⇔ I is inconsistent in default(d-
inconsistent).

When an interpretationI is o-inconsistent or d-inconsistent,
we simply sayI is inconsistent. We do not see the e-
inconsistency as a problematic inconsistency since by the
condition 2 of Definition 5,A :µ ∈ I and¬A :µ = A :¬µ ∈
I imply A : (µ ⊔ ¬µ) ∈ I and we thinkA : µ and¬A : µ
are an acceptable differential. LetI be an interpretation
such that∼ A : µ ∈ I. By the condition 1 of Definition
5, for any ρ such thatρ ≥ µ, if A : ρ ∈ I then I is o-
inconsistent. In other words,∼ A :µ rejects all recognitions
ρ such thatρ ≥ µ aboutA. This is the underlying reason
for adopting the condition 3 of Definition 5. These notions
of inconsistency yield a logical basis of attack relations
described in the multiple-valued argumentation of Section
III.

Definition 7: (Satisfaction). Let I be an interpretation.
For any annotated objective literalH and annotated literal
L andLi, we define the satisfaction relation denoted by ‘|=’
as follows.

• I |= L ⇔ L ∈ I

• I |= L1 & · · · &Ln ⇔ I |= L1, . . . , I |= Ln

• I |= H ← L1 & · · · &Ln ⇔ I |= H or I 6|=
L1 & · · · &Ln

III. OVERVIEW OF LMA

In formalizing logic of argumentation, the most primary
concern is the rebuttal relation among arguments since
it yields a cause or a momentum of argumentation. The
rebuttal relation for two-valued argument models is most
simple, so that it naturally appears between the contradictory
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propositions of the formA and ¬A. In case of multiple-
valued argumentation based on EALP, much complication is
to be involved into the rebuttal relation under the different
concepts of negation. One of the questions arising from
multiple-valuedness is, for example, how a literal with
truth-value ρ confronts with a literal with truth-valueµ
in the involvement with negation. In the next subsection,
we outline important notions proper to logic of multiple-
valued argumentation LMA in which the above question is
reasonably solved.

A. Annotated arguments

Definition 8: (Reductant and Minimal reductant).
SupposeP is an EALP, andCi (1 ≤ i ≤ k) are annotated
rules inP of the form:A :ρi ← Li

1
& . . . &Li

ni
, in which

A is an atom. Letρ = ⊔{ρ1, . . . , ρk}. Then the following
annotated rule is a reductant ofP .
A :ρ← L1

1
& . . . &L1

n1
& . . . &Lk

1
& . . . &Lk

nk
.

A reductant is called a minimal reductant when there does
not exist non-empty proper subsetS ⊂ {ρ1, . . . , ρk} such
that ρ = ⊔S

Definition 9: (Truth width [3]). A lattice T is n-wide
if every finite setE ⊆ T , there is a finite subsetE0 ⊆ E of
at most n elements such that⊔E0 = ⊔E.
The notion of truth width is for limiting the number of
reductants to be considered in argument construction. For
example, the complete latticeFOUR = ({⊥, t, f,⊤}, ≤),
where ∀x, y ∈ {⊥, t, f,⊤} x ≤ y ⇔ x = y ∨ x =
⊥ ∨ y = ⊤, is 2-wide, and the complete lattice(ℜ[0, 1],≤)
of the unit interval of real numbers is 1-wide.

Definition 10: (Annotated arguments). Let P be an
EALP. An annotated argument inP is a finite sequence
Arg = [r1, . . . , rn] of rules in P such that for every
i (1 ≤ i ≤ n),

1) ri is either a rule inP or a minimal reductant inP .
2) For every annotated atomA :µ in the body ofri, there

exists ark (n ≥ k > i) such thatA : ρ (ρ ≥ µ) is
head ofrk.

3) For every o-explicit negation∼ A :µ in the body ofri,
there exists ark (n ≥ k > i) such that∼ A :ρ (ρ ≤ µ)
is head ofrk.

4) There exists no proper subsequence of[r1, . . . , rn]
which meets from the first to the third conditions, and
includesr1.

We denote the set of all arguments inP by ArgsP ,
and define the set of all arguments in a set of EALPs
MAS = {KB1, . . . ,KBn} by ArgsMAS = ArgsKB1

∪
· · · ∪ArgsKBn

(⊆ ArgsKB1∪···∪KBn
).

B. Attack relation

Definition 11: (Rebut). Arg1 rebutsArg2 ⇔ there exists
A :µ1 ∈ concl(Arg1) and∼ A :µ2 ∈ concl(Arg2) such that
µ1 ≥ µ2, or exists∼ A : µ1 ∈ concl(Arg1) andA : µ2 ∈
concl(Arg2) such thatµ1 ≤ µ2.

Definition 12: (Undercut). Arg1 undercutsArg2 ⇔
there existsA : µ1 ∈ concl(Arg1) and notA : µ2 ∈
assm(Arg2) such thatµ1 ≥ µ2, or exists∼ A : µ1 ∈
concl(Arg1) and not ∼ A : µ2 ∈ assm(Arg2) such that
µ1 ≤ µ2.

Definition 13: (Strictly undercut). Arg1 strictly un-
dercutsArg2 ⇔ Arg1 undercutsArg2 andArg2 does not
undercutArg1.

Definition 14: (Defeat). Arg1 defeatsArg2 ⇔ Arg1
undercutsArg2, or Arg1 rebutsArg2 and Arg2 does not
undercutArg1.
When an argument defeats itself, such an argument is called
a self-defeating argument. For example,[p : t ← not p : t]
and [q : f ←∼ q : f, ∼ q : f] are all self-defeating. In this
paper, however, we rule out self-defeating arguments from
argument sets since they are in a sense abnormal, and not
entitled to participate in argumentation or dialogue. In this
paper, we employ defeat and strictly undercut to specify the
set of justified arguments where d stands for defeat and su
for strictly undercut.

Definition 15: (acceptable and justified argument[4]).
SupposeArg1 ∈ Args and S ⊆ Args. Then Arg1 is
acceptable wrt.S if for every Arg2 ∈ Args such that
(Arg2, Arg1) ∈ d there existsArg3 ∈ S such that
(Arg3, Arg2) ∈ su. The function FArgs,d/su mapping
from P(Args) to P(Args) is defined byFArgs,d/su(S) =
{Arg ∈ Args | Arg is acceptable wrt.S}. We denote a
least fixpoint ofFArgs,d/su by JArgs,d/su. An argument
Arg is justified if Arg ∈ Jd/su; an argument is overruled
if it is attacked by a justified argument; and an argument is
defensible if it is neither justified nor overruled.
SinceFx/y is monotonic, it has a least fixpoint, and can be
constructed by the iterative method [4]. Justified arguments
can be dialectically determined from a set of arguments by
the dialectical proof theory. We give the sound and com-
plete dialectical proof theory for the abstract argumentation
semanticsJArgs,x/y.

Definition 16: (dialogue [5]).
An dialogue is a finite nonempty sequence of moves
movei = (Playeri, Argi), (i ≥ 1) such that

1) Playeri = P (Proponent)⇔ i is odd;
andPlayeri = O (Opponent)⇔ i is even.

2) If Playeri = Playerj = P (i 6= j) then Argi 6=
Argj .

3) If Playeri = P (i ≥ 3) then (Argi, Argi−1) ∈ su;
and ifPlayeri = O (i ≥ 2) then(Argi, Argi−1) ∈ d.

In this definition, it is permitted thatP = O, that is a
dialogue is done by only one agent. Then, we say such an
argument is a self-argument.

Definition 17: (dialogue tree [5]). A dialogue tree is a
tree of moves such that every branch is a dialogue, and for
all movesmovei = (P,Argi), the children ofmovei are all
those moves(O,Argj) (j ≥ 1) such that(Argj , Argi) ∈ d.
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We have the sound and complete dialectical proof theory for
the argumentation semanticsJArgs,x/y [2].

IV. STANDARD USES OFPIRIKA

PIRIKA1 is an implemented system of EALP/LMA [6].
It is now open to the public as downloadable OSS together
with video clips and operation’s and users’ manual.
http://www.cs.ie.niigata-u.ac.jp/Research/PIRIKA/PIRIKA.
html

The argumentation scenario of PIRIKA basically consists
of the following phases:

• Registering agents (as avatars of humans) with the argu-
ment server so that they can commit to argumentation

• Preparing a lattice of truth values for dealing with un-
certainty depending on application domains

• Designing knowledge bases under the specified truth
values in terms of EALP

• Starting argumentation on submitted issues/claims in
LMA (see Figure 1 for the system architecture)

• Visualizing the live argumentation process and dia-
gramming arguments

• Determining the status of an argument
• Storing arguments and their results in the argument

repository for the future reuse

In addition, many other unique features proper to the logic
of multiple-valued argumentation is integrated with the core
part of PIRIKA. They are,

• Neural network argumentation for Dungean semantics
[7]

• Pluralistic argumentation (Western and Eastern argu-
ments) [8]

• Syncretic argumentation [9]
• Argument mining [10]
• Argument animation [11]

The overall architecture of PIRIKA is shown in Figure 1.

V. JAINA SEVEN-VALUED LOGIC

In this subsection, we deal with Jaina seven-valued logic
[12][13], which is to be captured as an upper semi-lattice
structure of the EALP/LMA framework.

The Jaina logic is said to be an intellectual ahimsa in
a word [12], and its doctrines consist of Anekāntav̄ada,
Syādv̄ada and Nayav̄ada [14]. Anek̄antav̄ada is one of the
most important and fundamental doctrines of Jainism. It
refers to the principles of pluralism and multiplicity of
viewpoints, the notion that truth and reality are perceived
differently from diverse points of view, and that no single
point of view is the complete truth.

Syādv̄ada is the theory of conditioned predication, which
provides an expression to anekānta by recommending that

1An acronym for PIlot for the RIght Knowledge and Argument

Figure 1. Architecture of PIRIKA

the epithet Sȳad be prefixed to every phrase or expression,
and Nayav̄ada is the theory of partial standpoints.

Syād means ‘in some ways’, ‘from a perspective’, ‘in
some aspect’, ‘somehow’, ‘maybe’, etc. As reality is com-
plex, no single proposition can express the nature of reality
fully. Thus the term ‘sȳat’(in composition ‘sȳad’) should
be prefixed before each proposition giving it a conditional
point of view and thus removing any dogmatism in the
statement. Since it ensures that each statement is expressed
from seven different conditional and relative viewpoints or
propositions, sȳadv̄ada is known as the theory of seven
conditioned predications. These seven propositions are:

1) sȳad-astiin some ways, it is.
2) sȳad-n̄astiin some ways, it is not.
3) sȳad-avaktavyah. in some ways, it is indescribable.
4) sȳad-asti-n̄astiin some ways, it is, and it is not.
5) sȳad-asti-avaktavyah. in some ways, it is, and it is

indescribable.
6) sȳad-n̄asti-avaktavyah. in some ways, it is not, and it is

indescribable.
7) sȳad-asti-n̄asti-avaktavyah. in some ways, it is, it is not,

and it is indescribable.
Each of these seven propositions examines the complex and
multifaceted nature of reality from a relative point of view of
time, space, substance and mode. To ignore the complexity
of reality is to commit the fallacy of dogmatism [14].

The vulgar (Aristotelian or Boolean) logic is based on the
‘Laws of Thought.’ The Jain theory of modes of truth (sapt-
abhangivada, ‘seven-division-ism,’ perfected by the sixth-
century Samantabhadra) recognizes seven truth-values [12].

We relate those seven propositions (or the seven modes
of truth) to the seven truth-values :t, f, i, tf, ti, fi, tfi respec-
tively. Then, we can well capture the structure of the seven
truth-values of Jaina logic as the upper semi-lattice as seen
in Figure 2, that is,
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JAINA = 〈{t, f, i, tf, ti, fi, tfi},≤〉.

Figure 2. The upper semi-lattice of seven truth-values in Jaina logic

In what follows, we present argument examples in which
intriguing language and logic phenomena can be captured
on the basis of the Jaina seven-valued logic.

A. A pluralistic or multicultural argument example

We illustrate a pluralistic or multicultural argument by
specializing LMA (Logic of Multiple-valued Argumenta-
tion) [2] to the upper semi-latticeJAINA in Figure 2.
Let us consider the Western and Eastern arguments against
Aristotle. Aristotle believed that the heavier a body is, the
faster it falls to the ground. We simply represent this as
aristotle hyp : t. Galileo’s logical argument against this
proceeds as follows: “Suppose that we have two bodies, a
heavy one called H and a light one called L. Under Aris-
totle’s assumption, H will fall faster than L. Now suppose
that H and L are joined together. Now what happens? Well,
L plus H is heavier than H so by the initial assumption it
should fall faster than H alone. But in the joined body, L
is lighter and will act as a ‘brake’ on H, and L plus H will
fall slower than H alone. Hence it follows from the initial
assumption that L plus H will both faster and slower than
H alone. Since this is absurd, the initial assumption must be
false.” On the other hand, Easterners prefer a more holistic
or dialectical argument like this: “Aristotle is based on a
belief that the physical object is free from any influences of
other contextual factors, which is impossible in reality.” [15]

These are well translated into EALP [2] as follows:
[Galileo’s knowledge]
∼ aristotle hyp : t← faster(l + h, h) : tf
faster(l + h, h) : t← not aristotle hyp : f
faster(l + h, h) : f← slower(l + h, h) : t
slower(l + h, h) : t← brake(l, h) : t
brake(l, h) : t
[Eastern agent’s knowledge]
∼ aristotle hyp : t← distrust decontextualization : t
distrust decontextualization : t

Figure 3 depicts a dialogue tree constructed with the di-
alectical proof theory for EALP/LMA [2]. Obviously, Aris-
totle’s argumentAAristotle is defeated (rebut) by Galileo’s

aristotle_hyp:t 
“the heavier a body is, the faster it falls to the ground.”

~aristotle_hyp:t <- faster(L+H, H):tf
faster(L+H, H):tf <- not aristotle_hyp:f,  slower(L+H, H):t 
slower(L+H, H):t <- brake(L, H):t

brake(L, H):t

~aristotle_hyp:t <-     
      distrust_decontextualization:t
distrust_decontextualization:t

defeat defeat

Aristotle

Galileo
Eastern Agent

Figure 3. Western and Eastern arguments against Aristotle

argumentAWestern and an Easterner’s argumentAEastern,
and turns out not to be justified by two culturally different
kinds of counter-arguments (actually defensible): an Western
analytic argument and an Eastern holistic one, where the sec-
ond rule in Galileo’s argument is a reductant [3] made from
his knowledge base. Note that Galileo made his argument by
reductio ad absurdum for which the default negation ‘not’
has a crucial role in the rule representation. Furthermore,
we note that the head∼ aristotle hyp : t in the first
rule of Galileo’s argument does not undercut the assumption
∼ aristotle hyp : f of the second rule, that is, Galileo’s
argument is coherent or not self-defeating, and Eastern agent
does not undercut the assumption∼ aristotle hyp : f of the
second rule in Galileo’s argument. (Interested readers should
refer to [2] for the technical terms used. )

In this example, all the arguments by Aristotle, Galileo
and Eastern agent become defensible. Incidentally, let us
consider a little modified version of the example. We first
change Aristotle’s belief as follows:
[Aristotle’s belief]
aristotle hyp : t← not ∼ empirically factual : t.
And we make one more agent appear on the stage, who is
a modern scientist having a firm belief on verificationism.
[Modern scientist’s knowledge]
∼ empirically factual : t←

not scientifically verified : t.
Then, it is obvious that Aristotle’s argument is overruled,

and Galileo’s, a modern scientist’s ones and Eastern agent’s
one are all justified(see Figure 4).

B. Ethical argument example

We take up an ethical question ‘Is homicide evil?’
The knowledge bases of two agents:A1 and CA1
for the argument are shown in Table I. Agent A1
says ‘homicide is evil :: [t i]’ with the ground
”when we say no we mean no :: [i]”. Then [t i] means
‘we cannot explain it, but it is so’. He also believes
‘homicide is evil :: [t]’ with the definite ground. However,
both of the assertions turn out to be defeated by the other
Agent CA1. AgentCA1 has a wealth of knowledge com-
pared with A1, quoting the famous words of Charlie Chaplin
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aristotle_hyp:t <- not ~empirically_factual:t 

Aristotle

~aristotle_hyp:t <- faster(L+H, H):tf
faster(L+H, H):tf <- not aristotle_hyp:f,  slower(L+H, H):t 
slower(L+H, H):t <- brake(L, H):t
brake(L, H):t

Galileo

defeat

~empirically_factual:t <-  not~scientifically_verified:t

Modern scientist
strictly undercut

Figure 4. Galileo’s argument is justified.

and Georg Jellinek, and exploiting that there is a scene where
homicide is permitted. Furthermore, he also has such a
unique assertion that ‘millionsmurder makes a hero ::
[i t f ]’ . [i t f ] means that if it is stated from a viewpoint
of the meaning of the word, it is so, but if it is stated
from a viewpoint of one homicide, it is not so, and if
it is stated from a viewpoint of a hero’s definition, it is
indescribable. Actually it is a statement that gets involved
in three perspectives.

The arguments on the issues ‘∼homicide is evil ::
[i t]’ and ‘∼homicide is evil :: [t]’ are justified since they
are defeated (rebut) fromA1, but A1’s ground are defeated
(undercut) too. We can see the winning dialogue trees in
Figure 5 and 6 respectively.

Figure 5. ∼ homicide is evil : t is justified

Figure 7 displays the result of the neural network ar-
gumentation [7] computing Dungean semantics [16] of the
Jaina argument example by PIRIKA. It includes the results
of other argumentation semantics such as the admissible
extention, stable extention and complete extention as well as
the grounded extention. The neural network argumentation
has such an advantage that it can deal with all the basic
Dungean semantics and compute in a uniform way.

Figure 6. ∼ homicide is evil : ti is justified

Figure 7. Computing other argumentation semantics by the neuralnetwork

VI. RELATED WORK

PIRIKA is only one argumentation system that allows
uncertainty in computational argument system in a full-
fledged manner, and is integrated with such unique features
as neural network argumentation, syncretic argumentation,
argument mining, and argument animation. Chesñevar’s pos-
sibilistic argumentation might be only one exception, but its
argumentation model deals with uncertainty over the real
numbers only [17].

VII. C ONCLUDING REMARKS AND FUTURE WORK

EALP is a very generic knowledge representation lan-
guage for uncertain arguments, and LMA built on top of
it also yields a generic argumentation framework so that it
allows agents to construct uncertain arguments under truth
values specified depending on application domains.
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Table I
KNOWLEDGE-BASE OF SEVEN-VALUED ARGUMENTATION

agent A1 knowledge base :KBA1

homicide is evil :: [it] <== not ∼ when we say no we mean no :: [i].
homicide is evil :: [t] <== homicide is criminal :: [t]&not ∼ violation of law is evil :: [t].
homicide is criminal :: [t] <== true.

agent CA1 knowledge base :KBCA1

∼ when we say no we mean no :: [i] <==
not ∼ anything are pardonable in case of emergency :: [t].

∼ violation of law is evil :: [t] <== not ∼ law is ethical minimum :: [t].
∼ violation of law is evil :: [t] <== law has no sense ofright or wrong :: [t].
the law have no sense ofright or wrong :: [t] <== true.
∼ homicide is evil :: [it] <== numbers sanctify murder :: [it].
numbers sanctify murder :: [it] <== not ∼ killing millions makes a hero :: [itf ].
∼ homicide is evil :: [t] <== some country allows die in a duel :: [t].
some country allows die in a duel :: [t] <== true.

In this paper we manifested the standard uses of PIRIKA,
an implemented system of EALP/LMA, and revealed its
potential usefulness by specializing it to the Jaina seven-
valued logic. Particularly, we showed that PIRIKA can deal
with not only Western arguments but also Eastern arguments
such as somewhat complicated Indian Jaina logic.

In the near future, we will port PIRIKA on Linux,
Windows and Mac OX to pervasive personal tools such as
iPhone and iPad, in order to attract a wide range of people
and allow them to use PIRIKA in their daily lives. We
hope that such an attempt will open up a new horizon for
computational argumentation research.
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Abstract: Based on the point of view of neuroethology and cognition-psychology, general 
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principle of intelligent systems: entropy increases or decreases together with intelligence in the 

intelligent systems. The basic principle is of momentous theoretical significance and practical 

significance .From the basic principle can not only derive two kind of learning algorithms 

(statistical simulating annealing algorithms and annealing algorithms of mean-field theory 

approximation) for training large kinds of stochastic neural networks,but also can thoroughly 

dispel misgivings created by second law of thermodynamics on 'people s psychology ,hence 

make one be fully confident of facing life.Because of Human society, natural world, and even 

universe all are intelligent systems.   
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1  Introduction                      

   Until now, human brain is the sophisticated creation of natural world and is only place where 

are produced cognition and intelligence, and hence spirit. Human being as a body carrying life is 

the most advanced and perfect intelligent system on the planet. It has the features common to 

general complex system. As we see it[1]， a complex system is a functional system having any  

structure(including hierarchical and variably hierarchical structure) and consisting of any number 
of subsystems(≥ 1)capable of particular functions. These subsystems form closed loops of their 

own based on the feedback mechanism and are capable of self-adjustment according to different 

optimum criteria and interact with each other in various ways, and are composed of various 

dynamical, logical, nonlogical, and heuristic links. A complex system integrates at least the 

following six aspects: 

(1) Multi-dimensionality: magnitude of dimension, type of dimension ,and transition each other 

of the types of dimension; 

(2) Multi-parameter; 

(3) Multi-relationship: relationships between(among)variables at same level(in particular, 

nonlinear relationships) and relationships between(among)variables at different level(in 

particular, nonlinear relationships)or the crossover of the two relationships; 

(4) Multi-criterion: multi-component, multi-scales(levels); 

1 Having revisited content of the paper“Intelligent control with relative entropy minimizing（Control theory and 
applications，Vol.16,No.1,PP－27-31.In Chinese.）”,I have proposed and proved the basic principle of intelligent 
system.And then further having supplemented and perfected,this article is formed.It is submitted first time in 
English.   
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(5) Multi-functionality: emergence, co-operation, competition, adaption, closed-openness, and 

so on; 

(6) Multi-discipline of knowledge used.  

Obviously, an intelligent system is complex system. 

Intelligent control is the process of performing a task by an intelligent machine[2]. The theory of 

intelligent control is a composition of mathematic, lingual method and algorithm used in the 

system and the process and is based on cross disciplines of neuroethology, cognition-psychology, 

computer science, systematic science, artificial intelligence and information science. Only when 

we are accustomed  both to introduction and effective use of all knowledge of modern science , 

in particular, of the systematic science in  scientific fields related to “human being” and to 

introduction and effective use of all scientific knowledge related to “human bring” in other 

modern science, in particular ,in the fields of systematic science, in other words, only when 

human being has full knowledge of itself, can an intelligent control system in true sense be 

obtained and can an the theory of intelligent system in true sense be established. 

Based on the point of view of neuroethology and cognition-psychology, general frame of 

theory for intelligent systems is presented by means of principle of relative entropy minimizing in 

this paper. Cream of the general frame of theory is to present and to prove basic principle of 

intelligent systems: entropy increases or decreases together with intelligence in the intelligent 

systems. The basic principle is of momentous theoretical significance and practical 

significance .From the basic principle can not only derive two kind of learning algorithms 

(statistical simulating annealing algorithms and annealing algorithms of mean-field theory 

approximation) for training large kinds of stochastic neural networks,but also can thoroughly 

dispel misgivings created by second law of thermodynamics on 'people s psychology ,hence 

make one be fully confident of facing life.Because of Human society, natural world, and even 

universe all are intelligent systems.Human intelligence is in the Brain, intelligence of universe is in 

Black holes. In particular,highest intelligence of  universe is in the black hole which possesses 

maximum volume in all black holes. 

This paper is organized as follows:Section 2 presents the basic viewpoint and basic construction 

on intelligent systems,gives block diagram of intelligent control system.Section 3 presents and 

proves basic  principle of intelligent system: entropy increases or decreases together with 

intelligence in the intelligent system.Sectiion 4  demonstrates how derive two kind of learning 

algorithms (statistical simulating annealing algorithms and annealing algorithms of mean-field 

theory approximation) for training large kinds of stochastic neural networks by means of the 

basic principle of the intelligent system.  

2 Basic viewpoint and basic construction on intelligent systems  

The following is a block diagram of intelligent system from the perceptive of neuroethology 

and cognition-psychology. 

It is a description of an abstracted framework of common intelligent control system, including 

the description of the hierarchical intelligent control system. We will give a brief description of 

the block diagram of intelligent control system shown in figure1. 

  The perception system makes characteristic abstraction, transformation, integration and 

coding of environmental stimuli. The coded environmental stimuli are input to the memory 

system. The memory is categorized as short-term memory and long-term memory. Information 
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processing by short-term memory comes from two sources. On one hand, it processes the coded 

information from environment. At this time, the short-term memory shows up great selectivity: 

elimination of the unwanted or minor information and preservation and further acknowledgment 

of the needed information. On the other hand, the short-term memory refines some portion of 

the information stored in the long-term memory. The long-term memory is a huge information 

storage-base storing various kinds of information, such as sport skills, grammar information, 

semantic information, pragmatic information, value, processing procedure, etc. Migrating with 

current and past input, some portion of the long-term memory is activated. The activated 

information is called active memory [3].Some portion of the active memory undergoes a refining 

process in the short-memory which is the place where current cognitive activities take place. It is 

obvious that there must be a channel for information exchange between the short-memory and 

long-memory .The information exchange at the same time serves as a coordinator between the 

control system and reaction system. The control system itself has complete, multi-functional, 

high-level learning system. The control system determines how the entire intelligent control 

ssystem works. By means of direct learning from the environment and making use of the 

information stored in the memory system, the control system implements its organization and 

management function, processes the objectives and provides policy to achieve these objectives, 

that is, determines a plan and make a decision. The coordination system is an intermediate 

structure between the control system and other subsystems and makes decision and 

coordination based on short-term memory ,”to pass information from the higher level down to 

the lower level” and “to report information from the lower level to the higher level”. The reaction 

system controls the output of the entire intelligent system ranging from various actions to  

language and expression. 

     

Fig.1 Block diagram of intelligent control system 
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3 Basic principle in intelligent system 

 

Assume the intelligent system S  shown in Figure 1 can be expressed as following 
triplet with a function  

 

            S = ( X , F , P , H ( 0p , p ))                             (1 )  

Where X  is the state space; F  is a σ --algebra; P  is a probability measure on (

, )X F ; 0( , )H p p  is relative entropy defined as  

         0( , )H P p 0
0

( , )
( , ) ln

( )
p xp x dx

p x
θθ= ∫                          (2)  

Where 0 ( , )p x θ  is determined by observation, ( , , )tθ ξ η=  is a parameter, where 

ξ  is the action rule of the intelligent system S ,η  is the event database ,i.e. event set 

stored in the memory system, and t  is time; ( )p x  is a function of maximum entropy 

probability density representing a priori knowledge and is given by the following 

equation 

         
1

( ) exp( ( ))p x mU x
Z

= −                                     (3)  

Where ( )U x  is a vector potential, m  is a vector factor and Z  is partition function.  

   Whenever there is a new sufficiently large input to the system, the system executes 

a minimization process of formula (2)  and when the process ends, the 0 1−  symbol 

string supplied by the reaction system is the optimal task of the system. 

The following theorem demonstrates that the relative entropy can be minimized 

and the minimum obtained is unique. 

 

Theorem 1.  Express the relative entropy in equation (2)  as 0( , )H p p , we 

have  

lim ( ( ), ( )) 0o i ii
H p x p x

→∞
=                                     (4)  

Proof   Because of 0 ( )ip x  is estimates to ( )ip x  which are obtained by any 

practicable method to do random experiment (learning) about certain constraint of

( )p x , for example, because of formula (3) , there is a Markov chain of observable 

sample
, , ,1 ...... nx x  whose limit distribution is ( )p x  on state  space X .By means of 
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ergodic theorem, from orbits 
,, ,( ), 12 ...... ; 0;ix t i t= ≥ of the Markov chain, estimate 

0 ( )ip x  of density function ( )ip x  can be obtained. The process is producing directive 

sequence 0 ( )ip x  , ,( 12 ......)i =  and  its directive subsequence 

0 ( ( ); ( ) ) ( ) ( )ip l i l i i p x p i≥ = =  on complete metric space ( , )D d , D  is  set  of 

probability density function on measurable space ( , )X F .At this time ,

0 0lim ( ) lim( ( ( ); ( ) ) lim ( ).
i i i

p i p l i l i i p i
→∞ →∞ →∞

= ≥ =  

In  fact, suppose 0lim ( )
i

p i η
→∞

= , then for any small positive number ε ,there is 

positive integer I , such that when i I> , ‖ 0 ( )p i η− ‖< ε .Because of lim
i→∞

｛ ( )l i ｝ = ∞ ,thus there is a positive integer 0i ,such that when 

0 , ( )i i l i I> > ,at this time ‖ 0 ( ( )p l i −η ‖ ε< ,hence subsequence ｛ 0 ( ( )p l i ｝

= ｛ ( )p i ｝ , , ,( 12 ......)i =  converges and 

0 0lim ( ) lim ( ( ), ( ) ) lim ( )
i i i

p i p l i l i i p i
→∞ →∞ →∞

= > = = η .The proof is completed. 

The proving process of above theorem is the process in which 0( , )H p p  

is minimized. The limit theory dictates that there must be a minimum value 

approaching to 0 , and the minimum value is unique. The minimum value 

corresponds to the uniquely correct 0,1  character string  for 

implementation of a given objective(environmental input).At control level, 

a  0,1 character string corresponding to the correct decision－making is 

given, and at the reaction system(level),a 0,1  character string 

corresponding to correct task is given. 

From the above discussion, we find the following proposition 

Proposition   The sufficient and necessary condition for the 

intelligent system 0( , , , ( , ))S X F P H p p=  to exist is that it can be given 

by  

0
0( , , , ( , )) min

p
S X F P H p p λ= =  ｛ 0

0

( , )
( , ) ln

( )X

p xp x dx
p x

θθ∫ ｝,         (5)  
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where 0λ > . 

Definition 1. Knowledge on the intelligent system S  is defined as the 

structural information on the intelligent system S , measured by equation 

(2) . 

Definition 2. The intelligence of an intelligent system is change ratio  

of the knowledge acquired by the intelligent system to the linkage 

coefficient between component units in the intelligent system. 

Theorem 2（Basic principle of intelligent system）. Entropy increases 

or decreases together with intelligence on the intelligent system S . 

To make the discussion simple and sufficient, the concept of sufficiency 

of relative entropy is introduced [4]. 

    

 Definition 3. For the intelligent system S ,we assume A  is σ − algebra 

on set X  of sub-vectors of x X∈ produced by its subsystem—memory system and 

control system, it is σ − subalgebra of F ,that is ,A F⊆ .Let ( )P X  is set 

of the all probability measures on ( , )X F and 'P ( )P X⊂ 。By σ − subalgebra A   

is sufficient with respect to 
'P is meant there exists A  —measurable 

function 

(1Ah Eµ= ︱A  ) , '. .,a e Pµ µ− ∀ ∈                               (6)  

 for any A∈  F . 

Assume 0P  and P  are probability measures corresponding to probability 

density function 0 ( )p x , ( )p x ,respectively, 0{ , } ( )P P P X∈ .From the definition 

of sufficiency we easily find that A  is sufficient with respect to 0{ , }P P .Therefore 

we  have : 

0 0 0( , ) ( , ) ( , )FH p p H p p H p p= =A . 

Since the A  is sufficient with respect to 0{ , }P P , then the difference between 0P  

and P  can be determined all by A  alone. Therefore the conclusion concerning system 

0
0( , , , ( , )) min

p
S X F P H p p λ= =  ｛ 0

0

( , )
( , ) ln

( )X

p xp x dx
p x

θθ∫ ｝can be discussed on its 

subsystems—memory system and control system. 

Following this thinking in the discussion, we can not only prove the basic 

principle of the intelligent system S ,but also produce a special algorithm

—algorithm of mean－field theory approximation [5].The proof of theorem 2 is 
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given in following 

        Note that vector m  in equation (3) denotes linkage coefficient between component 

units(nerve cells).For simplicity, we rewrite 0 ( , )p x θ  as 0 ( )p x .We will find 

0( , )H p p∂ A / im∂  in the following. 

0( , ) ( ) ( )
( )

o T T
T

i T i

H p p p x p x dx
m p x m

∂ ∂
= −

∂ ∂∫A                                       (7) 

Where Tx ∈  X .  We have: 

  

( )
[exp( ( ))] ( ) / ( )[ exp( ( ))] ( ) /

T

T
i i T i T N T i i T i T N

i x ii

p x mU x U x Z p x mU x U x Z
m

∂
= − − −

∂ ∑ ∑ ∑
 

( ) ( ) ( ) ( ) ( )
T

T i T T T i T
x

p x U x p x p x U x= − ∑  

Where NZ  is restriction of Z on X . .  

Substitute above equation into (7) we have  

0 0( , ) ( ) ( )
( )

T T
T

i T i

H p p p x p x dx
m p x m

∂ ∂
= −

∂ ∂∫A  

0 0( ( ) ( ) ( ) ( ) ( ) )
T

T i T T T T i T T
x

p x U x dx p x p x U x dx= − − + ∑∫ ∫  

0
( ( )) ( ( ))p i T p i TE U x E U x= −                                                (8) 

Because of 
0 0
( ( )) lnp i T p NE U x H Z= − ,equation(8) reads 

0

0( , )
( ) ln ( ( ))p T N p i T

i

H p p H x Z E U x
m

∂
= − −

∂
A , 

Consequently we have: 

   

0

0( , )
ln ( ( )) ( )N p i T p T

i

H p pZ E U x H x
m

∂
+ = −

∂
A                               (9) 

Where 
0
( )p TH x  is the maximum entropy determined by the observation sampling set or 

training sampling set, and is the measurement of uncertainty of task executed by the memory 

system and the control system. Notice ( ( ))p i TE U x  is determinate real number. After the 

number of component units (nerve cells) of memory system and control system is determined, 

NZ (partition function) is determined as well. Therefore the left side of equation(9)can be 
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regarded as a constant .If the first item at the right side increases(or decreases),the second item 

must increases(or decreases) .Since A is sufficient for { 0 ,P P }，the above conclusion is 

completely applicable to the entire system S .The proof of basic principle is 

completed. 

 

4  Intelligent behavior of intelligent system  

Intelligent behavior of the intelligent system S  is accomplished by the subsystems－

control system and memory system. The control system and memory system are systems 

of neural networks. Various intelligent behaviors are shown biologically as the 

change of linkage weight between nerve cells. 

Learning process is the process of acquiring knowledge .The learning process 

of system of neural network is divided into two phases. The first phase is a processes 

in which the system of neural systems abstracts the environment and establishes the 

to be solved problem model—model establishment process. The second phase is a 

process in which the problem is solved —namely uncertainty caused by environmental 

regularity in the system is minimized. Corresponding to the two phases, there are 

the following results. 

Theorem 3[6].   Assume the compounded system formed by system N of neural network 

and the environment E  that it is in is isolated from the outside world, and the 

learning process of the system of neural network is a Markov process that has a given 

transition probability function .When input information of sufficient magnitude is 

obtained, the system of neural network starts its learning process. The process will 

finally arrive at its the equilibrium from far from the equilibrium. The equilibrium 

is state when the system has maximum entropy. The sufficient and necessary condition 

of the maximum entropy is that the distribution density function of the system is 

given by  

          
1

( ) exp( ( ))T N T
N

p x m U x
Z

= −                                      (10) 

Where Tx  is state variable of the system of neural network, ( )TU x is vector 

potential function and NZ is partition function。 

Theorem 4[6].  Under the condition of the theorem 3, assume the linkage weight 

between the i th and j th nerve cells of system of neural network is ijw and 

ij jiw w= ,then based on basic principle of the intelligent system, we have 

'0( , )
( )ij ij

ij

H p p P P
w

γ∂
= −

∂
A ,where 

1
kT

γ =  and k  is Boltzmann constant, T  

corresponds to the temperature in a physical system ,but is a control parameter here;
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ijP  is the average probability when there is environmental input and the network 

arrives at equilibrium with both unit i and unit j conducting;
'
ijP  is the 

corresponding probability when there is not environmental input. 

Theorem 5[5].  Under condition of theorem 3,assume that the linkage weight between 

the i th and j th nerve cells of system of neural network is ijw and ij jiw w= ,and 

that number of nerve cells of the system of neural network is sufficiently large, 

then based on the basic principle of the intelligent system and in the sense of mean 

square limit, we find 
0

0( , )
( ( )) ( ( ))i p T i p T

ij

H p p U E x U E x
w

∂
= −

∂
A ,where 

0
pE  and pE  

denote expectation operators of 0 ( )p x  and ( )p x ,respectively. 

From theorems 4and 5 we find two kinds of learning algorithms for training stochastic 

neural networks: 

             △
'( )ij ij ijw P Pβ= −                                            (11) 

Where β  is a constant less than but approaching 1. 

             △ ( [ ( )] [ ( )] [ ( )] [ ( )])ij T T T Tw E x k E x l E x k E x lα
− −

= −
 

                 (12) 

Where α  is a constant less than but approaching 1,and [ ( )]TE x k  is given by  

 

            [ ( )]TE x k = 1

1 exp( )kU
T
−

+
,      ( ) {0,1}Tx k ∈                    (13) 

Or 

 

             [ ( )] tanh( )k
T

UE x k
T
−

= ,         ( ) {1, 1}Tx k ∈ −                  (14) 

 

Where ( )k kl T
l

U w x l=∑ ; [ ( )]TE x k  is mean field when unit k  is excited, [ ( )]TE x k


 

and [ ( )TE x k
−

represent the excitement value of unit k  when the system arrives at 

stable  state  in “ - ” phase( “ minus ” phase) and “ + ” phase( “ plus ”

phase),respectively.“- ”phase — with input unit to be clamping by 

environment(input mode),the excitement value of both hidden unit and output unit 

evolves to its stable value according to the rule expressed in equation(13) or (14);

“+”phase —with the input unit yet to be clamping by environment(input mode) and 
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the output unit to be clamping by the required output mode, only the hidden unit 

changes its excitement value till its stable value based on the same rule. 

 Directly applying learning algorithms (11) or (12) to the training of the system 

of neural network is exactly to use the fastest declining method to find the ijw  

when 0( , )H p pA  approaching minimum, which will cause the system of neural system 

to be trapped into the local minimum, but in some cases, it is undesirable and 

sometime it is prohibited. Annealing algorithm is a method to avoid the local minimum 

and to obtain the overall minimum. 

 

   1)Statistic simulation annealing algorithm    

Statistic simulation annealing algorithm[7] as a common method for 

approximately solving problem in large-scale combinatory optimization has seen 

great development in theory and practice. This algorithm can be widely used in the 

optimization field to provide solution to various optimization problems and the 

solution can arbitrarily approach to the overall optimization. This algorithm allow 

cost function related to state to climb the slope randomly simulating the metal 

annealing process. That is, with the function of the control parameter T ,random 

noise is added to the conventional fastest decline process, thus if“unfortunately” 

the system of neural network runs into the local minimum trap, it will be able to 

get out of this local minimum trap until it maximally approaches the overall optimum, 

in other word, obtains the overall minimum of the  cos t function. In this article, 

the cost function is the relative entropy and the minimum process of relative entropy 

is synchronized with that of energy function—const function defined in other 

articles. The procedures for computer implementation of the statistic simulation 

annealing algorithm are: 

 

(1) Decide the sufficiently high initial T  and randomly determine the 

linkage weight between nerve cells of the system. 

(2) Givena small perturbation to initial state i
Tx  of the system,we find 

'i
Tx  and the relative entropy increment △ HA . 

(3) If △ 0H ≤A ,then accept this change ,or otherwise if exp( −△ )HA

＞random number [0,1)∈ ,then accept this change and 
'1i i

T Tx x+ = . 

(4) Compute new temperature: ( 1) (0) / ln( 1), 1T i T i i+ = + ≥ ,where (0)T  is the 

initial temperature. 

(5) Repeat steps (2) through to （4）until T  approaches zero and the system 

no longer makes state transfer.  

2)Annealing algorithm of mean-field theory approximation 
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The above statistic simulation annealing algorithm“inherits ”the connatural 

essentiality of the Mote Carlo method —slow convergence rate and high computation 

complexity, which greatly restricts its application. For this reason, in recent 

years, specialists and scholars have put forward annealing algorithm of mean-field 

theory approximation, which has yielded good result. All methods for deducing 

annealing algorithm of mean-field theory approximation are based on the reduction 

of the system free energy in statistic physics. Our deduction[5] of this algorithm 

from the perceptive of relative entropy minimization is determined by the basic 

principle of the intelligent system and is a natural extension and result of the 

thinking— using relative entropy minimization to implement the intelligent 

control. 

    The annealing algorithm of mean-field theory approximation is as follows: 

(1) Randomly choose a high-value parameter T  and randomly initialize the mean field 

[ ( )]TE x k  and linkage weight klw  of all free units. 

(2) Do following cycle : 

)a Randomly choose a mean-field variable [ ( )], 1, , ,TE x l l r= ⋅⋅⋅⋅ ⋅ ⋅ and compute 

according to equation (13) or (14) till to arrive at stable state to find

1[ (1)]TE x . 

)b Decrease T  repeat step )a until a stable solution of equation (13)(or (14)) 

appears. 

(3) Implement the above procedures on “—”phase  and “+”phase, respectively.  

(4) Modify weight according to equation (12). 

The annealing algorithm of mean-field theory approximation has a convergence 

rate about 50～ 100 times higher than that of statistic simulation annealing 

algorithm and declines the time complexity from ○ (2 )n
to ○ ( )n ,where n  is the 

number of nerve cells in the system of neural network. 

 

The above two learning algorithm can be used to  train large kinds of stochastic 

neural network, for example, Markov neural networks[6],neural network based on 

mean-field theory approximation[5],and so on. Our system of neural network in the 

intelligent system has learning function[6],memory function[8] and thought 

function[9]. Having constructed the intelligent system ,having given mathematical 

method  an alyzing it and its algorithm,  we have constructed theory of intelligent 

system, which is implemented through relative entropy minimization. 
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Abstract   The availability of large and diverse 
datasets has lead to many exciting opportunities 
for the development of tools for knowledge 
discovery. Artificial Intelligence algorithms have 
a long history of being used to analyze large and 
complex datasets. Recent studies have suggested 
that the commonly used diagnostic measure, the 
Body Mass Index, may not be the most 
appropriate indicator for obesity. In this study 
we use data from a comprehensive study 
conducted by the Center for Disease Control 
and a machine learning approach in order to 
develop a domain independent tool to produce a 
binary decision tree. We use this tool in order to 
assess the most important risk factors for obesity 
as well as to classify an individual’s risk for 
obesity. 
 
1   Introduction 
 
With the proliferation of large and diverse 
datasets, the need to develop and expand 
knowledge-discovery technology is constantly 
growing.  There is a great need to use a large 
range of tools to extract information from these 
emerging databases. This paper presents a data 
mining approach that uses a machine learning 
algorithm in order to evaluate the most 
important factors in obesity while also providing 
a tool for the classification of new data. 
    The software tool that we have developed 
analyzes a large dataset provided by the Center 
for Disease Control (CDC) [1] in order to asses 
what the most important factors are that 
influence obesity in the population. Recent 
studies [2] have advanced the idea that the Body 
Mass Index (BMI) measure [3], despite its 
simplicity and wide use for diagnosis, may not 

be the best indicator for obesity. The goal of this 
study is to look beyond the BMI measure in 
order to find a better understanding of what may 
be the most influential factors in obesity. This 
research takes into consideration possible factors 
of obesity by considering individual’s health 
issues and habits along with regional factors. 
    The software tool was implemented using a 
data independent and objected oriented approach 
and can be used effectively with any other type 
of data. It uses a machine learning algorithm, 
Iterative Dichotomiser 3 (ID3) [4], which builds 
a decision tree based on the data provided. The 
resulting decision tree can then be used to 
evaluate an individual’s risk for obesity.  
 
2   Background and Related Work 
 
The main algorithms that have been developed 
for decision tree learning take a top-down, 
greedy approach through the space of decision 
trees. They are the Iterative Dichotomiser 3(ID3) 
[4] and its extension C4.5 [5] and were 
developed by J. Ross Quinlan.  ID3 is popular 
amongst researchers and academics performing 
research in health and medical fields.  
    With the prevalence of Electronic Medical 
Records (EMR), it is much easier for researchers 
to gain accesses to large and robust medical 
databases. This has generated a large amount of 
research focused primarily on uncovering the 
causes of various diseases. Researchers in 
Taiwan used an ID3-based algorithm to produce 
a tree that was confirmed to be useful for clinical 
diagnosis of cerebrovascular disease [6]. 
Another study at Shiyou University in China [7] 
used the ID3 algorithm for finding hidden 
classification rules among data relating to 
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students’ physical strengths and sports aptitude 
levels. The tool has been successfully used to 
map students’ various fitness levels, enabling 
physical education instructors to improve their 
course plans and activities. In another study, 
researchers at the University of Michigan and 
the Huazhong University developed a 
workbench [8] for testing the integrity of 
machine parts. Their tool employs the ID3 
algorithm as a basis for testing the tolerance of 
machine parts commonly used in the automotive 
industry. A related collection of machine 
learning algorithms for data mining tasks has 
been developed in Weka [9]. 
 
 3   Data  
 
In our research we used a dataset made available 
by the Center for Disease Control (CDC) [1]. 
The dataset is the result of a 2009 study into 
community health indicators.  While the dataset 
contains a large pool of measurements, we have 
chosen to focus solely on data pertaining to 
obesity and obesity risk factors. From the CDC 
dataset the following ten attributes were 
selected: exercise frequency, fruit and vegetable 
intake, obesity, blood pressure, smoking habits, 
diabetes, being insured, access to primary care 
physicians, access to dental care, and access to 
community health centers. The data was 
collected during the 2008 census for each of the 
3,141 current counties in the United States. 
 
4   Methods 
 
The Iterative Dichotomiser 3 (ID3) [4] algorithm 
was implemented and adapted to handle 
continuous valued attributes and training data 
with missing attribute values. ID3 was chosen 
over other comparable algorithms, such as C4.5, 
as it produces a relativity small decision tree 
with a boolean outcome. ID3 uses the statistical 
property called Information Gain. The 
Information Gain measures how well a given 

attribute separates the training data into the 
targeted classification, by computing the 
expected reduction in entropy caused by the 
partitioning of the data according to this 
attribute. 
    If the target classification is boolean and the 
attribute S can have c different values, then the 
definition of the entropy [10] of a collection of 
examples S is:  
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where pi is the proportion of S belonging to class 
i. The definition of the information gain, Gain(S, 
A) of an attribute A, relative to the collection of 
examples S, is:    
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where Values(A) is the set of all possible values 
for attribute A and  Sv is the subset of S for 
which attribute A has value v.  
    To make the ID3 algorithm work with the 
CDC data, we had to address two issues. Firstly, 
the attributes had values in a continuous rather 
than discrete range. Secondly, some of the 
attributes from the CDC data had missing 
values. To work with boolean values for the 
outcome, we had to find the appropriate 
threshold against which to compare the values of 
the continuous attributes. Even though it is 
common practice to choose the midpoint of the 
range as the representative threshold, we found 
that a more meaningful value was the median 
value of the dataset. To deal with the missing 
attribute values, we chose to exclude from 
consideration the data points with missing data. 
    For example, consider the data in Table 1, 
which has ten data points with attributes named 
No_Exercise, High_Blood_Pressure, Smoker, 
Diabetes, Uninsured, Few_Fruit_Veg, and the 
target classification is is_Obese.  Note that 
representative thresholds have been used to 
transform the values for all attributes to boolean 
values.  
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    An example for the computation of the 
information gain for the attributes 

High_Blood_Pressure and Smoker is shown in 
Figure 1.  
 

Table 1: Training examples for the target outcome is_Obese. The table only shows a small sampling of 
the large training dataset used to build the decision tree. 

Figure 1: Entropy and Information Gain, as caculated for the High_Blood_Pressure and Smoker attributes 
at the root level.  For High_Blood_Pressure, the data set has 115 positive examples and 1264 negative 
examples. The dataset results in collections of [98+,599-] (High_Blood_Pressure = true) and [17+,665-] 
(High_Blood_Pressure = false). The resulting information gain is .697 for High_Blood_Pressure 
compared to an information gain of only .102 for the attribute Smoker.  
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The ID3 algorithm uses a top down, greedy 
approach to building the decision tree. Once a 
node has been placed in the tree, the algorithm 
does not revisit it or reconsider its placement. 
The dataset is divided into two subsets: a 
training set that is used to build the tree, and a 
test set that is used to verify the validity of the 
decision tree. We have chosen a random 
sampling comprising 90% of the original dataset 
to serve as the training data set. The remaining 
10% is used for the test set. The algorithm has 
been implemented such that the size of the two 
sets is variable and therefore can be changed 
during the course of the experiment.   
    ID3 uses a recursive algorithm to build the 
decision tree. The attribute with the highest 
overall Information Gain is selected to be the 
root of the tree. The chosen attribute is then 
removed from the set and the data set is split on 
the values of this attribute. The same method is 
then used recursively for each of the subtrees to 
find the highest information gain attribute from 
the remaining attribute set and using the 
remaining training set data for that specific 
branch. A base case is reached when either all 
attributes have been placed on the tree or the 
classification is the same for all the data points 
in the remaining training set. 
 
5   Experimental Work 
 

The application was built using Java [11] for the 
framework, MySQL [12] was used as the 
Database Management System, and the Java 
Universal Network and Graph Framework 
(JUNG) [13] was used for visualization of the 
decision tree. 
    The system was designed to be data 
independent, so that the application can handle a 
diverse range of other datasets. The application 
connects to a MySQL database and retrieves the 
data through the Java Database Connectivity 
(JDBC). Dependency injection, and more 
specifically constructor injection, was used to 

implement the database connection. This was 
done such that the specific database connection 
can be dynamically changed at runtime and is 
therefore database independent. By adopting a 
uniform approach to data handling, the 
application is not domain bound, and can easily 
be adapted to be used with a wide range of 
domain types. The application was used with 
aggregate health data, but can easily be modified 
to accommodate data types from a variety of 
other domains such as finance or material 
engineering. 
    Once the application has successfully queried 
the database and populated the appropriate data 
structures, the dataset is divided into two 
subsets, the training data and the testing data. 
The application uses a randomly chosen 90% of 
the original data for the training data set to build 
the decision tree. The application uses the Java 
shuffle algorithm [14] to randomize the data. 
During the construction and the testing of the 
tree, any data point that is found to have a 
missing attribute value is eliminated from the 
current process in order to maintain data 
integrity.  The ID3 algorithm then uses a pre-
order recursive traversal to build the tree.  At 
each step, the entropy and information gain are 
computed for the remaining attributes, and the 
attribute with the highest information gain is 
placed in the tree. In the computation of entropy 
and information gain, if a data point has missing 
values for a given attribute, that entry is 
removed from consideration for the construction 
of the subtree. 
    The Java Universal Network and Graph 
Framework (JUNG) [13] was used to create a 
graphical representation of the decision tree. 
JUNG is a software library that provides a 
common and extendible language for the 
modeling, analysis, and visualization of data that 
can be represented as a graph or network. JUNG 
is written in Java, which allowed us to extend its 
libraries and modify them to work with our 
software. The application uses a depth first 
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traversal to navigate the tree for visualization.  
Figure 2 shows the root and the left subtree of 
the decision tree built using the CDC data. Each 
node is represented by a circle, with the name of 
the attribute appearing below it. The left and 

right edges connecting a node to its children are 
labeled with Yes and No respectively to allow 
for easy visual navigation of the tree. Similar to 
the edges, each outcome of a path is labeled with 
either a Yes (Y) or a No (N).  

Figure 2: Left half of the resulting decision tree for the target outcome is_Obese. The classification of a 
new data point follows the path from the root node to a leaf node using the point’s attribute values to take 
either left of right edges.  

 
In addition to providing the user with the 
visualization of the decision tree, the application 
uses the remaining 10% of the original dataset to 
test the validity and accuracy of the tree. The 
classification attribute in the data that we used 
was obesity. In order to reduce the continuous 
valued attribute to a binary one, we used the 
national average as a threshold. Each data point 
in the testing set is classified using the decision 
tree and the final outcome is compared for 
validation with its own classification. The 
application keeps track of the total number of 
correct and incorrect classifications and presents 
the information to the user.  
 
 
6   Results and Conclusions 
 

We have used the developed tool on a dataset 
provided by the CDC [1] that had 3,141 data 

points each with 10 attributes. We tested the 
consistency of our application by recording the 
resulting trees over several runs. During each 
run a training dataset was randomly selected as a 
subset of the original dataset. We found that the 
attribute No_Exercise was placed as the root 
node 100% of the time. The attribute 
High_Blood_Pressure was placed on the second 
level of the tree 95% of the time, while the 
Smoker attribute was placed on the second level 
5% of the time. Similarly, the attribute 
Few_Fruits_Veg was consistently placed on the 
last level of the tree. The only slight variation 
noted was in the middle of the tree where the 
attributes access to primary care physicians 
(Prim_Care-Phys_Rate) and access to dental 
care (Dentist_Rate) were placed interchangeably 
on levels 6 and 7 in the tree. This, however, does 
not affect the major findings for this study, as 
the top level attributes remain consistent. The 
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results showed that, using the CDC data, out of 
all the considered factors for obesity, the most 
important one was not getting enough exercise. 
The second most important factor was having 
high blood pressure, closely followed by being a 
smoker. The least important factor of the ones 
we have considered was not eating enough fruits 
and vegetables.    
    The machine learning application that we 
have developed has been specifically designed 
to be data independent and therefore can be used 
with any type of data sets. Potential areas such 
as material science, meteorology and banking, 
where the attributes have boolean values and 
outcomes, are good candidates for data mining 
using this tool. Any other data with continued 
valued attributes and for which threshold values 
can be chosen, that do not affect the 
classification of the target outcome, can be used 
with this tool. The dataset that has been used in 
this study had missing values for some 
attributes, a common problem in many large 
datasets. A further development of this 
application may be designed to handle the data 
points that have missing attribute values 
differently. Instead of excluding these data 
points from further consideration, the 
application can replace the missing values with 
values computed using statistical inference. We 
expect his approach to increase the robustness of 
the application. 
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Abstract— In this article, we present a method combining
a genetic approach with a local search for multiobjective
problems. It is an extension of algorithms for the single
objective case, with specific mechanisms used to build the
Pareto set. The performance of the proposed algorithm is
illustrated by experimental results based on a real problem
with three objectives. The problem is issued from electric car-
sharing service with a car manufacturer partner. Compared
to the Multiobjective Pareto Local Search well known in the
scientific literature, the proposed model aims to improve: the
solutions quality and the set diversity.

Keywords: Memetic algorithm, Local search, Multiobjective op-
timization, Transportation services, Carsharing, Decision making

1. Introduction
Many real world problems require to optimize several

objectives simultaneously, they are called multiobjective op-
timization problems (MOP).

The general MOP can be formulated as:

MOP

 max z = f(x)
where f(x) = (f1(x), f2(x), ..., fk(x))
subject to: x ∈ X

(1)
In most cases considering a multiobjective context, it does

not exist a unique solution optimizing all objectives in an
optimal way. We need to find other decisional mechanisms.
The Pareto dominance is one of these; for MOP, the Pareto
set is composed of all best compromises between the
different objectives. The Pareto set is achieved if there are
no other dominant solutions in the search space. The Pareto
front is defined as the image of the Pareto set in the objective
space [1]. The Vector Evaluated Genetic Algorithm proposed
in 1985 [2] was at the origin of many works using genetic
approaches (GA) for solving MOP called multiobjective
evolutionary algorithms (MOEA). Some famous algorithms
such NSGA-II[3], SPEA [4] and SPEA2 [5] have shown
their efficiency on complex problems. To solve single
objective combinatorial optimization problems, local search
algorithms provide often efficient metaheuristics. They
have also been adapted to multiobjective combinatorial
problems like in Pareto Local Search algorithm (PLS)

[6] or more recently in FLSMO [7]. Some other works
use strategies based on the neighborhood structure [8] or
consider a Tabu Search approach [9][10] . A recent work
has been done to unify all local search approaches based
on a neighborhood search applied to MOP. This unification
is called Dominance-based Multiobjective Local Search
(DMLS) [11]. Both local search and GA bring interesting
behavior. It is why in the past few years, many multiobjective
algorithms have proposed to hybridize GA with local search.
These approaches are frequently called Memetic Algorithms
or Hybrid Genetic Algorithm. Such algorithms have often
outperformed results obtained with simple local search or
simple GA, especially in a mono-objective context such for
the graph coloring problem [12]. In a multiobjective context,
memetic algorithms seems to be very promising [13][14] or
[15].

The algorithm we propose is an hybridization of a genetic
algorithm based on NSGA-II and a local search. Hybridizing
NSGA-II and a local search has been done in some works like
in [15]. But in our algorithm the local search is not performed
after the GA but inside it, instead of the mutation operator.
For each generation of the GA, children are obtained by a
crossover mechanism from the selected parents and a local
search is applied to the offsprings instead of the mutation. By
this way the crossover can be considered as the diversification
operator while the local search is the intensification one.
A good balance between intensification and diversification
allows the algorithm to approach the Pareto set.

The proposed algorithm has been applied on a real
problem for locating stations of a Carsharing service
for electrical vehicles. The good results we obtained in
comparison to PLS shows how much the hybridization is
one of the most promising directions of research.

The article is structured as follows. In Section 2, we
present the proposed memetic algorithm. Section 3 proposes
a detailed presentation of the experimentation performed in
Paris area, where the hybrid algorithm was applied on a
Carsharing service for electrical vehicles. Then we present
in section 4 the decision making tool we develop. Section
5 provides an analysis of the experimental results. The last
section presents a conclusion and considers future directions.
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2. Memetic algorithm for Multiobjective
problems

The proposed algorithm is based on an hybridization of
two main approaches: a GA and a local search. It is a
population-based algorithm which manages two population
sets. The first population with a fixed size is used by the GA
for selecting promising parents. The second population is an
elitist set used as an archive for collecting all non-dominated
solutions reached by the algorithm. During the local search,
each acceptable neighbor is stored in the archive if it is not
dominated by the solutions found so far.

The GA used in the hybridization is NSGA-II[3] proposed
by Deb et al. This algorithm is characterized by:
• a fast non-dominated sorting approach according to the

level of non-domination
• a density estimation of solutions surrounding known as

the crowding distance
• a sorting function according firstly to the level of non-

domination and secondly to the crowding distance
Let’s remind that the level of non-domination is computed

as fallows:
1) All non-dominated solutions have the level 1
2) The non-dominated solutions of level 1are removed
3) All remaining non-dominated solutions have level 2
4) The non-dominated solutions of level 2 are removed
5) So on...
The crowding distance for a solution s is defined as the

average side-length of the cuboid defined with the previous
and the next closest solutions.

The algorithm 1 presents these steps.

Algorithm 1 Main Memetic: NSGA-II based approach
Require: population size N , generation number nbIter
{nbIter can be replaced by a time limit}

1: P ← init(N ) {init population P with N random indi-
viduals}

2: Q← ∅ {init an empty children population}
3: eval(P ) {eval objectives for each individual}
4: for i = 1 to nbIter do
5: P ← P ∪Q
6: assignRank(P ) {based on Pareto dominance}
7: for each non-dominated front f ∈ P do
8: setCrowdingDist(f )
9: end for

10: sort(P ) {by rank and in each rank by the crowding
dist }

11: P ← P [0 : N ]
12: Q← buildChildren(P )
13: end for

Moreover NSGA-II as a GA needs operators for selec-
tion/crossover of the parents and mutation. Since here we

consider an hybrid algorithm, mutation will be replaced by
the local search in a selected direction. These important steps
are done by the function called buildChildren(P ) as follows:
• selection: as defined in NSGA-II this is done by a binary

tournament based on the solutions ranking
• choice of a random direction combining the objective

functions
• crossover: an elitist recombination for the chosen direc-

tion
• mutation: child improvement with a local search in the

chosen direction
The initial population is built randomly, with n random

solutions. The result is an approximation of the Pareto set.
The proposed approach combines two qualities: a good inten-
sification based on the local search and a good diversification
thanks to the crossover.

2.1 Random choice of the direction to explore
At the previous step solutions were ranked according to

the Pareto dominance. Now for crossover and local search
a direction ω = (ω1, ..., ωk) is randomly chosen with k the
number of objective functions, ωi ≥ 0 and

∑k
i=1 ωi = 1.

The vector direction allows to transform temporarily the
MOP to a single-objective problem. Each solution has a
unique fitness value f which is the weighted sum of ob-
jectives values fi.

f =
k∑
i=1

ωi ∗ fi (2)

This allows to get an ordered relationship between
solutions.

2.2 Crossover in the GA
In the memetic approach the crossover may be seen as

a diversification operator. In our algorithm we propose to
control the diversification with an elitist mechanism.

We suppose here that each variable of an individual is
associated to its contribution to every objective functions.
The crossover will select from each parent the best variable
value according to the selected direction.

2.3 Local Search instead of the mutation
For this operator we propose to use a fast local search algo-

rithm. The selected one is First Improvement Hill Climbing
(FIHC) in which the first neighbor with a better quality is
chosen (partial neighborhood exploration). Local search is a
pair (Ω, V ) where Ω is a set of feasible solutions (search
space) and V a neighborhood structure V : Ω → 2Ω that
assigns to every s ∈ Ω a set of neighbors V (s). Local
search is applied until being in a local optimum s∗ such
that ∀s ∈ V (s∗), f(s) ≤ f(s∗) for a maximization problem.
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Algorithm 2 Local Search: FIHC
Require: s the child coming from crossover operator

1: fs ←
∑k
i=1 ωi ∗ fi(s)

2: repeat
3: s′ ← selectNeighbor(s) {select randomly the first

neighbor of s such that f ′s > fs}
4: if s′ 6= ∅ then
5: s← s′

6: fs ←
∑k
i=1 ωi ∗ fi(s)

7: addNotDominated(s) {add s in the archive if not
dominated and remove all dominated solutions}

8: end if
9: until s is a local optimum (i.e. s′ = ∅)

3. Study case: Problem and data
In our study we consider a Carsharing system. Carsharing

services were first experimented in 1940 [16]. To deploy the
service, we need to locate stations where the people take and
return the cars. Here it is not necessary to return the vehicle
in its starting station. This approach where vehicles can be
return to any station of the service is known as One Way Car-
sharing. Solving approaches based on exact methods already
exist such as [17] but they consider simplified problem. We
have applied the proposed memetic algorithm to approximate
the Pareto set of this problem. The aim is to locate n stations
in a given area to maximize the daily requests of population
flows.

As it will be detailed in section 3.3, our model aims to:

• increase the number of people using the service
• reduce the jockeying effort (relocation operation per-

formed by a staff) to alleviate the number of rejected
demands

• increase the use of the service during all the day (not
only at peak time)

A client’s demand is considered as rejected in two cases:

• the client arrives to a station to rent a car and couldn’t
find any available one

• the client arrives to a station to park the car and couldn’t
find an empty place

3.1 Mobility model
In this section we will describe the mobility model used

in our study and how we used it to generate the input data
for our heuristic.

To build the mobility model, several data are necessary to
simulate the real environment and people mobility. We used
two main types of data:

• GIS Shapefiles describing the geographical entities.
• Survey data and socio-economical information collected

by professionals for regional planning needs, describing
the main flows of people mobility.

For our study the data are on a 20km * 10km area in Paris
region, France. The area is divided into a grid of equal cell
size. Each cell is characterized by two properties:
• Terrain type: static information representing the domi-

nant structure type of the area covered by the cell (roads,
buildings, houses, company, etc.).

• Attraction weight: dynamic information that varies ev-
ery 15 minutes during the day. Attraction weights are
computed according to cells terrain type and all other
survey data.

A model that we have developed before is used to build
the people mobility between each cell during the day. All
the flows are set in a 3D matrix F = (fi,j,t) where fi,j,t
represents the number of people moving from the cell i to
cell j at time period t.

Geographical

Fig. 1
FLOWS DISTRIBUTION IN CELL

The figure 1 shows the outflows from the selected cell,
obtained from macro data and geographical description. The
thickness of the arrows reflects the number of people moving
between cells. For the purpose of the study we define a cells
size of 300m side. Not all the cells can be the origin or
destination of a mobility flows such as fields or lakes. For our
experimentation nearly 400 cells are considered. That gives
160,000 origin/destination couples. Considering time slots of
1/4 hour (96 per day), the flow matrix used contains more
than 15,000,000 records describing how people are moving
during the day.

3.2 Forecasting on the service users
The algorithm for locating the stations and the evaluation

of users’ number for each time suppose a good understanding
of who will use the service. This part was achieved with the
operator who will deploy the Carsharing service.

Among all the mobility flows, some filters are used for
selecting the rate of users depending on their profile (age,
sex, etc.). Moreover a station is defined by a capture radius
which defines the maximum distance the users are ready to
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walk to reach the station. Based on this radius value, a station
sti can cover one or more cells. In territory planning it is
generally considered that one accept to walk 300m to join a
public transportation station.

Fig. 2
STATIONS AND CELLS COVERAGE

In figure 2 are shown stations and their coverage area
(colored disc). The inflows / outflows associated to each
station are the weighted sum of the flows from the covered
cells. The weight depends on the proportion of coverage. If
several stations cover the same part of a cell, the associated
flows are divided between all of them.

3.3 Stations location
In this section we will discuss how to locate the car

stations in the zone of study such that they cover the
maximum demand in an appropriate manner.

Stations are located by the algorithm by optimizing three
objectives:

f1 : flow maximization i.e. the locations must allow us to
maximize the flows between themselves

f1 = max
s∈Ω

∑
sti∈s

∑
stj∈s\{sti}

f(sti, stj)

 (3)

f2 : balance maximization i.e. the location must allow us
to maximize the balance between inflows and outflows of a
station

f2 = max
s∈Ω

[∑
sti∈s

fr(sti)

fT (sti)

]
(4)

f3 : minimization of flow standard deviation i.e. the loca-
tion must allow us to get an uniform flow along the day

f3 = min
s∈Ω

[∑
sti∈s

√
1

|T |
∑
t

(f(sti, t)− f̄(sti))2

]
(5)

With,

Ω : set of feasible solutions
s : solution element of Ω corresponding to a

network of n charging stations
sti : charging station i from the solution s
T : set of time periods of the day
t : one time period (for instance 15 minutes)
f(sti, stj) : number of people moving from sti to stj on

all time periods
f(sti, stj , t):number of people moving from sti to stj on

time period t
f(sti, t) : number of people moving from/to sti on time

period t
f̄(sti) : average number of people moving from/to sti

on all time periods

fr(sti) =
∑
t
min

 ∑
stj∈s\{sti}

f(sti, stj , t),
∑

stj∈s\{sti}
f(stj , sti, t)


is the balanced part of the in/out flow
throughout the day

fT (sti) =
∑
t
max

 ∑
stj∈s\{sti}

f(sti, stj , t),
∑

stj∈s\{sti}
f(stj , sti, t)


is the total flow going through sti station

The neighborhood of a solution s, needed for the local
search, is composed of all the solutions that can be reached
by moving any one station of s to any other location. The
neighborhood relation is then defined as:

v(s) = {s′ ∈ Ω|dist(s, s′) = 1} (6)

4. Simulation tool and platform of analy-
sis

Good mobility analysis requires an effective tool for repre-
senting the results of displacement. A software platform that
can run both spatial data such as geographical and time data
reflecting the mobility then appears as an essential element.

Fig. 3
GEOLOGIC PLATFORM
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Many tools exist in the area of GIS (Geographic Informa-
tion Systems) to represent geo-located data. However, taking
into account both space and time is scarce.

So we have developed our own software platform named
”GeoLogic”. This tool proposes all features found in tra-
ditional GIS, such as the display of maps and ”shapefiles”
vector data, a zoom, etc. Each loaded object, such as roads
or buildings delimitations, is a layer that can be shown or
hidden.

Moreover this tool reveals in the same view the decision
space (geographical part) and the criteria space (plot part).
Associated tools allow a decision maker to view the evalua-
tion of a solution, and for a selected location the associated
evaluations.

Fig. 4
VECTOR INFORMATION: GIS SHAPEFILE

The data can be static or dynamic. While topographic
features such as roads or buildings do not vary over time,
their properties can change during the day. As an example
a supermarket will always be in the same place but will
have a different power of attraction at 9:00, 16:00 or 23:00.
Similarly the location of the population changes over time.
Our software allows taking into account this dynamicity over
time. It is possible to vary the speed of scrolling or to pause
the application.

5. Performance analysis
This section deals with the performance measurement and

the results. In the context of multiobjective optimization
the comparison of algorithms is quite more difficult than
in single-objective case. Indeed the result is not only one
solution but a set of solutions, and each solution has an
evaluation on several axes. As long as there is no fitness value
associated to the population one can’t say which population
is better than the other.

In the general case for two approximations of the Pareto
front one front can be better for a criteria but worst for
another one. As an example figure 5 shows two uncomparable
sets since they cannot be totally ordered. The only situation
in which a direct comparison is possible is when a set is
totally dominated by another one. Then we will use specific
indicators explained in the following section.

5.1 Results analysis
For analyzing the results we performed 20 runs of the

memetic algorithm, and we will compare the results to a

Fig. 5
A MULTIOBJECTIVE MAXIMISATION PROBLEM

reference set obtained after 20 runs of PLS. The average
time before being in a local optimum for PLS is 2 hours. It
is the computation time we have chosen for each run of our
algorithm. By this way one can consider that the results of
both algorithm are comparable.

Figures 6, 7 and 8 presents the projection of the non-
dominated solutions for a typical run. Each color/shape
presents the solutions for our memetic algorithm and the
local search PLS.

The first important result we can see is that the memetic
approach produces solutions in zones of the criteria space
which are never explored by PLS.

Fig. 6
PROJECTION ON F1 (X) AND F2 (Y) - MAXIMIZING

For a more precise analyze of the results we will use
indicators. Indeed a comparative indicator is the most com-
mon way to distinguish two sets or to assign a performance
measure. Since an indicator gives a restrictive information
we propose for this work to consider three indicators:
• the additive ε-indicator [18]
• the contribution indicator [19]
• the number of solutions found
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Fig. 7
PROJECTION ON F1 (X) AND F3 (Y) - MAXIMIZING

Fig. 8
PROJECTION ON F2 (X) AND F3 (Y) - MAXIMIZING

additive ε-indicator
The additive ε-indicator gives the minimum factor ε by

which a set A has to be translated to dominate the set B.

Iε+(A,B) = min
ε∈R
{∀x ∈ B, ∃x′ ∈ A : x �ε+ x′} (7)

In the equation 7 the �ε+ operator represents the weak
ε-dominance. For a maximization problem we have the
relation:

x �ε+ x′ ⇔ ∀i ∈ {1, 2, ..., n}, xi ≤ ε+ x′i

Iε+ is sensitive to the dimension of each objective function.
Before comparing solutions in any computation, a normaliza-
tion of the axes is done.

Table 1
MEMETIC RESULTS

min max mean
f1 22787.801 22787.801 22787.801
f2 1783.280 1874.630 1826.831
f3 -25.217 -25.047 -25.150
NbSol 4515 4915 4766
ε+ 5.135 2.921 3.719
contrib 0.104 0.117 0.109

Table 2
PLS RESULTS

min max mean
f1 22787.801 22787.801 22787.801
f2 1024.540 1347.700 1076.144
f3 -25.042 -25.039 -25.041
NbSol 8249 12969 9094
ε+ 76.621 17.232 66.050
contrib 0.202 0.300 0.226

contribution indicator
The contribution indicator computes the proportion of

solutions from a set A in ND(A∪B), where ND represents
the non dominated solutions.

IC(A,B) =
|A∩B|

2 + |WA|+ |NA|
|ND(A ∪B)|

(8)

The indicators Iε+ and IC are used to compare the results
of algorithms to the same reference set R. In an ideal
situation R would be the optimal Pareto set. For our real
problem the optimal Pareto set is unknown. It is why we have
built R with all non-dominated solutions found on many runs
of PLS and FLSMO.

An Iε+ value near to 0 or being negative shows a very
good result. In the same way the bigger IC value is, the
better the set is.

The results presented in these tables 1 and 2 give informa-
tion on the fitnesses evaluation and the three indicators. For
each we indicate the best value on the 20 runs, the worst of
the max values, and the mean.

A significant result is that our memetic approach can’t find
as many solutions as PLS. But the found solutions are better
spread in the criteria space. The evaluation of f2 confirms that
the results are significantly better with the memetic algorithm
than with PLS.

5.2 Progression of the algorithm
Moreover we propose to study how the archive increase

during the program run. This allows to compare the way
the algorithms converge during the process. To do that we
consider the ε-indicator evolution. After each offspring has
been improved by the local search, the archive is compared
to the reference set. By this way it is possible to compare not
only the results of an algorithm but the way to reach these
results.
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Fig. 9
ε-INDICATOR EVOLUTION FOR THE MEMETIC AND THE REFERENCE PLS

Figure 9 shows the comparison on 20 runs between our
Memetic algorithm and the reference algorithm PLS. The
results given by the Memetic algorithm seem to be very
promising. The curves revel that after only few minutes of
computation the hybrid algorithm give better results than PLS
after 2 hours according to the selected indicator.

6. Conclusion and future works
We have proposed in this article three main contributions.

The first one is about a memetic approach for solving
multiobjective problems. This algorithm hybridizes a GA
based on NSGA-II and a local search like FIHC. The second
contribution is a new way for modeling the problem of
locating stations for a Carsharing service. This model is based
on a dynamic knowledge of how people move on the territory
during the day. To solve this problem in a real context we
have proposed three objectives to optimize:
• to increase the number of people using the service
• to reduce the jockeying effort to alleviate the number of

rejected demands
• to increase the use of the service all during the day
The last main contribution is about a decision making

tool which shows in a same view the decision and criteria
spaces. This interactive tool allows the users to understand
interactions between the solutions and their evaluation.

The evaluation of our algorithm was compared to the PLS
algorithm results for three indicators. The main important
aspect is that even if PLS provides nearly twice more non-
dominated results, these solutions are in a small part of
the criteria space. The algorithm we proposed provides a
very good diversification and intensification, in a comparative
computation time.

These results confirms that hybridizing GA and local
search is a very promising way for future researches.

As a perspective it seems interesting to apply a Pareto
based local search such as PLS or FLSMO on the archive set

at the end of the memetic algorithm. This new hybridization
could complete the archive by finding new solutions in the
neighborhood of the non-dominated solutions.
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Abstract This paper introduces the main idea 
and method of self-adaptive feature selection 
strategy in multi-type object classification 
problems. The limitations of the traditional 
methods in their application to the real 
situations are discussed.  A new strategy for 
feature selection combining the traditional 
methods and a heuristic approach is presented.  
The result of feature selection using the new 
strategy and the traditional ones in a real world 
agricultural setting are compared.  The new 
strategy not only improves the feature selection 
and classification, it is also applicable to a 
variety of objects classification. This paper also 
discusses the future application of this feature 
selection strategy. 

Keywords: Feature selection, Multi-types 
object classification, heuristic method, real 
application 

1 Introduction 

  The concept of Classification is used very 
broadly in many fields. While the traditional 
classification methods using a single subset of 
features to classify objects have been very 
successful and improved, less attention has 
been paid to classification of objects into 

multiple categories where each category has a 
different efficient set of features associated with 
it. In this paper, we propose and demonstrate 
using real data from agriculture, a unique and 
novel approach to combining a modified 
heuristic method for classifying objects of 
multiple categories with differing subset of 
features. 

1.1 Feature selection methods  

 Feature selection methods are categorized 
into two approaches, Filter and Wrapper [1]. 
Filter methods choose the features independent 
of the classification process whereas wrapper 
methods do the feature selection depending on 
the result of classification process. The 
objective of the proposed approach is to 
enhance the classification accuracy; therefore, a 
strategy based on the wrapper method is 
appropriate since the awareness of the 
classification result, during the feature selection, 
is essential. 

 There are several traditional heuristic 
feature selection methods in practice, which 
includes forward, backward, and hybrid [2]. 
These methods are usually used with 
corresponding evaluation function [3]. This is 

884 Int'l Conf. Artificial Intelligence |  ICAI'13  |



	  

	  

the criterion of removing or adding features to 
the subset. In general, the pure heuristic 
methods will not get the global optimal solution; 
however, sometimes it will obtain a local 
optimal solution. With our proposed method, 
we intend to avoid this local optimization. So 
we combine a modified backward method with 
our new strategy to achieve optimum 
classification based on multiple subsets of 
features. 

1.2 Limitation of the traditional 
methods 

 There is several probability and 
information theory based methods utilized in 
feature selection. For example, the Gain Ratio 
method, the Taguchi method, the correlation 
based method and the Chi-square feature 
evaluation [4, 5, 6, 7, 10, 11, 19]. The concept 
“entropy” is critical in information theory 
describing the pure level of classification. An 
entropy value is determined that will be 
changed by removing some features, smaller 
the entropy value, the better. Gain Ratio is an 
example of a method using entropy to calculate 
the information gain. In the Taguchi method, 
the average improvement of performance is 
obtained by removing each specific feature.  
Based on this average value, inclusion or 
exclusion of a feature is determined. Many of 
the above mentioned probability based methods, 
as well as correlation-based and principle 
component analysis [12] methods, are not 
suitable for the kind of problems at hand [14]. 
For these methods to be effective, the features 
are expected to have some internal relationships, 
based on which correlation probability can be 
calculated. However, in the type of problems 
we are addressing the features are independent 
and no internal relationship exists.  

 We propose combining a modified 
heuristic backward method with an accuracy 

evaluation to select a subset of features for each 
specific type for the classification.   

2  Implementation 

 In this implementation, there are 33 types 
of soybeans obtained from six different 
provinces of China. For the purpose of 
classification, each category is labeled by the 
region it is from, as depicted in Table 1. For 
instance, "Liaoning-1" represents the soybeans 
from specific area 1, in the Liaoning province, 
thus creating a total of 33 different types.  

Liaoning- 1 2 3 4 5 6  

Heilongjiang- 1 2 3 4 5 6 7 

Jilin- 1 2 3 4 5 6  

Henan- 1 2 3 4 5 6 7 

Shandong- 1 2 3 4 5 6 7 

Table 1: Different types of soybeans from 
different areas 

 The quality characteristics of the 
cultivated soy beans depend on a variety of 
factors. These can be broadly categorized as 
environmental factors such as soil temperature 
or soil acidity; intrinsic factors such as hardness 
or diameter of the bean, and cultivation factors 
such as irrigation cycle or fertilization level.    

 Each combination of specific factors 
influences the type of soybean differently and 
each factor is considered as a feature of the 
soybeans. While a particular combination of 
features might be desirable for one type, a 
different subset of features might be considered 
important in another type of soybeans.  

 In the proposed application, we need to 
separate out types of soybeans from a big group 
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which contains several types of soybeans, each 
type being defined by a different set of factors. 
One approach can be to calculate the similarity 
between the new given soybean and the training 
sample soybean. However, if we calculate it 
directly, the accuracy would not be satisfactory 
since not all the features contribute the same to 
each category. For example, if feature A is 
imperative for classifying "Liaoning-1" soybean, 
that means feature A must be kept for 
classification of the "Liaoning-1" type, however, 
this feature may not be significant in 
classification for the “Henan-5” type. That is to 
say feature A is a negative feature because it 
can reduce the classification accuracy for the 
"Henan-5" type. This indicates that for a more 
accurate classification, we should remove some 
features for each type of soybean, resulting in a 
subset of features that potentially is different for 
each type of soybean. In contrast to the 
traditional methods where classification is done 
based on only one subset of features, the 
proposed method applies classification based on 
a differing subset of features for each object. 
This part will be discussed in section 3, in detail.  
Once a suitable subset of features has been 
identified for each object, a similarity degree 
can be calculated using a variety of methods 
such as Naive Bayes [16], Knn, and ML, which 
will produce a better result for the 
classification.  

2.1 Self adaptive feature selection 
strategy 

 In light of the limitations of the traditional 
methods to resolve the multi-type classification 
with differing subsets of features, we propose 
the new strategy to pick out the features which 
bring negative influence on classification and 
subsequently remove these features from the 
subset for each type. From [13], we determine 
that a negative influence means a feature that 

reduces the accuracy of the classification. By 
identifying the negative features and removing 
them, a different subset is created for each type 
for the purpose of classification. This strategy 
displays the function as being self- adaptive, 
meaning the feature selection result is different 
among different types, and each type will 
choose its own feature subset to carry on the 
classification operation. The new strategy is 
expressed formally below,  

For each iT ,  

1. for each i if FS∈ :  

_Acc ori Acc> with { }i iFS f− ,

_ori Acc Acc= , go to step 2, 

otherwise go to step 3; 

2. { }i i iFS FS f= − ,go to step 1; 

3. selection is done for iT . 

Where iT  is the type, if is the feature in the 

current feature subset iFS , which is initialized 

to be the set containing all the features, Acc

represents the classification accuracy with the 

current feature subset iFS  and _ori Acc  

is the classification accuracy with the feature 
subset we have in the last step, that is initialized 
to be the original feature subset containing all 
the features.  
 On the other hand, in order to improve the 
feature selection efficiency, we incorporate a 
modified backward method to do the feature 
selection for each type. We express it formally 
on the following page.  
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For each if in iFS : 

1. calculate Acc  with each 

{ }i i iFS FS f= − ; 

2. remove if  that make { }i i iFS FS f= −  

lead to the largest Acc  

3. if the largest _Acc ori Acc> , 

_ori Acc Acc= , go to step 1, otherwise, 

selection is done for the current type.  
 

3  Experiment and Results 

 Soybean data from five different provinces 
in China was used in our experiments. The 
experiment was performed in two steps. In the 
first step, we treat the 33 data sets as the 
training sets which contain 50 individual 
samples of each type. For example, the 
“Liaoning-1” type has 50 individual soybeans. 
In other words, for each type of training set, we 
have 50 samples and 18 features. In order to 
test our new strategy, in the second step, we 
create new prediction sets which are generated 
based on the mean value and covariance value 
of the training sets. The experiments were run 
20 times under each different condition and the 
average result of correct classification for each 
type was recorded. The standard ML classifier 
was used for this process. The features are 
extracted from all of the soybeans and saved in 
corresponding matrix in mat-lab, version 2010 
b. Since this paper only focuses on feature 
selection, we will not discuss the sample 
collection and feature extraction part.  

 There are 18 features extracted and these 
are depicted in table below in different 

categories. 
 

 Environmental  Intrinsic  Cultivation 
1 Temperature 7 Hardness 13 irrigation 

cycle 

2 soil acidity 8 Volume 14 Irrigation 

level 

3 Precipitation 9 Diameter 15 fertilization 

cycle 

4 frost degree 10 maturity 

period 

16 fertilization 

level 

5 insect suffering 11 water 

absorption 

17 insecticides 

cycle 

6 sunshine 12 Translucency 18 insecticides 

level 

 

 Since we have a total of 33 training sets, we 
generate a corresponding prediction set for each 
training set, resulting in 33 prediction sets. Then 
we set the number of individual soybeans in each 
prediction set to 100. Theoretically speaking, all 
the individual soybeans in prediction sets are 
supposed to be of the same type with the 
corresponding training sets. However, during the 
course of running the experiment, it was 
discovered that several soybeans are not 
recognized as the correct type. This leads to an 
unsatisfactory classification result, totaling to 3059 
correct classifications. The experiment was 
repeated applying a heuristic backward method 
presented by [15] with only one less feature subset 
applied. The features 10, 12, or 13 were removed, 
resulting in 3131 correct individual soybean 
classifications. Applying the proposed 
self-adaptive method and repeating the experiment 
resulted in 3266 correct soybean classifications. 
Figure 1, on the following page, represents the 
application of the three different methods and the 
accuracy of the classification. 
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 Figure 1: Accuracy of Classification for each type 

 Table 2 shows the features that were removed for each type in the purpose of classification which 
arrives at the optimal result obtained by our method. Cells indicating “none” mean no features were selected 
for removal.  

Liaoning- 1 e3,c15 2 

e3,e4,i10 

3 e1,e3,i12 4 c18 5 e3 6 

none 

 

Heilongjiang- 1 i8 2 e1,i12 3 e3,i8 4 c18 5 

i12,c13,c14 

6 e2 7 c18 

Jilin- 1 

i7,c16,c18 

2 none 3 e6 4 

e3,i11,i1

2 

5 e6 6 

e2,i12 

 

Henan- 1 none 2 e3, i11 3 

e2,e3,i7,i10 

4 e1 5 e5,i12 6 

none 

7 i11 

Shandong- 1 i11 2 c18 3 none 4 i7 5 none 6 

e2,e3 

7 

e3,i11,c1

3 

Table 2: Types and the corresponding features removed for optimal classification 

4  Discussion 

 Some existing feature selection methods are 
effective for selecting out the unique feature 
subset for the specific type of objects, such as the 
SVM based kernel-penalized method and the 
Taguchi method. To obtain an improved 
classification based on a multiple subset of 
features, we presented a new method combining a 
modified backward process to do the feature 
selection with the ML classifier in the 
classification. The results indicate an improvement 

in the accuracy of the classification moving from 
applying the traditional method with ML to 
applying our self-adaptive approach. By selecting 
a different subset of features for classification, the 
proposed method produces much higher accuracy. 
An added significance to the new strategy is that it 
can be applied in different kinds of problems with 
multiple types or classes. For each type, or class, a 
feature subset is built which is different from those 
associated with other types or classes. This 
ensures that the feature selection process for each 
type will select the most effective features for the 
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current type, removing any influence of the 
current feature subset on the other types being 
classified. 
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Syntactic Parameters in the Phrasal Machine Translation
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Abstract - The paper deals with the methods and techniques  
of representing syntactic parse rules within the system of 
parameters of the example-based machine translation 
framework largely based on automatically compiled set-
phrase dictionaries and translation memory. The syntactic  
structures are introduced into the vocabulary entries of the    
machine translation system. 

Keywords: machine translation, syntax, semantics, set-
phrase dictionaries, machine learning, translation memory

1 Introduction
The main objective of the research and development  

presented in the paper is establishing the mechanisms for 
syntactic parsing in the systems based on previously translated 
texts, i.e.  translation memory and example-based machine 
translation. 

The concept of translation memory (sentence memory) 
appeared as an alternative to traditional machine translation. 
That concept can be regarded as an attempt to realize the idea 
of the Japanese computer scientist Makoto Nagao, that in the 
process of machine translation it is necessary to use the large 
corpora of parallel texts, earlier translated by humans. A more 
adequate approach is based on the concept of statistical 
machine translation (statistical-based machine translation), 
which is defined by some authors as a "sort of machine 
translation of texts, based  on comparing of large corpora of 
language pairs". In contrast to traditional machine translation, 
statistical approach is based on statistical computation of 
matching probability and does not use the linguistic 
algorithms. Large corpora of parallel texts are necessary for 
operation of this system. A statistical  mechanism of text 
analysis is used in the process of translation. This mechanism 
allows to select the variant for the word combination 
translation  based on matching frequency of  the language pair 
elements.  A weak point of statistical systems is partial or total 
absence of a mechanism of grammatical rules analysis  for 
source and target languages. Therefore, it is hard to imagine 
that the system, which does not analyze the text from the point 
of view of grammar, is able to release the correct translation 
of semantically complex texts. The systems of machine 
translation of texts simulate operation of a human translator. 
Their efficiency depends on how the nature of language 
operation and cognition are taken into account, and this nature 
has not yet been adequately studied. Therefore, the developers 
of machine translation must take into account the experience 
in international communication and  translation activity, that 
was accumulated  by mankind. 

The starting point of machine translation was marked by 
the word-wise approaches. In this case, single words were 
considered to be basic units of sense expressing the concepts, 
and  the sense of larger speech units (word combinations, 
phrases and utterance-length units) was supposed to be 

determined on the base of the sense of words comprising 
them. In dictionaries the use of word combinations  along with 
single  words was also admitted. But these combinations were 
mainly the idiomatic expressions, and their amount in 
dictionaries of machine translation systems was negligible in 
comparison with the amount of single  words.That experience 
testifies that in the process of text translation the 
phraseological word combinations expressing the concepts 
rather than single words are the basic units of sense. The 
concepts are the elementary intellectual images, by the use of 
which it is possible to create more complex intellectual 
images corresponding to translated text.  

2 Methods and limitations of the set-
phrase machine translation and  
statistical approaches

 The main thesis of the set-phrase translation is a 
statement  that the concept names in texts are determined by 
word combinations  rather than single  words [1-6]. The 
meaning of units of higher level cannot be fully reduced to 
the sum of meanings of lower level units comprising them. 
Set-phrase translation employs single-step compiling of 
bilingual frequency dictionaries of words and set-phrase word 
combinations. The orientation at the semantic-syntactic and 
mainly word-by-word translation alone could not lead to the 
solution of the basic problems of machine translation, because 
within language and speech the sense of units of higher level, 
as a rule, cannot be reduced or fully reduced to the sense of 
the lower level units comprising them. Almost all known 
systems related to traditional machine translation systems, 
developed in that direction. Later the developers of traditional 
systems began to include more terminological word 
combinations into their dictionaries. 
A weak point of statistical systems is partial or total absence 
of a mechanism of grammatical rules analysis  for source and 
target languages. A system which does not analyze the text 
from the point of view of grammar is unable to release the 
correct translation of semantically complex texts. Statistical 
machine translation allows to select the variant for the word 
combination translation  based on matching frequency of  the 
language pair elements. The main thesis of the set-phrase 
translation is a statement  that the concept names in texts are 
determined by word combinations  rather than single  words, 
which is not always true.  Set-phrase translation is mainly 
founded on a single-step compiling of bilingual frequency 
dictionaries of words and set-phrase word combinations.

The idea to create machine translation systems on the 
base of previously translated texts can be realized in different 
ways.  The first way provides text translation with the use of 
statistic analysis of large corpora of bilingual texts in the 
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process of translation. This way is known as "statistical 
machine translation" [7-14, 17,18]. 

In statistical machine translation (SMT) the task of 
translating from one natural language into another is treated as 
a machine learning problem. This means that via training on a 
very large number of hand-made translation samples the SMT 
algorithms master the rules of translation automatically. The 
first SMT  developments were presented in [7,8]. The existing 
methods basically employ either sentence alignment or word 
alignment some experiments are made with phrase alignment 
and recently a mixed sentence-word approach has been 
developed to explore the paraphrases in the aligned parallel 
corpora.  These attempts to consider linguistic information 
mark a step forward to acknowledging the intricate character 
of natural language if compared with other types of data. The 
mixed approach employs both sentence and word alignments. 
However, all these methods deal with the structural elements 
without considering the semantic aspects of the aligned 
language units.

 The second way is connected with a single-step 
compiling of bilingual frequency dictionaries of words and 
phraseological word combinations. The creators of the 
systems of phraseological machine translations follow the 
second way [1-6]. This way excludes the fatal dependence of 
the translation process on availability of large volumes of 
parallel texts and quality of their translation.

Since the systems of  phraseological machine translation 
are based on the theoretical concept,  the main thesis of which 
is a statement  that the concept names in texts are determined 
by word combinations  rather than single  words. Therefore,  
in  the process of text translation  from one language into 
another,  it is necessary to use the phraseological combinations 
expressing the concepts, relationships between concepts and 
the typical situations  rather than single  words as  basic units 
of sense.  The single  words may also  be used if the translation 
with the help of the phraseological word combinations fails. 

In compliance with this thesis, the system of 
phraseological machine translation must comprise the 
knowledge base of translation equivalents for most frequent 
phrases, phraseological combinations and single words. In the 
process of text translation the system should use the 
translation equivalents stored in its  knowledge base in the 
following order: at first, an attempt to translate the successive 
sentence of the source text as the integral phraseological unit 
is made; then, if this attempt fails, words combinations being 
a part of the sentence should be translated; and, finally, if both 
above-mentioned attempts fail, word-by-word translation of 
the  text fragments is performed. The fragments of the target  
text translated with the use of all three approaches, must 
grammatically agree with one another with the help of 
procedures of morphological and syntactic synthesis). Let us 
give consideration to this concept in detail. It is necessary to 
apply the following principles in the process of development  
of phraseological machine translation systems:

1. The phraseological units (word combinations and 
phrases) are basic language and speech units,  which should be 
primarily included in the computerized dictionary.

 2. Along with the phraseological units composed of 
continual word sequences, so called "speech models" - 
phraseological units with blank spaces, that may be filled with 
different words and word combinations, generating  

meaningful segments of speech, may be used  in machine 
translation systems. 

3. Real texts,  without regard to their subject area, tend to 
be polythematic, if they have sufficiently large size. These 
texts differ  from each other  not so much by word stock as by 
probability distribution of occurrence of different words and 
word combinations from national word stock in them. 
Therefore,  the computerized dictionary designed for 
translation of the text belonging to a single subject area must  
be polythematic, not to speak of translation of texts belonging 
to different subject areas. 

4. Systems of phraseological translation need high-
volume computerized dictionaries.  Such dictionaries should 
be created on the base of computer-aided processing of 
parallel texts - bilingual texts, which are translations of  each 
other, and in the process of translation system operation .

 5.  Along with the main high-volume polythematic 
dictionary, it is also reasonable to use a set of additional 
small-volume highly specialized dictionaries  in systems of 
phraseological machine translation. The additional 
dictionaries should only contain information  missing from  
the  main dictionary (for example, data on priority translation 
equivalents of word combinations and words for different 
subject areas,  if these equivalents are not equal to priority 
translation equivalents of the main dictionary).

 6. The main means for solution of the problem of words 
polysemy in phraseological translation systems is their use in 
phraseological word combinations.  The additional  means is a 
set of additional specialized dictionaries , where the priority 
translation equivalent specific for subject area in question  is 
identified  for each multiple-meaning word or word 
combination.

7. The procedures of morphological and syntactic 
analysis and synthesis of texts, that  are built on the base of 
linguistic analogy may play a major role in the systems of 
phraseological machine translation of texts.. These procedures 
allow to give up storing  large amounts of grammatical 
information  in dictionaries and generate  it automatically in 
the process  of translation when the need arises. They make  
the translation system open and capable of processing the 
texts with "new" words.

Along with text translation in automatic mode,  it is 
reasonable to provide for an interactive mode of operation  for 
the  systems of phraseological machine translation. In that 
mode the user should have potentiality to intervene  in the  
translation process and adapt the additional computerized 
dictionaries for  the subject area of the translated text. 

The phrase-based translation model, or the alignment 
template model and other similar approaches have greatly 
advanced the development of machine translation technology 
due to the extension of the basic translation units from words 
to phrases, i.e. the substrings of arbitrary size.  

However, the phrases of the statistical machine 
translation model are not the phrases in the meaning of any 
existing syntax theory or grammar formalism, thus, for 
example, a phrase can be like   “alignments the”, etc.  A real 
challenge is the cross-level (e.g. morphology-to-syntax) 
matching of language structures in parallel texts. New 
research and development results demonstrate the growing 
awareness of the demand for enhancing linguistic motivation 
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in statistical translation models and machine learning 
techniques [17,18]. 

3 Adult learning memory metaphor
In contrast to the approaches on the basis of “translation 

memory” that provide the increase of a machine translation 
system language competence by accumulating the previously 
translated text fragments and mainly based on regular 
expressions, Cognitive Transfer Grammar - CTG [15,16] is 
intended for the realization of the mechanism of structural 
memory, which simulates language competence of an adult 
learner (“Adult Learning Memory”). Thus, structural memory 
comprises the following components: 

1) The initial basic collection of grammar rules 
represented in the formalized form (CTG); 

2) The mechanisms of expansion and refinement of the 
system of rules, implemented by means of the methods of 
machine learning on parallel texts. 

Our studies are based on the concepts of the functional 
approach, which we have used for the multilingual situation. 
With the development of the linguistic processor, which 
ensures English - Russian and Russian - English transfer, we 
introduced the concept of functional transfer fields (FTF) [16] 
that served the basis for the segmentation of language 
structures for the solution of machine translation problems. 
The basic idea of FTF consists in the adoption of the 
hypothesis about the fact that at the basis of grammatical 
structures there lie the cognitive structures (mental frames); a 
functional transfer field reflects the interaction of elements 
from different language levels. 

 “Adult learning memory” (ALM) means the 
employment of the “adult rule kit”  a starter set of about 300 
rules stating the structural semantic correspondences between 
source and target languages.

The machine translation technique comprises analysis, 
transfer and generation across the functional – categorial 
values of language units [15,16].

The process of structural patterns recognition is 
performed basing on the multiple transfer rule set and the 
probabilistic functional tree substitution grammar. 

Translation activity involves the search for equivalence 
between structures of different languages. However, to 
establish whether the structures and units are equal or not, we 
need some general equivalent against which the language 
phenomena would be matched. Our approach based on the 
principle “from the meaning to the form” focusing on 
Functional Syntax would yield the necessary basis for 
equivalence search.

Consider some statistically relevant examples. 
Sometimes, a word may be translated by a word of another 
part-of-speech in the target language, a word combination, or 
even a clause, as the English word implementable is best 
translated into Russian as kotoryi vozmozhno realizovat 
(which can be implemented).  To overcome these differences 
the categorial and functional features of the two languages 
were considered, and the structures of the input were made 
conformed to the rules of the target language by applying 
contrastive linguistic knowledge for implementation of the 
transfer model.  A suitable formalism is indispensable for an 
algorithmic presentation of the established language transfer 

rules, and the language of Cognitive Transfer Structures 
(CTS) was developed based on rational mechanisms for 
language structures generation and feature unification [15]. 

4 Syntactic rules in digital dictionaries
 First of all, the systems of phraseological machine 

translation should be aimed at translation of texts  on business, 
science, technologies, politics and economy. Translation of    
fiction, artistic prose and poetic texts is a more complex and 
challenging task. But success can be also achieved  in this 
area in future, if modern technological means are used to 
compile huge  phraseological dictionaries  for these texts. 

Set-phrase units (word combinations and phrases) are 
basic language and speech units which should be primarily 
included in the computerized dictionary. 

Along with the set-phrase units composed of continual 
word sequences, so called "speech models" - set-phrase units 
with slots that may be filled with different words and word 
combinations, generating  meaningful segments of speech, can 
be used  in machine translation systems.

At first glance, the machine translation concept offered 
by professor Makoto Nagao in 1984, fundamentally differs 
from the concept,  formulated by professor G. G.  Belonogov 
nine years earlier. But this is not true.  Indeed, in the process of 
practical realization  of Makoto Nagao’s concept, it is difficult 
to imagine that the text written in any  language  is completely 
the same as another text written earlier and translated into 
foreign language. It is not to be expected that this text 
contains  long fragments (chapters, paragraphs and etc.),  that 
are the same as the fragments of the text written and translated 
earlier. But,  as our investigations showed,  the continuous 
texts fragments including over ten words  repeat on rare 
occasions - their total frequency doesn’t exceed 1%. It is 
necessary to use only short sentences, single  words  and text 
fragments (word combinations ) including less than 10-12 
words. This is the semantic-syntactic phraseological 
translation.

Of course,  along with the translation equivalents of the 
relatively short fragments of texts,  it is possible to include the 
translation equivalents of longer fragments in the 
computerized dictionaries. But in this case one should keep in 
mind,  that the computerized dictionaries will be filled with 
"dead" ballast, i.e. with the dictionary entries, which  will be 
used on rare occasions  or will not be used at all in the process 
of text translation. 

When developing the systems of phraseological machine 
translation, the most difficult and time-consuming problem 
appears to be the on of compiling sufficiently high-volume 
computerized dictionaries.  The quality of translation depends 
on  the volume of these dictionaries and on the quantity  of  
the phraseological word combinations in them. And those 
volumes needs to be sufficiently large to provide the good 
covering of texts. 

It is known,  that in modern  languages of the world (for 
example, in Russian or English ) the amount of different 
words exceeds one million,  and the amount of concept names 
determined  by word combinations exceeds hundreds of 
millions. The authors of this article came to this conclusion on 
the basis of many years' experience of the statistical study of 
texts. Confirmation of such viewpoint is the report of the All-
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European terminological centre "Infoterm" (Vienna, Austria, 
1998), in which it was found that in modern  languages of the 
world, such as English and German, a  total amount of 
different terms exceeds 50 million, and nomenclature of goods 
exceeds 100 million. It is well known, that the connected texts 
consist of not only terms and names of goods.

The computerized dictionaries of such volume cannot be 
created quickly, but as experience shows, it is possible to 
achieve satisfactory quality of translation at the first stage in 
the presence of only several million entries in dictionaries, at 
least 80% of which  should be word combinations.  In this case  
the polithematic texts have the coverage  of  about 99, 7%.   

Thereafter, the volume of dictionaries must be constantly 
increased and with the growth in amount of phraseological 
combinations, the quality of machine translation should  
improve. This problem cannot be solved by manual methods. 
For its solution, a system of computerized compiling and 
maintenance of the computerized dictionaries was created.

5 Semant ic - syntac t i c s e t -phrase 
translation 
It is necessary to use only short sentences, single  words  

and text fragments (word combinations ) including less than 
10-12 words .

Along with the main high-volume polythematic 
dictionary, it is also reasonable to use a set of additional 
small-volume highly specialized dictionaries 

The procedures of morphological and syntactic analysis 
and synthesis of texts, that  are built on the base of linguistic 
analogy may play a major role in the systems of set-phrase 
machine translation of texts. 

The implementation of the computerized phraseological 
text translation from one language into another must have  
three stages. At the first stage, the semantic-syntactic analysis 
of the source  text is carried out. During that analysis the text 
is split  into sentences,  and then their conceptual  and 
syntactic structure is determined. At the second stage (at the  
transfer stage) the concept names of the source  text are 
substituted  by the concept names in  target  language and  the 
information  on the syntactic structure of  the source  text is 
transformed into information  required for  the  target  text 
synthesis. At the final stage (the stage of semantic-syntactic 
synthesis of the target text) the text in the target  language is 
formed.

The stages listed above are present in the process of  
translation of texts from any  language to any other language, 
but their particular content for different pairs of languages has 
a  specific character. This specific character can be seen  in 
procedures of semantic-syntactic analysis and synthesis of 
texts,  which include the procedures of morphological, 
syntactic and conceptual analysis and synthesis [1-6]. 

The set-phrase machine translation based on the 
multilingual dictionaries will operate in the same way, but 
these systems should be complemented with the procedures of 
semantic-syntactic and conceptual analysis and synthesis of 
all languages, which will be included in the system. The 
authors of this paper developed the effective  technology 
based on the use of principles of linguistic analogy for 
creation of these procedures. 

The computerized dictionaries are the most important 
part of the systems of phraseological machine translation. 
They should have  sufficiently large volume, in order to cover 
texts, and should contain mainly word combinations. The 
authors developed the original methods, algorithms and 
programs for automated compiling and maintaining 
dictionaries  for the system of phraseological machine 
translation. In cooperation with other specialists, the large-
volume Russian-English and English-Russian phraseological 
computerized dictionaries containing 2, 6 million dictionary 
entries each were compiled. These dictionaries cover  99, 7% 
of the lexical content of modern texts and they represent  the -
powerful bilingual conceptual model  for a wide  range of 
fields  of human activity.  Phrase structures rules are 
incorporated into the vocabulary entries.

6 Well-formed nonterminals and 
dynamic rules 

The main method for syntactic model enhancement in the 
set-phrase machine translation is including well-formed non-
terminals in the general system of sentence analysis.

 The non-terminals constitute the complete parse tree of a 
sentence comprising set-phrase models.

The dynamic formation of syntactic structures is 
supported by alternative categorial grammar parse on the basis 
of the rules dynamically extracted from parallel corpora.

Actually the process of transfer goes across the 
functional – categorial values of language units. A language 
structure which can be subjected to transfer has to be 
semantically complete from the point of view of its function. 
The cases of categorial shifts, in particular, when the 
technique of conversion is employed, require special 
treatment: the categorial shift of a syntax unit is determined 
by the functional role of this unit in a sentence (e.g. noun as a 
modifier is transformed into adjective).

The experience in creation of the large-volume Russian-
English and English-Russian computerized dictionaries 
convinced the authors that Russian and English texts which 
are translations tino each other (for example, bilingual titles of 
the documents),  can serve as the most reliable source for 
dictionaries compiling. 

The compiling of the computerized dictionaries with the 
use of bilingual texts was  carried out both  manually and with 
the assistance of computers. The manual  dictionary making 
requires huge  expenditures of human labour. Therefore the 
authors of the article developed the procedure for  automated 
dictionary making [3]. This procedure is based on the 
hypothesis, that in numerous bilingual pairs of sentences, 
which are translations of each other and which contain the 
same word or word combination of one of the languages, the 
word or word combination of another language,  which is the 
translation of this word or word combination has maximal  
frequency. of occurence. 

The procedure was used for  processing  bilingual 
(Russian and English ) titles of the documents from  the 
databases  of  VINITI  (All-Union Scientific and Technical 
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Information Institute). In this case more than one million pairs 
of the document  titles  were processed. The computerized 
dictionaries of MetaPhrase system can be corrected and 
completed  in the process of text translation in the  interactive  
mode. In that mode there is an opportunity to identify the  
words and word combinations, which  have no translation 
equivalents  in the dictionary or these equivalents do not 
comply with the context or  several equivalents are given, but 
the  first equivalent does not comply with the context.  These  
equivalents  can be replaced by the equivalents  complying  
with the textual context.

7 System performance 
In compliance with the method described above,  the 

large-scale experiment on compiling English-Russian 
frequency dictionaries on the base of the automated concept 
analysis of English and Russian titles of the documents, which 
are translations to each other, was carried out. For this 
purpose, the corpus of English titles of the polythematic 
documents and their Russian translations having the volume 
of about 2 million pairs of sentences from the VINITI's 
databases (1994-1999)  were  processed. The total volume of  
the corpus of texts is 390 Mb. 

In the process of research three English-Russian 
frequency dictionaries were created:

1) the dictionary comprising the items which are the 
combinations of fragments of English and Russian titles of 
documents between which the translation equivalents were 
determined  with the assistance of MetaPhrase system; 

2) the dictionary comprising the items which are the 
fragments of  titles of documents between which the 
translation equivalents have not been determined,  but they are 
surrounded by the other fragments, between which such 
equivalents have been  determined or by the signs of the 
beginning or the end of the title;

 3) the dictionary comprising the items which are 
fragments of the English and Russian titles of documents 
between which the translation equivalents have been 
determined  on the initial stage of titles processing. 

The first frequency dictionary  includes bilingual 
phraseological word combinations containing 2 to 16 words. It 
had  3.127.363 dictionary entries. 

The value of the dictionary in question is that it contains  
translation equivalents between English and Russian 
fragments of titles of documents, which are longer than their 
fragments selected at the first stage of conceptual analysis of 
the titles.  Each of the newly formed dictionary entries 
practically has  just  one translation version of an English 
word combination  (the percentage of dictionary entries  
having more than one version of translation is less than 0.1). 

The second frequency dictionary includes translation 
equivalents between fragments of titles of documents, that 
were not found at the initial stage of conceptual analysis of 
these titles. This dictionary contains 1.825.612 dictionary 
entries. The most frequent dictionary entries have the 
frequency of  1.008, and infrequent  dictionary entries  have- 
the frequency equal to one. 87% of dictionary entries  have 
the frequency equal to one.  A spot-check of the dictionary 
showed that about 50% of translation equivalents were 

incorrect.  The quantity of such translation equivalents can be 
reduced at the final stage of dictionary making, if the 
procedure of semantic-syntactic checking   is applied.  After  
that,  the dictionary must be edited by humans. 

The third frequency dictionary contains translation 
equivalents between fragments of English and Russian titles 
of documents that were found at the initial stage of processing 
of these titles.  It contains 387.025 dictionary entries. The most 
frequent dictionary entries have the frequency of 4.985, and 
most infrequent  dictionary entries  have- the frequency equal 
to one. 56% of dictionary entries had the frequency equal to 
one.

8 Digital set-phrase dictionaries 
The authors developed the original methods, algorithms 

and programs for automated compiling and maintaining of the 
dictionaries  for the system of set-phrase machine translation. 
Russian-English and English-Russian set-phrase dictionaries 
containing 2, 6 million dictionary entries each have been 
compiled. These dictionaries cover  99,  7% of the lexical 
content of modern texts and they represent  powerful bilingual 
conceptual model  for a wide  range of fields  of human 
activity.The compiling of the digital dictionaries with the use 
of bilingual texts was  carried out both  manually and with the 
assistance of computers. The procedure for  automated 
dictionary making has been developed. 

This procedure is based on the hypothesis, that in 
numerous bilingual pairs of sentences which are translations 
of each other and which contain the same word or word 
combination the translation of this word or word combination 
has maximal occurrence frequency.

The process of establishing concept equivalents is 
organized in the following way. At first stage,  the semantic-
syntactic analysis of the source  text is carried out: the text is 
split into sentences and then their conceptual  and syntactic 
structure is determined.

At the second stage (transfer) the concept names of the 
source  text are substituted  by the concept names in  target  
language and  the information  on the syntactic structure of  
the source  text is transformed into information  required for  
the  target  text synthesis.

At the final stage (semantic-syntactic synthesis of the 
target text) the text in the target  language is formed.

A system which does not analyze the text from the point 
of view of grammar is unable to release the correct translation 
of semantically complex texts.

Therefore, it proved to be  necessary to introduce the 
well-formed non-terminals and parse rules into the 
representation mechanism of the set-phrase translation. It 
extended the compiling procedure of the dictionary as a means 
for automated linguistic processing. 

9 Conclusion
In conclusion,  it should be noted that this article 

describes  the experience in creation of modern multilingual 
machine translation systems – the systems of phraseological 
translation. The extensive application of means of automation 
allowed to essentially reduce expenditures of human labour  in 
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the process of  creation of this system, and therefore, to reduce 
the creation cost of such systems.

The modern multilingual machine translation systems 
should be based on set-phrase translation enhanced by 
cognitively and functionally motivated grammar.

The extensive application of means for automation 
allowed the authors to essentially reduce expenditures of 
human labour  in the process of  creation of the machine 
translation system, and therefore, to reduce the total creation 
cost of such systems.

Further research and development is connected with the 
dictionaries expansion and semantic-syntactic structuring.
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Functional and Cognitive Aspects in Linguistic Modelling
E. Kozerenko 

Institute of Informatics Problems of the Russian Academy of Sciences, Moscow, Russia

Abstract - The paper focuses on the issues of establishing 
transferable language phrase structures. The approach 
employed is based on generalized cognitive entities 
manifested in the categorial systems of the English and 
Russian languages and functional roles of language units in a 
sentence. The formalism developed for presentation of 
syntactic structures for the English-Russian machine 
translation is a variant of unification grammar and comprises 
about three hundred rules. A number of declarative modules 
of linguistic processors were designed and implemented 
w i t h i n t h e f r a m e w o r k o f m a c h i n e t r a n s l a t i o n 
system“Cognitive Translator” and knowledge extraction 
systems.

Keywords: machine translation, syntax, semantics, set-
phrase dictionaries, machine learning, translation memory

1 Introduction
To face the problems of language structures 

transferability for machine translation (MT), it is necessary to 
consider human translation experience.  Translation is a 
creative and sophisticated human activity, hence, producing 
automatically a high-quality translation of an arbitrary text 
from one language to another is a task too far from its 
complete implementation. However, for simpler tasks, such as 
acquiring information on the Web, getting acquainted with 
subject domain information, etc.,  rough translation output 
without post editing can be quite adequate. One of the 
domains where MT  works best is scientific discourse. 
Perhaps, it can be accounted for the regularity of syntactic 
structures which is required by the functional style of 
scientific prose. 

Of the three forms of translation performed by man: 
written translation, consecutive interpretation and 
simultaneous interpretation, the one which is nearest to the 
real-time machine translation is simultaneous interpretation 
(SI).  Therefore, the recommendations for SI are of prime 
interest to MT designers, as they propose more implementable 
solutions for lexical grammatical transformations than the first 
two forms. 

Another important consideration is that some features of 
human language appear to be of universal character,  for 
example, every language has nouns and verbs. Even the 
differences of human languages often have systemic structure 
[1]. Syntactically languages are most different in the basic 
word order of verbs, subjects, and objects in declarative 
clauses. English is an SVO language, while Russian has a 
comparatively flexible word order. The syntactic distinction is 
connected with a semantic distinction in the way languages 
map underlying cognitive structures onto language patterns, 
which should be envisaged in MT implementations [2]. 
Besides, there exist syntactic constructions specific of a given 
language (such as, for example, English constructions with 

existential “there” and “it” as formal subjects). Sometimes, a 
word may have translation to a word of another part-of-speech 
in the target language,  a word combination, or even a clause, 
as the English implementable is best translated into Russian as 
kotoryi vozmozhno realizovat’ (which can be implemented).  To 
overcome these differences the categorial and functional 
features of the two languages were considered, and structures 
of the input were made conformed to the rules of the target 
language by applying contrastive linguistic knowledge for 
implementation of the transfer model. A suitable formalism is 
indispensable for an algorithmic presentation of the 
established language transfer rules,  and the language of 
Cognitive Transfer Structures (CTS) was developed based on 
rational mechanisms for language structures generation and 
feature unification. 

The application of statistical models has considerably 
advanced the area of machine translation since the last decade 
of the previous century, however now new ideas and methods 
appear aimed at creating systems that efficiently combine 
symbolic and statistical approaches comprising different 
models.   Both the paradigms move towards each other: more 
and more linguistics is being introduced into stochastic   
models of machine translation, and the rule-based systems 
include statistics into their linguistic rule systems.  The 
procedures of analysis and translation are enhanced by the 
statistical data, which are taken into consideration by the 
“translation engine” for disambiguation of language 
structures. The paper is also focused on discovering the ways 
of the two research paradigms combination, namely, 
introducing statistical methods into the rule-based systems of 
machine translation and employment of the methods and 
presentations capturing human language intuition in statistical 
translation models with the view of enhancing the existing 
language processing technologies.  

In statistical machine translation (SMT) the task of 
translating from one natural language into another is treated as 
a machine learning problem. This means that via training on a 
very large number of hand-made translation samples the SMT 
algorithms master the rules of translation automatically. 

2 Establishment of cross-language 
m a t c h e s a n d i n t e r- s t r u c t u r a l 
synonymy

 Segmentation and unification of utterances in the course 
of translation is a major task for human professional 
interpreters.  They would even say that syntax is “interpreter’s 
enemy”. The selectivity of languages as to the choice of 
specific characteristics of description of one and the same 
situation results in numerous distinctions,  and one of the most 
crucial of them is the degree of particularity in conveying a 
referential situation. Therefore, a situation which in one 
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language is described by means of one specific feature,  in 
another language may require two or more characteristics. 
Thus, in many cases the English language is more economical 
(about thirty percent, according to the reports of simultaneous 
interpreters) [3,4] in expressing a thought than Russian. A 
very good illustration of this phenomenon is attributive word 
combinations of the “stone wall” type which when being 
translated into Russian in many cases require numerous 
additions. On the other hand, Russian input in some cases 
may result in an expanded English translation. 
In practice the technique applied to overcome this problem is 
utterance segmentation which consists in sectioning a source 
Russian sentence into two or more utterances in the resulting 
English sentence.
Another important rule is the least possible change of word 
order.  But this inflicts other unavoidable transformations, and 
not all of them are implementable within the framework of 
machine translation. For example, the general rule for 
interpreters: a Russian noun which appears at the very 
beginning of a sentence and has the form of an oblique case, 
i.e. indirect object standing at the beginning of a Russian 
sentence, should be transformed into the subject of an English 
sentence notwithstanding its initial syntactic role 
e.g. Na vstreche dogovorilis’…(At the meeting agreed…) 
should be translated as -
The meeting reached an agreement…
This transformation performed in the course of human 
simultaneous interpretation appears to be unattainable to a 
machine translator at the present state of the art.  The 
requirement of denotational equivalence involves numerous 
lexical grammatical shifts which cause transformations of the 
semantic structure of an utterance [3,4]. Another regular 
semantic shift, that of substituting a predicate of action by the 
predicate of state.
e.g. He is a member of the college team. (A predicate of 
state).
On igraet v studencheskoi komande. (He plays in the 
students’ team. A predicate of action). 
Moreover, the existence of such shifts within the real text 
corpora inflicts complications for one more computational 
linguistics problem, that is text alignment,  which in some 
cases may appear even intractable.
The following SI techniques appeared to be of use for MT 
design in the course of our development.
(1) Full translation of lexical grammatical forms is applied 
when these forms completely correspond to each other both in 
the source and the target languages as to their form, function 
and meaning.
(2) Null translation is applied when a grammatical form exists 
in the source and target languages but is used differently for 
explicating a certain referential situation.
(3) Partial translation is used when one and the same 
grammatical form has several content functions which differ 
in the source and target languages.
(4) Functional substitution is employed when the functions 
and meanings of grammatical forms in the source and target 
languages differ.  In that case the source form can be 
substituted by a form of another type in the target language on 
the basis of their functional identity.
(5) Assimilation is a device applied for translating 
grammatical forms constituting compound structure, and the 

combinability features of these forms differ in the source and 
target languages.
(6) Conversion is used for substituting a form of one category 
by a form of another category, and is conditioned by the 
combinability rules difference in the source and target 
languages.
(7) Antonyms employment is used for eliminating a conflict 
between lexical and grammatical combinability of language 
units in the source and target languages.
Thus it is obvious that the search for equivalence should be 
carried out starting with the establishment of semantic 
equivalence of patterns notwithstanding their structural 
dissimilarity. Pattern-matching approach for the English – 
Russian transfer was assumed, and the segmentation of 
structures of the source language was performed on the basis 
of functional transfer fields which were established via 
contrastive study of the two languages. 
The transformations in focus comprise the following 
statistically important cases:
- Nominalization;
- Passivization;
- Adjectival – Adverbial structures transformations;
- Subject – Object transformations;
- Indirect Object transformation into Subject;
e.g. Ser’oznymi raznoglasiyami byla otmechena vstrecha 
storon – Serious disagreements arose during the meeting of 
the sides
Direct Object transformation into Subject;
Prepositional phrase transformation into Subject: 
Na vstreche dogovorilis’ – The meeting reached the 
conclusion. 

3 Cross-level focus 
The machine translation technique employed 

presupposes three stages: analysis, transfer and generation. 
The stage of analysis results in parse representing the structure 
of the input sentences. Transfer is a bridge between the parse 
structure of the source language and the input to the 
generation procedure for the target language. At this stage the 
transformation is performed of one parse tree (applicable for 
the source language presentation) into another tree (presenting 
the target language). Thus syntactic transformations imply the 
mapping of one tree structure to another. 

It is very important that a parse for MT differs from 
parses required for other purposes. Thus the grammar 
formalisms developed for a unilingual situation (phrase 
stucture rules systems for the English language) [5] would 
give an untransferable parse in many crucial situations. For 
example, just one English phrase structure rule for simple 
sentence would suffice for grammar parse without translation, 
but for the English – Russian transfer a multiple structure of 
possible parses is required depending on the specific finite 
verbal form constituting the sentence. And to overcome this, 
an accurate scheme for all the particular verbal form cases 
should be designed.

The segmentation of phrase patterns used for the input 
language parse was carried out with the consideration of 
semantics to be reproduced via the target language means. 
Both the most important universals such as enumeration, 
comparison, modality patterns, etc.,  and less general structures 
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were singled out and assigned corresponding target language 
equivalents. 

Consider an example of a phrase structure conveying the 
modal meaning of obligation: “…the task to be carried 
out…”. In other words, the meaning of this phrase can be 
rendered as “…the task that should be carried out…”. The 
Infinitive phrase in the Engish language gives the regular way 
of expressive means compression without the loss of semantic 
value. A literary translation in Russian requires the second 
way of presenting the same idea of obligation. However in 
this specific case a “reduced” translation variant is also 
possible which consists in the introduction of the subordinate 
conjunction “chtoby” – “so that”, between the noun and the 
modifying Infinitive. The parse rule would look like:

NP(to) -> NP VPto
And the generation rule would be presented as:
NP(to) -> NP Punct.{comma} Conj.(chtoby) VPto 
Special attention is required for the problem of passive 

constructions transfer. As in the phrase “was considered”. The 
rules for simultaneous translation (which in many cases is 
similar to the real time machine translation performance and 
can be a source of compromise decisions for phrase structure 
design) requires the transformation of the English Subject into 
the Direct Object (Russian, Accusative Case) standing in the 
first position in a sentence and the passive verbal form would 
produce an impersonal verbal form in Russian. However such 
transformation proved to be of considerable danger to the 
whole sentence structure and might cause an unpredictable 
generation result. Hence, for many cases a more clumsy, 
though robust method of a passive construction generation 
was accepted: the one similar to the English “be + Past 
Participle”:

V(aux_ppt) -> V(aux) PPt
For any MT design scheme there exist major concerns 

such as verb subcategorization presentations, discontinuous 
structures treatment, phrasal units adjustment. In the English-
Russian transfer these concerns are aggravated by the high 
productivity of the English phrasal verbs (and other units) and 
their derivatives. 

a) An example of a phrase structure rule for the verb 
subcategorization:

V/np_p_inf --> Vinf  NP Pt  Vto_inf  
get the sample down to observe
b) An example of a discontinuous structure:
Or watch the things, you gave your life to, broken
c) Phrasal units:
later on; over there; what a {good idea}.
Our approach employs both phrase structure rules and 

vocabulary-driven methods for dealing with these problems.

4 Generalized Cognitive Structures 
Underlying Transferable Syntaxemes 
Actually the process of transfer goes across the 

functional – categorial values of language units. A language 
structure which can be subjected to transfer has to be 
semantically complete from the point of view of its function. 
The cases of categorial shifts, in particular, when the 
technique of conversion is employed, require special 
treatment: the categorial shift of a syntax unit is determined 

by the functional role of this unit in a sentence (e.g. noun as a 
modifier --> adjective). Only by creating the centaur 
concepts.. ’constituency-dependency’, ‘linearity-nonlinearity’, 
‘form-function’, etc. can we get a reasonably clear picture of 
linguistic reality [6].

The starting idea for the language structures 
segmentation strategy was the notion of functional semantic 
fields. The system of grammar units, classes and categories 
with generalized content supplementary to the content of 
lexical units, together with the rules of their functioning, is a 
system which in the end serves for transmission of generalized 
categories and structures of mental content which lie the 
foundation of utterance sense, and constitute the basis of 
language grammar formation [7]. 

As it was exhibited in [8] language coding technique is to 
a great extent determined by the deep semantic structure, and 
of considerable advantage is such a presentation method 
which takes for the starting point the semantic level,  and 
particular semantic units are confronted with the coding 
devices expressing them. The approach of functional 
semantics concords in many aspects with the categorial 
grammar.  The system of sentence members (functional roles) 
is being modified, but its essence is preserved in the new facts 
qualification via the traditional categories [9].

The transferability of phrase structures is conditioned by 
the choice of language units in the source and target languages 
belonging to the same functional transfer fields (FTF), 
notwithstanding the difference or coincidence of their 
traditional categorial values. A set of basic FTF was singled 
out and language patterns employed for conveying the 
functional meanings of interest were examined. 

• Nomination and Relativity FTF: language structures 
performing the nominative functions (including the sentential 
units) comprise this field.

• Primary Predication FTF (non-inverted) bearing the 
Tense – Aspect – Voice features; this field mainly includes all 
possible complexes of finite verbal forms and tensed verbal 
phrase structures.

• Secondary Predication FTF bearing the features of 
verbal modifiers for the Primary Predication FTF. Included 
here are the non-finite verbal forms and constructions, and 
subordinate clauses comprising the finite verbal forms. All 
these are united by the functional meanings they convey,  e.g. 
qualification, circumstance, taxis (ordering of actions), etc.

• Modality and Mood FTF: language means expressing 
modality, subjunctivity and conditionality are included here. 
Here the transfer goes across the regular grammatical forms 
and lexical means (modal verbs and word combinations ) 
including phrasal units.

• Connectivity FTF: included here are lexical – syntactic 
means employed for concatenation of similar syntactic groups 
and subordination of syntactic structures.

• Attributiveness FTF: adjectives and adjectival phrases 
in all possible forms and degrees comprise the semantic 
backbone of this field; included here are also other nominal 
modifiers, such as nominative language units and structures 
(stone wall constructions, prepositional genitives – of –
phrases), and other dispersed language means which are 
isofunctional to the backbone units.
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• Metrics and Parameters FTF: this field comprises 
language means for presenting entities in terms of parameters 
and values, measures, numerical information.

• Partition FTF: included in this field are language units 
and phrase structures conveying partition and quantification 
(e.g. some of, part of, each of, etc.).

• Orientation FTF: this field comprises language means 
for rendering the meaning of space orientation (both static, 
and dynamic).

• Determination FTF: a very specific field which 
comprises the units and structures that perform the function of 
determiner (e.g. the Article, which is a good example for 
grammar – lexical transfer from English into Russian,  since in 
Russian there exist no such grammatical category; 
demonstrative pronouns, etc.).

• Existentiality FTF: language means based on be-group 
constructions and synonymous structures (e.g.  sentential units 
with existential there and it as a subject: there is…; there 
exists…; etc.).

• Negation FTF: lexical – syntactic structures conveying 
negation (e.g. nowhere to be seen, etc.).

• Reflexivity FTF: this field is of specific character since 
the transfer of reflexivity meaning goes across lexical - 
syntactic – morphological levels.

• Emphasis – Interrogation FTF: language means 
comprising this field are grouped together since they employ 
grammar inversion in English. 

• Dispersion FTF: individual language structures specific 
for a given language are included here; these are presented as 
phrasal templates which include constant and variable 
elements.

The set of functional meanings together with their 
categorial embodiments serve the source of constraints for the 
unification mechanism in the formal presentation of our 
grammar.  The formalism developed employs feature-based 
parse, and head-feature inheritance for phrase structures 
which are singled out on the basis of functional identity in the 
source and target languages. To implement the feature-valued 
inheritance sometimes broader contexts are taken.

5 The Existing Formalisms Influence

Our implementation formalism was developed taking 
into account the apparata of phrase structure and unification 
grammars: Head-Driven Phrase Structure Grammars (HPSG) 
[10], Generalized Phrase Structure Grammars (GPSG) [11], 
Revised Generalized Phrase Structure Grammars (RGPSG) 
[12]. Categorial and Dependency [13] grammars were also 
considered. Important for us was the strict lexicalism principle 
of the HPSG, i.e. word structure and phrase structure are 
governed by independent principles. Roles are determined by 
verbal valences; utterances are a blend of categorial meanings 
and role meanings and their structural projections which are 
specific for every particular language.

The technique of categorization, i.e.  generation of a 
backbone grammar of atomic categories from distinct sets of 
feature bindings was first suggested by [14]. It was used for 
building a shift-reduce table for the Alvey grammar [5],  but 
there it was necessary to subsume each category into its most 

general unifying category, so reducing the overall number of 
categories.

Generally, for the Russian language, dependency 
grammars have been applied. And phrase structure approach 
seemed to be less applicable here. Hence, of particular interest 
for us was the study and comparison of both the formal 
approaches, so that practical algorithmic solutions could be 
worked out. 

A certain key was suggested in the coexisting systems of 
Immediate Dominance (ID) rules and phrase structure (PS) 
rules in ANLT [5] based on a variant of GPSG. The ID rules 
encode unordered dependency relations and further are 
subjected to linearization to be applied for the parse. GPSG 
may be thought of as a grammar for generating a context-free 
grammar.  The generation process begins with immediate 
dominance (ID) rules which are context-free productions with 
unordered right-hand sides. An important feature of ID rules is 
that nonterminals in the rules are not atomic symbols (e.g. 
NP). Rather, GPSG nonterminals are sets of [feature, feature-
value] pairs. For example, [N +] is a [feature,  feature-value] 
pair, and the set {[N +], [V -],  [BAR 2]} is the GPSG 
representation of a noun phrase. Next, metarules apply to the 
ID rules, resulting in an enlarged set of ID rules. In the 
RGPSG the finite closure problem is used to determine the 
cost of metarule application. Principles of universal feature 
instantiation (UFI) apply to the resulting enlarged set of ID 
rules, defining a set of phrase structure trees of depth one 
(local trees). One principle of UFI is the head feature 
convention which ensures that phrases are projected from 
lexical heads. Finally, linear precedence statements are 
applied to the instantiated local trees. The final result is a set 
of ordered local trees, and these are equivalent to the context-
free productions in a context-free grammar. The process of 
assigning structural descriptions to utterances consists of two 
steps in GPSG: the projection of ID rules to local trees and the 
derivation of utterances from nonterminals, using the local 
trees. 

In GPSG there are three category-valued features : 
SLASH which marks the path between a gap and its filler with 
the category of the filler; AGR which marks the path between 
an argument and the functor that syntactically agrees with it 
(between the subject and matrix verb, for example); and WH 
which marks the path between a wh-word and the minimal 
clause that contains it with the morphological type of the wh-
word.  In RGPSG the revision is unit feature closure: to limit 
category-valued features to containing only 0-level 
categories., i.e. 0-level categories do not contain any category-
valued features. GPSG’s ID/LP format models the head 
parameter and some free word order facts. The HPSG 
formalism is based on phrase structure rules, but dominance 
relations are implemented via head elements. Phrasal types are 
also treated in terms of multiple inheritance hierarchies that 
allow generalizations about diverse construction types to be 
factored into various cross-cutting dimensions. 

In fact, each non-linear dependency rule is an encoded 
potential for actualization of a set of possible linear phrase 
structures. Therefore, we assumed a more computationally 
practical approach (to our knowledge, never used before in a 
bilingual situation), that of feature-valued head-driven phrase 
structures for both English and Russian.
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6 Implementation Techniques
In conclusion,  it should be noted that this article 

describes  the experience in creation of modern multilingual 
machine translation systems – the systems of phraseological 
translation. The extensive application of means of automation 
allowed to essentially reduce expenditures of human labour  in 
the process of  creation of this system, and therefore, to reduce 
the creation cost of such systems. The primary purpose in 
introducing feature structures and unification has been to 
provide a way to express syntactic constraints that would be 
difficult to express using the mechanisms of context-free 
grammars alone. The next step was to design a way to 
integrate feature structures and unification operations into the 
specification of a grammar.

This was performed by augmenting the rules of the 
hybrid grammar comprising context-free and context-
dependent rules with attachments that specify feature 
structures for the constituents of the rules, along with 
appropriate unification operations that express constraints on 
those constituents.  These attachments were used to associate 
complex feature structures with lexical items and instances of 
grammatical categories; to lead the composition of feature 
structures to larger grammatical constituents based on the 
feature structures of their component parts; to lay 
compatibility constraints between specific parts of 
grammatical constructions. Functional meanings of units were 
encoded in functional tags for phrase structures, and the 
feature-value types were determined by functional – categorial 
semantics, for example: 

[ F e a t u r e , E n u m Ve r b ] ; [ C a t e g o r y , b e P l u s ] ; 
[Category, toPlusInf in i t ive] ; [Fea ture ,verbModal ] 
[Feature,verbComplex];], etc.

Such major problems as reference resolution and long 
distance dependencies are also treated within the framework 
of feature-valued phrase structures.

The demand for practicality, quick implementation and 
low computational cost were of prime concern.

The principle of effort economy was observed: if 
something could be represented by weaker means, no stronger 
instruments were applied. We acquired the “blow-up” strategy 
for language structures simulation, which means that the most 
functionally relevant subsystems were introduced first, and 
then these were expanded, specifying structures being 
gradually included. 

A constraint-based formalism comprising some features 
of the HPSG was developed. The formalism provides 
representation mechanisms for the fine-grained information 
about number and person, agreement, subcategorization, as 
well as semantics for syntactic representations. The system of 
rules based on this formalism can be called the Cognitive 
Transfer Grammar and consists of transferable phrase 
structures together with the transfer rules which are combined 
within the same pattern. Such patterns, or Cognitive Transfer 
Structures (CTS), are constitutional components of the 
declarative [15] syntactical processor module and encode both 
linear precedence and dependency relations within phrase 
structures. The CTS presentation was worked out under a 
certain influence of the content-based attribute structuring 
approach assumed in dataflow basic components [16].

The syntax of a CTS can be given as follows:

CTS -> CTS<identifier> CTS<token> <Input Phrase 
Structure & Feature-Value Set> <Head-Driven Transfer 
Scheme> <Generation Feature-Value Set & Phrase Structure >

The Cognitive Transfer Grammar provides translation of 
phrase structures within one CTS,

e.g. him to come -> chtoby on prishel.
A CTS rule is either a context-free or context-dependent 

production, and the derivational process may alternate  
between an AND-transition and OR-transition, these two 
devices introduce lexical and structural ambiguity, which is a 
central property of natural languages. Disambiguation 
techniques are based on learning methods [17].

“Abstract” structures are avoided wherever possible, in 
favor of constituent structures. Linguistic information is 
hierarchically organized in such a way as to predict the 
impossibility of certain kinds of linguistic phenomena. The 
head features inheritance is widely used. Needed feature 
structures are copied from children to their parents, which 
turns out to be a specific instance of a much more general 
phenomenon in constraint-based grammars. Specifically, the 
features for most grammatical categories are copied from one 
of the children to the parent. The child that provides the 
features is called the head of the phrase, and the features 
copied are referred to as head features. 

In our approach the direct encoding of possible 
subcategorization features is made via a verbal CTS. Since the 
verbs can subcategorize for quite complex frames composed 
of many different phrasal types, we first established a list of 
possible phrasal types that can make up these frames, e.g. 
VPto “I want to know”; VPing “He contemplates using them”; 
Sto “feel themselves to be relatively happy”. Each verb allows 
many different subcategorization frames. 

If compared with the existing phrasal subcategorization 
frames [18,19], in our system the emphasis is laid on 
functional motivation

7 Rule set for training data: cognitive 
semantic approach 
In conclusion,  it should be noted that this article 

describes  the experience in creation of modern multilingual 
machine translation systems – the systems of phraseological 
translation. The extensive application of means of automation 
allowed to essentially reduce expenditures of human labour  in 
the process of  creation of this system, and therefore, to reduce 
the creation cost of such systems. In contrast to the 
approaches on the basis of “translation memory” that provide 
the increase of a machine translation system language 
competence by accumulating the previously translated text 
fragments and mainly based on regular expressions, Cognitive 
Transfer Grammar is intended for the realization of the 
mechanism of structural memory, which simulates language 
competence of an adult learner (“Adult Learning Memory”). 
Thus, structural memory comprises the following 
components: 

1) The initial basic collection of grammar rules 
represented in the formalized form (CTG); 

2) The mechanisms of expansion and refinement of the 
system of rules, implemented by means of the methods of 
machine learning on parallel texts. 
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Our studies are based on the concepts of the functional 
approach, which we have used for the multilingual situation. 
With the development of the linguistic processor, which 
ensures English - Russian and Russian - English transfer, we 
introduced the concept of functional transfer fields (FTF) that 
served the basis for the segmentation of language structures 
for the solution of machine translation problems. The basic 
idea of FTF consists in the adoption of the hypothesis about 
the fact that at the basis of grammatical structures there lie the 
cognitive structures (mental frames); a functional transfer 
field reflects the interaction of elements from different 
language levels. 

The basic design unit of the spaces of cognitive transfer 
is a transfeme. 

Definition.  Transfeme is a unit of cognitive transfer the, 
i.e. a semantic element embodied in a translatable 
semantically relevant language segment taken  in the unity of 
its categorial and functional characteristics, that establishes 
the semantic correspondence between the language structures, 
which belong to different language levels and systems. The 
types of transfemes are determined by the rank of transfemes. 

We distinguish the following ranks of transfemes:
• rank 1:  lexemes as structural signs, i.e., a word, 

considered as a categorical - functional unit without taking 
into account the specific lexical value of this word;

• rank 2: a word combination, i.e., the syntactic structure, 
which consists of two and more syntactically connected 
words, but never a complete sentence (clause); 

• rank 3: a clausal unit, i.e., dependent (subordinate) 
clause; 

• rank 4: a sentence (either a simple sentence or the main 
clause of a complex sentence); 

• rank 5: a scattered structure, i.e., a word group, which is 
characterized by a syntactic and semantic unity, but is 
discontinuous,  i.e., between the members of the group there 
appear other language objects,  which are not the members of 
this group; 

• rank 0: the morphological units,  which are not 
independent words, but which form a part of a lexeme of a 
source language, and in the language of transfer can be 
expressed by a clause and the units of other ranks,  for 
example: the suffixes – ible,  - able which are synonymous to 
the construction “which can be”, e.g. extensible – which can 
be extended.

he key idea of our linguistic framework is cognitive 
cross-linguistic study of what can be called configurational 
semantics, i.e. the systemic study of the language mechanisms 
of patterns production, and what meanings are conveyed by 
the established types of configurations. We explore the sets of 
meanings fixed in grammar systems of the languages under 
study. Our studies are focused on the types of meanings 
outside the scope of lexical semantics, and we consider the 
lexical semantics when the meanings which we denote as 
configurational, have expression at the lexical level. The 
importance of this aspect is connected with the fact that 
natural languages are selective as to the specific structures 
they employ to represent the referential situation. However, it 
is always possible to establish configurations which perform 
the same function across different languages (i.e.  isofunctional 
structures). The parse aimed at transfer procedures requires a 

semantic grammar and cannot be efficiently implemented 
through a combination of monolingual grammars. 

In the Cognitive Transfer Grammar (CTG), the 
functional meanings of language structures are determined by 
the categorial values of head elements.   The probability 
characteristics are introduced into the rules of the unification 
grammar as weights assigned to the parse trees. 

For the alignment of parallel texts the transfemes are 
given as the rewrite rules in which the left part is a 
nonterminal symbol,  and the right part are the aligned pairs of 
chains of terminal and nonterminal symbols which belong to 
the source and target languages : 

T → 〈ρ, α, ∼〉,     
where T  is a nonterminal symbol, ρ and α are chains on 

terminal and nonterminal symbols which belong to the 
Russian and English languages, and  ∼ is a symbol of 
correspondence between the nonterminal symbols occuring in 
ρ and the nonterminal symbols occuring in α.  In the course of 
parallel texts alignment on the basis of the CTG the derivation 
process begins with a pair of the linked starting  symbols  
and , then at each step the linked nonterminal symbols are 
rewritten  pairwise with the use of the two components of a 
single rule. 

For automatic extraction of the rules on the basis of CTG 
from parallel texts these texts should be previously aligned by 
sentences and words. The extracted rules base on the 
wordwise alignments in such a way that at first the the starting 
phrase pairs are identified with the use of the same criterion as 
the majority of statistical models of translation employing the 
phrase-based approach, which means that there should be at 
least one word inside a phrase in one language aligned with 
some word inside a phrase in another language, but  no word 
inside a phrase in one language can be aligned with any word 
outside its pair phrase in another language.
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9 Conclusion
The urgency of the new hybrid methods of language objects 
presentation is caused by the demand for the optimal 
combination of advantages of the two research paradigms: 
logical linguistic modelling employing the designed rules  and 
stochastic approach based on machine learning [19-21]. This 
development is of special importance for the tasks of 
structural analysis and computer modelling of the full text 
scientific and patent documents. The work with patent 
documents requires the introduction of specific features of 
patent texts: such as employment of certain language 
constructions, the syntax of patent formulae, the extensive use 
of templates, domain-oriented lexicons. The Intertext base 
comprises a collection of scientific and patent texts in the 
Russian and English languages from the areas of Computer 
Science, Social Monitoring, Chemical Technology and other 
areas.  One of the latest developments is connected with 
implementing the natural language web service for the 
multilingual search and analysis of financial information.  
The objectives of the prospective research and development 
efforts consist in the inclusion of parallel texts and language 
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processing features for the French, German and Italian 
languages, and evolving the Intertext into a multilingual 
knowledge base. Our focus on configurations provides high 
portability to the language processing software designed under 
these principles: we can operate with a lexicon which has only 
standard linguistic information including morphological 
characteristics, part of speech information and the indication 
of transitivity for verbs. The approach taken would be 
important in further development of educational programs for 
computer science and computational linguistics courses. 
Educational relevance of the methods discussed in the paper 
lies in deeper understanding of uniform cognitive mechanisms 
employed in particular language embodiments of semantic 
structures.
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New Ensemble Combination Scheme

Namhyoung Kim, Youngdoo Son, and Jaewook Lee, Member, IEEE

Abstract— Recently many statistical learning techniques are
successfully developed and used in several areas. However, these
algorithms sometimes are not robust and does not show good
performances. The ensemble method can solve these problems.
It is known that the ensemble learning sometimes improves
the generalized performance of machine learning tasks as well
as makes it robust. However, the combining weights of the
ensemble model are usually pre-determined or determined with
the concept that the ensemble model is a superposition of
individual ones. Thus we proposed a new ensemble combination
scheme which consider the ensemble model is a factor affects
the individual predictors. Through experiments, the proposed
method shows better performance than other existing methods
in the regression problems and shows competitive performance
in the classification problems.

I. INTRODUCTION

Several learning models such as clustering, classification,
regression, etc., are successfully developed in these days and
they are used in many areas [1], [2], [3], [4]. However,
sometimes these algorithms show ill performances or are
not robust. Ensemble can be a solution to overcome these
problems. Ensemble combines multiple models together in
specific ways. The ensemble learning is known to improve
the generalized performance of a single predictor and it has
won some success. For example, the famous one million dol-
lars Netflix Prize competition, the team named The Ensemble
won the first place. They were known to ensemble several
algorithms. In other data mining competitions, most winning
teams employed an ensemble of learning models. Also, the
ensemble method has been widely used in several practical
area [5], [6], [7]

Along with these practical successes, many different en-
semble algorithms have been proposed and developed [3],
[8], [9]. However, some of them use the pre-determined
weights. Most of the rest find weights with the concept
that the ensemble model is a superposition of individual
predictors. Unlike existing ensemble models, we propose a
new ensemble combination scheme which consider individ-
ual predictors as realizations of the ensemble model. In other
words, in the view of factor analysis, the ensemble model
becomes a factor which affects individual models.

The organization of this paper is as follows. In the next
section we summarize related literature and algorithms. In
Section 3 we describe the proposed method. Next we present
the results of an empirical analysis and comparison with
other ensemble methods in Section 4. Then we conclude in
Section 5.

Namhyoung Kim is with the Department of Statistics, Seoul National
University, Seoul, Korea (email: namhyoung@snu.ac.kr).

Youngdoo Son and Jaewook Lee is with the Department of Industrial
Engineering, Seoul National University, Seoul, Korea (email: hand02, jae-
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II. LITERATURE REVIEW

Most of the contemporary ensemble methods develop
ensemble model based on the following equation.

f =
m∑
i=1

wiCi (1)

where f is a real function predicted, Ci is an individual
base model and wi is weight. It is illustrated in Figure 1,
that is, the predictions of the individual models Ci, i =
1, 2, ...,m, are combined using the weight wi. The weights
can vary depending on combination scheme. According to
combination scheme, ensembles are divided into two main
classes, combine by learning and combine by consensus.
Boosting combines multiple base predictors by learning. It
utilizes the information of the performance of previous pre-
dictors so this kind of ensemble is also known as supervised
scheme. In bagging, the ensemble is formed by majority
voting. Bagging doesn’t consider the performance of each
predictor. It averages the predictions of individual models in
unsupervised scheme.

A. Bagging

Bagging is the simplest algorithm to construct an
ensemble[10]. It creates individual predictors by training
randomly selected training set. Each training set is generated
by randomly with replacemeth, n exampels. In bagging, the
weights are uniform, i.e., the ensemble prediction is given
by

f =
1

m

m∑
i=1

Ci. (2)

In the case of classification, majority voting is used to predict
the class of data.

B. Boosting

Boosting algorithms learn iteratively weak classifiers using
a training set selected according to the previous classified
results then combine them with different weights to create
an ensemble[12]. The weights are determined by the weak
learners’ performance.

Our method uses both supervised and unsupervised
scheme. In the following section, we describe our proposed
method.

III. PROPOSED METHOD

In this paper, we propose a new ensemble combination
scheme. We assume that the prediction of each individual
predictor Ci reflects the real function value f by λi and a
specific error term δi. In equation form, we would write the
following.
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Fig. 1. Ensemble of Classifiers

Ci = λif + δi, i = 1, 2, ...,m (3)

We can rewrite the above equation in matrix form as
following.

C = fΛ
′
+∆ (4)

where C =


C

(1)
1 C

(1)
2 · · · C

(1)
1

C
(2)
1 C

(2)
2 · · · C

(2)
m

...
C

(n)
1 C

(n)
2 · · · C

(n)
m

 , f =


f (1)

f (2)

...
f (n)

 ,Λ = [λ1λ2 · · ·λm]
′
, and ∆ =


δ
(1)
1 δ

(1)
2 · · · δ

(1)
1

δ
(2)
1 δ

(2)
2 · · · δ

(2)
m

...
δ
(n)
1 δ

(n)
2 · · · δ

(n)
m

 . n is the number of cases

of data set. In addition, we have the following three
assumptions about the proposed method.

Assumption 1: 1) Variance of f is 1.

(n− 1)f
′
f = 1 (5)

2) Specific factors δ are mutually uncorrelated with diag-
onal covariance matrix:

Θ =
1

n− 1
∆

′
∆ = diag(θ21, θ

2
2, . . . , θ

2
m). (6)

3) Common factor f and specific factors δ are uncorre-
lated.

approximation of the correlation matrix S is

S = 1/(n− 1)C
′
C

= 1/(n− 1)(fΛ
′
+∆)

′
(fΛ

′
+∆)

= 1/(n− 1)(Λf
′
fΛ

′
+∆

′
fΛ

′
+∆f

′
∆+∆

′
∆)

By assumptions, the correlation matrix becomes simplified
as following

S = ΛΛ
′
+Θ (7)

ML solution : S(Λ
′
Λ +Θ)−1Λ = Λ

f(i) = Λ
′
(ΛΛ

′
+ Θ)−1C(i) or f(i) = (1 +

Λ
′
Θ−1Λ)−1Λ

′
Θ−1C(i).

Let f∗(i) = Λ
′
(ΛΛ

′
+Θ)−1C(i) + ϵ(i) and C(i) = Λf∗(i)

Then Λf∗(i) = C(i) = ΛΛ
′
(ΛΛ

′
+Θ)−1C(i) + Λϵ(i)

Λ
′
Λϵ(i) = Λ

′
[Ip − ΛΛ

′
(ΛΛ

′
+Θ)−1]C(i)

∴ ϵ∗(i) = Λ
′
[ 1
Λ′Λ

Ip − (ΛΛ
′
+Θ)−1]C(i))

Bayesian Latent Ensemble
f∗(i) =

Λ
′
Θ−1

1+Λ′Θ−1Λ
C(i) + ϵ∗(i)

f∗ =
∑m

k=1 λkθ
−2
k Ck

1+
∑m

l=1 λ2
l θ

−2
l

+ ϵ

f∗ =
∑m

k=1
λkθ

−2
k

(1+
∑m

l=1 λ2
l θ

−2
l )

Ck + ϵ

In supervised scheme, we assume the given output of train-
ing sets as real function value. Then, the process becomes
much simpler.

IV. EXPERIMENTAL RESULTS

A. Data Sets

To evaluate the performance of the proposed method,
we use both regression and classification data sets from
UCI Machine Learning Repository[11]. Table I shows the
summary of the data sets used. The data shown in Table I
is widely used real-world problems in the machine learning
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Fig. 2. Proposed method

TABLE I
SUMMARY OF THE DATA SETS

Data set cases class
Features Neural Network

cont disc inputs ouputs hiddens Epochs
breast-cancer-w 699 2 9 - 9 1 5 20

Credit-a 690 2 6 9 47 1 10 35
ionosphere 351 2 34 9 34 1 10 40

Statlog german 1000 2 7 13 45 1 10 20
Statlog aust 690 2 6 8 40 1 10 35

ailerons 13750 regression 40 - 40 1 10 20
Housing boston 506 regression 13 - 13 1 5 35

Pole telecom 5000 regression 48 - 48 1 10 20
abalone 4177 regression 7 1 9 1 5 20

community. The data sets vary in terms of both the number
of cases and features.

B. Experiments settings

In this study, neural networks are used as a base model.
Neural networks consist of a series of input, hidden and
output layers. It is needed to set the size of hidden layer.
Some parameters are also required for the neural networks.
We trained the neural networks with a backpropagation
function, a learning rate of 0.15, a momentum constant of
0.9 and randomly selected weights between -0.5 and 0.5.
The size of hidden layer was determined according to the
number of input and output units having five hidden units as
a minimum. The number of epochs was based on the number
of cases. We used a larger value of epochs as the size of data
increases. The training parameters used in the experiments
are shown in Table I.

For comparison, other popular ensemble algorithms, bag-

ging and boosting, and single model are applied to the same
data sets. We averaged test error of each method over five
standard 10-fold cross validation experiments. The data set is
divided into 10 equal-sized sets, then each set is used as the
test set in turns then the other nine sets are used for training.
In all ensemble methods we used an ensemble size of 25 for
each fold.

C. Results

Table II and Table III show the classification error for clas-
sification problems and root mean squared error for regres-
sion problems, respectively. The columns indicate the differ-
ent methods, a single model(Single), Bagging(Bagging), Arc-
ing(Arc), Ada-boosting(Ada) and the proposed method(FA).
Each row shows the results for each data set. From the tables
we can notice that the proposed method usually shows good
performances for several data sets.

In classification problems(Table II), the proposed method
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does not shows the worst performance and its results are of-
ten the best or close to the best. In regression problems(Table
III), the proposed method shows the best performances
except for the housing boston data set. In that data set,
bagging algorithm performs the best but the proposed method
showed competitive result with the bagging. Therefore, we
can say that our proposed method performs better than other
existing ensemble methods in general.

V. CONCLUSION

In this study, we presented novel methods for ensemble
combination scheme with a new perspective on a relation-
ship between real function and each classifier. We assumed
predicted value of each classifier is composed of the real
function value and a specific error term. According to this
assumption, we solved weights for ensemble combination in
both supervised and unsupervised scheme. The experimental
results show the proposed methods are superior to the ex-
isting methods. They also show self-correction skills, so an
ensemble can adjust weights noticing corrupt classifiers in
learning process.

The proposed ensemble method seems to be robust with
some corrupting predictors unlike other ensemble schemes
whose performances may decrease with corrupting predic-
tors. In other words, the proposed method has self-correction
reliability. Thus, for future work, the analogous proof and
experimental results for this intuition are necessary. We
also need to prove and show the statistical stability of the
proposed model using statistical tests like Friedman test, t-
test, or sign-test.
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TABLE II
CLASSIFICATION RESULTS (CLASSIFICATION ERROR)

Data set

Neural Network
*

Single Bagging
Boosting FA

Arc Ada Unsupervised Supervised
Breast-cancer-w 3.59% 3.15% 3.35% 2.91% 3.50% 3.56%

credit-a 14.17% 13.94% 15.04% 14.52% 14.03% 13.88%
ionosphere 12.91% 11.71% 10.17% 10.86% 8.46% 8.51%
statlog aust 15.48% 13.83% 15.22% 14.75% 13.57% 14.26%

statlog german 26.66% 24.68% 27.48% 24.96% 23.78% 23.96%
hepatitis 36.80% 34.13% 36.40% 36.00% 33.87% 34.00%

sonar 17.40% 16.60% 14.40% 15.70% 16.60% 16.70%
diabetes 24.16% 23.21% 24.82% 23.16% 24.13% 24.16%

TABLE III
REGRESSION RESULTS (RMSE)

Data set

Neural Network

Single Bagging Boosting
FA

Unsupervised Supervised
Abalone 2.0989 2.0733 7.6227 2.0702 2.0711

housing boston 3.8296 3.2316 17.3399 3.2743 3.2705
ailerons 0.0005 0.0003 0.0021 0.0002 0.0002

pole telecom 13.6437 10.5535 31.5003 10.3371 10.0061
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Abstract - In financial reports, sometimes, unstructured notes 

explain the nuances of the financial data described in 

structured form. The problem of interest here is to parse such 

unstructured notes and find the semantic correlation that it 

implies in the structured data. While techniques like Named 

Entity Recognition have been used for extracting information 

from unstructured text, it has been observed that in order to 

discover meaningful semantic correlation in structured data, it 

is important to parse the unstructured notes in accordance 

with the terms and relations specified in the ontology of the 

domain. In this paper we examine this problem and present a 

mechanism to address the extraction of relations from 

unstructured notes and determine the semantic correlation of 

such relations with the structured data. Once such 

correlations are established, it becomes easier to understand 

the structured data, or have an automated question-answering 

system respond to user queries. 

Keywords: Unstructured notes, semantic correlation, 

information extraction, structured data  

 

1 Introduction 

 Reports, such as financial reports, medical reports, event 

reports or military reports, are a mechanism to describe the 

status of an entity / entities in a domain, together with the 

relevant data about the entity [7, 8]. Typically, such reports 

consist of structured data in the form of tables or fields that 

report the values of the measurements/ observations of the 

entities of interest. In some reports, unstructured notes are 

sometimes added to aid the explanation of structured data in 

the report [9]. For example, in financial reports, many 

unstructured notes may appear in Company Annual Reports, 

Reports to Shareholders, or Corporate Balance Sheets, to help 

explain the modes and mechanisms of accounting practices 

that have been followed [8,9]. Primarily targeted for human 

analyst consumption, there is no formal structure of such 

unstructured notes. With increasing volumes of reports 

required to be processed by human analysts, the need for 

automated processing becomes very important. While 

structured data from such reports may be easily retrieved and 

presented, the automatic processing of unstructured notes has 

posed a great challenge, especially when it has to be used to 

determine the relations in structured data that are implied in 

the unstructured notes. 

 We examine the problem of parsing unstructured notes 

to determine the semantic correlation that they imply between 

the various elements in the structured data. Such parsing and 

semantic correlation would then help in automated question-

answering on the report. We restrict our work to closed-

domain reports, that is, where the domain is clearly specified 

by a limited formalized ontology. In our architecture, the 

unstructured notes are parsed to identify the relevant ontology 

terms that the note entails, and then the formal ontology is 

used to determine the possible set of relationships between the 

terms. Once the set of possible relationships are identified, the 

most likely relationship from this set is chosen from the values 

that are present in the notes. The identification of the 

relationship then helps us to semantically correlate the values 

in the structured data that is present in the report. This can 

then help a user understand the correlations among structured 

data or form the backbone of an automated question-

answering system.  

2 Related work 

 Some attempts have been made in parsing unstructured 

notes. The MUSING project [10] extracts data from financial 

statements by identifying the concepts from such statements, 

and populates the concepts in XBRL form. Further, it 

identifies the structure of the balance sheets using patterns 

developed in JAPE (regular expression engine), and maps 

each line of the balance sheet into the appropriate XBRL 

concept, which is then validated by an expert. While the focus 

has been to convert unstructured notes into structured format, 

the framework does not extract the relations between concepts 

that are implied in the notes. Our work addresses this aspect. 

 Mansuri and Sarawagi [1] proposed a system for 

automatically integrating unstructured text into multi-

relational databases using state-of-the-art statistical models for 

structure extraction and matching. Firstly, cosine similarity is 

used to find entity at word level since entity in unstructured 

data may be represented in slightly different form in database. 

Next, a set of regular expressions are built from entities 

present in database which is used to build a pattern dictionary 

of entities. A set of features such as: typical length of entities, 

characteristics words and multiple patterns per tokens are 

given to Semi-CRF to identify entity in unstructured data. The 

focus in this work has been on entity extraction for huge 
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datasets. However, when parsing reports one may not have 

access to such huge datasets.  

 Several machine learning techniques have been used for 

entity extraction from un-structured data. Borthwick [2] 

examines how knowledge resources play an important role in 

identifying entities. External dictionaries are used to improve 

accuracy of NER tasks. They have used conditional models 

having Boolean features based on exact match of a word with 

terms that appear in an entity dictionary. Cohen et.al [3] have 

improved Borthwick approach to handle noisy dictionaries 

through features that capture various forms of similarity 

measures with dictionary entries. They have used various 

distance measures (such as edit distance, soundex, n-grams 

overlap, jaccard, jaro-winkler and subsetmatch at attribute 

level) as features. 

 

3 Overview of correlation 

 Typically, an unstructured note may consist of one or 

more paragraphs written in free-format text, which provides a 

description of some of the key points that one should take into 

consideration while going through a report. We process each 

note to identify the concepts in the domain that the note refers 

to, determine if there are any valid values for these domain 

terms, and extract the relationship implied among the terms 

and/or values specified in the note. We assume that structured 

data is represented in the form of a table in the report. Such a 

table contains various domain terms and their measured values 

that form the basis of the report. In our method we strive to 

identify the relevant tables and the fields in those tables that 

are related to the concepts and relationships identified during 

the parsing of the unstructured note. Based on this 

identification our method then tries to construct the semantic 

correlation between the identified concepts and the structured 

data that is present in the report. As an example, consider an 

unstructured note in a Company Balance Sheet that states: 
Intangible assets include customer 

contracts and relationships ($2.9 

billion) with an estimated weighted 

average life of 14.7 years, favorable 

leaseholds ($12.7 million) with an 

estimated weighted average life of 6.2 

years, covenants not to compete ($9.0 

million) with an estimated average life 

of 2 years and trade names ($6.4 

billion), which are indefinitely lived.  

This note indicates those account heads that are included in 

the computation of Intangible Assets in the Balance Sheet and 

reported. On parsing the note, our method identifies the 

concepts “Intangible assets”, “customer 

contracts and relationships”, “favorable 

leaseholds”, “covenants not to compete”, 

“trade names”, and the relationships “estimated 

weighted average life”, “indefinitely 

lived”, “include”, “estimated average life”. 

The values such as “($2.9 billion)” etc are also 

identified. 

Table1: Sample from Balance Sheet 

 
Assets: (In millions, except share and per share 

amounts)            Sept 2008  Dec 2007 

Cash and cash equivalents   $ 1,282.3   $1,056.6 

Short-term investments         —   27.5 

Accounts receivable, net     4,799.5   4,579.6 

Inventories            8,345.4   8,008.2 

Deferred income taxes      360.2    329.4 

Other current assets       181.4    148.1 

Total current assets       14,968.8  14,149.4 

Property and equipment, net   6,489.5   5,852.8 

Goodwill             23,925.0  23,922.3 

Intangible assets, net      10,197.2  10,429.6 

Other assets           371.0    367.8 

Total assets          $ 55,951.5   $54,721.9 

 

 

Once this is done, we correlate these concepts with the figures 

reported in the datasheet (Table 1). This also points out that 

Intangible assets include some more account-heads as it does 

not add up to USD 10.197 billion as given above. We can then 

look up other structured data in the report (Table 1) to identify 

the possible set of tables and fields that could form a part of 

this correlation. Thus in the example above, one is able to find 

the correlation between elements of the structured data based 

on the information provided in the unstructured notes. Our 

semantic correlation mechanism comes up with the equation: 

 
Intangible assets = 10.197 billion = 2.9 

(customer contracts and relationships) 

+0.0127 (favorable leaseholds) + 

0.009(covenants not to compete) + 6.4 

(trade-names) + 0.8753 (account-head-to-

be-identified) 

 

3.1 Semantic correlations 

 Relations that are identified between Concepts that are 

semantically valid in the domain are called semantic 

correlations. We define correlations of the following types: 

a) Equations: This involves domain terms with an equality 

of parameters on both sides. The example illustrated in 

section 3 above of Intangible assets is an 

equality relation between predicate-value pairs. 

b) Rules: This specifies an ‘if-then-else’ form of relation 

between the concepts.   For example the note 

“Intersegment eliminations relate to 

intersegment revenues and accounts 

receivables that occur when a Pharmacy 

Services Segment customer uses a 

Retail Pharmacy Segment store to 

purchase covered products. When this 

occurs, both segments record the 

revenue on a standalone basis” connotes a 

rule between various concepts. 

c) Comparison: This specifies the comparison of values over 

various time intervals. For example, in a Payroll a note 

such as “employee benefits and occupancy 

costs increased $48.0 million to 
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$306.0 million, in the first quarter 

of 2009, compared to the first quarter 

of 2008” will connote a comparison type of 

correlation. 

d) Constraints: This specifies a constraint for the values of 

the predicates that appear in the note. For example, 

“Inter-company revenues that occur when 

a Caremark customer uses a pharmacy 

retail store to purchase covered 

merchandise were eliminated” connotes a 

constraint for “Inter-company revenues”. 

 

4 Challenges 

 Building a natural language mechanism to process 

unstructured notes in order to find correlations in structured 

data is a challenge. We discuss some of the challenges below. 

4.1 Identifying valid domain terms and 

relationships in the note 

 One of the challenges is to identify terms and 

relationships mentioned in the note that are valid in the 

domain. Terms may be multi-word expressions. Specifically, 

a. Domain terms may be written in various permutations, 

sometimes using some of their synonyms. For example, 

the term “Fixed Assets” may be referred as 

“Assets (immovable)”; or “Long term 

investments” could be written in the note as 

“Investments, long term”.  

b. Missing words can make it difficult to find the valid 

domain term. For example, “Unutilized money 

investmented” actually refers to the Domain term 

“Balance of unutilized money 

investmented”. 

c. Identifying valid relationships from the sentence may also 

be a difficult task as terms need to be semantically 

interpreted. For example, “Gross profit 

includes net revenues less cost of 

revenues” implies the equation: Gross profit = 

net revenues - cost of revenues. 

 

4.2 Identifying concepts 

 The second challenge is to identify semantically related 

domain terms and then identify the possible set of concepts 

that it connotes, rank them and select the most probable 

concept from the list. For example, if we process the text 

“customer contracts and relationships” we 

need to identify one concept in the domain consisting of two 

domain terms “customer contracts” and “customer 

relationships”.  

 

4.3 Identifying semantic chunks of the note 

 Chunking parts of the text is an important step in 

processing a note. However, standard chunkers may fail to 

produce a chunk that is semantically valid in the domain. For 

example, “Long term investments 

($3456.7million) included long-term debt-

securities traded mutual funds and 

current debt securities” standard chunkers may 

chunk “traded” and “mutual funds” as separate chunks, 

whereas “traded mutual funds” is one chunk. 

 

4.4 Identifying semantic correlations between 

the concepts 

 Identifying the semantic correlations between the 

concepts is another challenge as the correlations can be 

implied and stated in various forms. Further, the domain 

ontology may not permit certain types of correlations, or only 

correlations of a particular type may be valid. Correlations 

may be implied in the form of equations, rules, or constraints 

and the mechanism will have to identify this classification and 

categorize them appropriately. 

5 Architecture 

 To tackle the challenges discussed above, our 

architecture takes unstructured notes as input to find 

correlations among structured data. The main component is a 

CORE engine that does the overall processing and produces 

semantically correlated data in form of equations, rules, 

comparisons or constraints. The Engine follows a four step 

process for processing each note: pre-processing, 

identification of concepts, semantic rearrangement of chunks, 

and relationship extraction. 

5.1 Pre-processing of unstructured data 

 Each note is pre-processed to identify the terms and 

relationships. We use sentence splitter to extract the sentences 

from the notes. Stanford core NLP tool is used to parse the 

sentences. The parsed information is used to identify the 

concepts. 

5.2 Identification of concepts 

 General-purpose natural language parsers may 

sometimes be inadequate because even though they give 

syntactically a correct parse, they lose out on the semantics of 

the sentence. Because such parsers lack domain knowledge, 

we need to post-process the output of a general purpose NL 

parser in order to obtain semantically valid chunks for the 

input sentence. Once all concepts are identified, 

rearrangement of chunks is done using domain ontology. We 

find the domain concepts as follows: 
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1. Synonym replacement- Using a synonym dictionary we 

replace synonyms in the sentence to their counterpart 

domain terms in the input sentence. 

2. Direct match using Boyer Moore algorithm -Using Boyer-

Moore and KMP string search algorithms [6], we look for 

direct matching of words in input sentence to concepts in 

the ontology. We call this resultant set of concepts as C2. 

3. Partial/indirect match – Since domain terms may be multi-

word expressions and can be referred in any fashion, an 

indirect match mechanism with domain ontology is 

required. This is achieved using “partial-match” search 

mechanisms such as Apache SOLR, after removing direct 

matched concepts and noise words. The domain ontology is 

indexed for fast search. Using “N-gram” algorithm at word 

level we generate pair of words from the sentence .The n-

gram matched word is identified as the concept. N is 

incremented until match by the search engine fails.   This 

gives the maximally matched set of domain terms that 

forms the concept. We mark this result set of concepts as 

C3 and maintain a dictionary, composed of keywords and 

corresponding domain terms found by the search engine. 

Thus we have a set of partial-matching concepts, C3. This 

set is combined with the set C2 to create a set C4 consisting 

of direct-matched concepts as well as the indirect-matched 

concepts. 

 

5.3 Relationship Extractor 

 Role of relationship extractor is to extract relationship 

among domain terms specified in the input sentence. Since 

relations could be of any type, e.g. equations, rules, 

comparisons or constraints (as explained in section 4), 

relations are extracted in many phases (Figure 1). These steps 

are explained below: 

            

 
   Figure 1 Relationship extractor 

5.3.1 Identifying predicate-value pair and unbound 

predicate 

 Predicates are domain terms, tagged as noun (/NN/) or 

as noun phrases (/NP/). We look at phrase structure to extract 

noun phrases, along with associated value with numerical tag 

(/CD/). Predicates that have an associated ‘value’ makes up a 

‘predicate-value’ pair. Values may be simple numerical values 

present in the note. Noun phrases that do not have any value 

associated with them are marked as the Unbound predicate. 

5.3.2 Analyze typed dependencies and identify 

relationship types 

 Dependency parser is used to find out the dependent 

nouns and their relationships through dependency labels such 

as (nsubj, pobj, prep, number, etc). English language words 

like ‘include”, “deducted from”, “involve”, “comprises of” 

etc. imply certain relationship with respect to predicates 

preceding or succeeding them. We maintain a dictionary of 

such words, with the corresponding domain operation that 

each one implies. When we find one, we look for nearby 

Noun phrases to get the correlated predicates. 

5.3.3 Verify relationship among predicates 

 Sometimes identifying existence of a relation between 

predicates is not enough; there needs to be a mechanism to 

find and confirm the association between these predicates. We 

do this with the help of domain ontology which has 

information about association of various domain terms in the 

presentation-view along with their calculation-view. 

Presentation view (parent–child relationship): Domain 

terms are represented in hierarchically structure.  The diagram 

below shows one such view in the financial domain (figure 2). 

 

Figure 2:  Presentation view of domain terms in Ontology 

As shown in diagram, domain terms like “Revenue from 

intangible assets” has an association of parent-child 

with other domain term “Revenue from royalties”. 

In domain ontology such relationship is expressed as 

“has_child” with parent and child domain terms. 

Calculation view(Mathematical form of relationship): In 

financial reports, domain terms either add up to or subtracted 

from other domain terms, and is indicated by words as 

“include”, “comprises of” etc. Such mathematical 

relationship is expressed in Calculation view. For example in 

Figure 3, “Tangible assets net” has children 

“Tangible assets gross” , “Accumulated 

depreciation “ and “Accumulated impairment”; 

out of which first child needs to be added and rest two will be 

subtracted.   

  

Figure 3 Domain terms, calculation view and their 

representation in Ontology 
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The identified concepts (or predicates) are searched over 

domain ontology to get the Presentation as well as Calculation 

view, in order to know which concepts are correlated and 

how. Once found, association from domain ontology can be 

verified from the relationship identified from Step 2. The 

result is the basic correlations among the concepts. 

5.4 Finding Semantic correlation in structured 

data 

 Having identified the basic correlations among the 

concepts the next task is to determine the semantic 

correlations between the concepts. As discussed before, the 

correlations can be in the form of equations, rules, 

comparisons and constraints. Based on the verbs and the 

typed-dependencies in the parse, we construct the full 

semantic correlation among the concepts and structured data. 

Verbs such as “include” help form the equation kind of 

correlation. Verbs such as “when” and “in the 

situation” help form rules or constraints. This step is 

then carried out to identify all semantic correlations with the 

values and terms in the structured data 

6 A detailed example 

 To illustrate the approach, we consider the unstructured 

notes in the financial report of an XYZ company, for the fiscal 

year 2008-09 (Figure 4). Let us consider Note2. Using 

Stanford Chunker we get the following chunks: 

Note2: “Long term investments($3456.7 

million) include long-term debt-

securities($786.9million),traded mutual 

funds($ 804.1 million),current debt 

securities($1540.3million) and the 

unutilized money investmented which was 

$324.5million.”      

Chunk set N2C1=[[[Long term 

investments][$3456.7million]] 

[(include)[(long-term debt-

securities($786.9million))]  

[traded][(mutual 

funds($804.1million))][,][current debt 

securities($1540.3 million))][and][[the 

unutilized money investmented [which was 

$324.5 million]]]]. The concepts are: 

Table2: Concepts terms identified 

Concepts present in Note2          Actual Domain Term  

Long term debtsecurities Debt securities, 

                   Long term    

Traded mutual funds     Mutual funds, trade 

Unutilized money       Balance of Unutilized 

investmented         money investmented 

Long term investments  Long term investments 

 

 Figure 4 Snippet of financial report of XYZ Company for fiscal year 2008-09 

 

 Using our approach for identification of Domain terms 

in the input sentence we get Direct-match set N2C2 = 

[“Long term investments”] and Indirect match set 
N2C3= [“long term debt securities”, 

“traded mutual funds”, “unutilized money 

investmented”]. The combined set of concepts, 
N2C4=[“long term investments”, ”long term 

debt securities”, “traded mutual funds”, 

“unutilized money investmented”]. 

Since chunk set from N2C1 for the example Note2 does not 

match (“Traded mutual funds” is chunked separately 

in N2C1), we consider the concept identified from Step 2 and 

re-arrange the chunks in N2C1, giving us the set N2C5.  
N2C5 = [ [(Long term investments $ 

3456.7 million) ]  [(include) [(long-

term debt-securities ($786.9 

million))]  ([traded mutual  funds 

($804.1million))] (,) (current debt  

securities ($1540.3million )(and) (the 

unutilized money investmented which 

was $324.5 million)]] ] 

Following our steps we find that every domain term in the 

sentence (Note2) is followed by some numerical value, which 

led us to the identify such predicate-value pairs as: 
Long-term investments      = $3456.7 

million 

Long-term debt securities  = $ 786.9 

million 

Traded mutual funds        = $804.1 

million 

Current debt securities    = $1540.3 

million 

Balance of unutilized money 

investmented=$324.5 million 

 As another example, taking the sentence from Note 1, 

“The intangible assets ($10365.3 million) 
included accumulated amortization expense 

deducted from gross carrying amount”. The 

identified predicate-values are: 

Bound predicate:        Intangible assets = 

$10365.3 million 

Unbound predicates: Accumulated amortization 

expense, Gross carrying amount 

Typed dependencies and parse tree structure of Note 1 reveals 

that “include” type of relationship that occurs between 
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predicates identified during the parse, interprets to addition of 

all identified predicates. From domain ontology we come to 

know that in Presentation view, predicate “Long-term 

investments” is Parent of all predicates found in the 

sentence, having a parent-child relationship. The Calculation 

view shows that predicates have “has_plus_child” 

relationship among them with parent predicate. Thus we are 

able to derive the relationship: 
Long-term investments = Long-term debt 

securities + traded mutual funds + 

current debt securities + unutilized 

money investmented 

 

 In above examples, we have considered equation 

comprising of Equality operator, including 

addition/subtraction of predicates associated. 

7 Experimental results 

 Considering the various financial reports, such as 

Balance sheet, Income statement and Cash-flow statements, 

we asked a financial domain expert to review and evaluate the 

result. Our evaluation had almost 24 such reports, each one 

having structured table as well as underlying unstructured 

data, with notes section having at least 5-6 statements. When 

compared with actual relationship existing between Domain 

terms, the following observations were made, out of 144 

statements (Table 3). 
Table 3: Evaluation results 

Input statements Output analysis Possible reasons 

Set of 78 simple 

statements, 

implying direct 

relationship 

among domain 

terms and easily 

identified 

predicate-value 

binding 

63 statements 

were successfully 

converted. 

Precision- 80.7% 

Recall  - 92% 

F-measure – 

0.85% 

Poor parsing and 

syntactic analysis 

of complex and 

long sentences. 

 

Irrelevant domain 

validation of 

chunks. 

 

Comparison of 

concepts with time 

period, amounted 

to confusion in 

understanding of 

domain terms and 

incorrect predicate-

value binding. 

 

Domain terms 

referred from 

45 statements 

comprised of 

multiple domain 

terms, having 

intricate 

relationship 

among elements. 

22 statements 

were successfully 

converted. 

Precision – 48.8% 

Recall – 87% 

F-measure – 

0.63% 

Remaining 21 

statements were 

long ones , 

referencing more 

8 statements gave 

partial 

correlations . 

than one table , 

syntactically 

ambiguous and not 

easily interpreted 

 Precision- 

38.09% 

Recall – 85% 

F-measure -0.53% 

multiple tables 

were correlated, 

which seemed 

complex to identify 

and resolve. 

 

We are currently working on finding a feasible solution to 

these problems. 

 

8 Future work 

 Our future work will be focused on finding temporal 

relationships between concepts in structured data. As temporal 

relationships are of two types- 1)Causal (if an event takes 

place due to certain constraints) and 2) Purpose (if result of 

action is realized in future for a particular decision. Such 

temporal relationships play a major role in financial reports. 

We would also like to identify discourse connectives at inter-

sentence level in the unstructured data. It will help improve 

our system accuracy. 

 

9 Conclusions 

 We have described an approach to obtain semantic 

correlations among structured data from unstructured notes in 

reports. To extract correlations from the notes, the system 

should be robust enough to parse the sentence with respect to 

the domain ontology that consists of concepts and relations 

among the concepts.  Identification of concepts is achieved 

through direct and indirect match with the domain ontology. 

Interaction between these concepts is determined with help of 

dependency relations and relationships among terms in the 

domain ontology. These relationships help in determining the 

semantic correlations between terms in the structured data 

described in the reports.  Correlations can then help a user to 

understand the structured data or act as the backbone of an 

automated question-answering system. 
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Abstract— Abstract. In this paper, emotion control approach 
of PID controller with disturbance acceptance function against 
external emotion in control system is proposed using bacterial 
foraging based optimal algorithm. Up to the present time, PID 
Controller has been used to operate for disturbance reject 
because disturbance is not used in practice structure. However, 
this paper deals with disturbance positively for emotion control. 
Also, to obtain optimal control gain, this paper use bacterial 
foraging algorithm. This paper illustrate disturbance 
acceptance conditions and ITSE (Integral of time weighted 
squared error) as the performance index. The parameters of 
PID controller are selected by bacterial foraging based optimal 
algorithm to obtain the required response for emotion control.  

Keywords: PID control; Disturbance control; Bacterial 
algorithm, Optimal algorithm; Emotion control. 

I. INTRODUCTION  

A Proportional – Integral – Derivative (PID) controller 
has been widely used in the most industrial processes 
despite continual advances in control theory. This is not 
only due to the simple structure which is theoretically easy 
to understand but also to the fact that the tuning technique 
provides adequate performance in the vast majority of 
applications. However, it cannot effectively control such a 
complicated or fast running system such as disturbance 
control system, since the response of a plant depends on 
only the three parameters (P, I, and D) and its gain has to be 
manually tuned by trial and error in the industrial world. 
Most of the PID tuning rules developed in the past years use 
the conventional method such as frequency-response 
methods [1-10] and disturbance rejection. Recently, the 
artificial intelligence approach is available for general linear 
control system [11, 27-30], bacterial foraging tuning [21]. 
On the other hand, the emotional function of the human 
mind can give an impact on decision-making, memory, 
action, and so on [26, 28, 29]. So, recently many articles and 
researchers have been interesting in implement such as 
modeling, control, express, and robot, and so on [26-30]. 
Since natural selection of bacterial foraging tends to 
eliminate animals with poor foraging strategies for locating, 
handling, and ingesting food, optimization models can be 
provided for social foraging where groups of parameters 
communicate to cooperatively forage in engineering. 

In this paper, we deal with emotion control by disturbance 
acceptance and an intelligent tuning method of PID 
controller by bacterial foraging based optimal algorithm is 
suggested.  

 

II. EMOTION  PID CONTROLLER BY DISTURBANCE 

ACCEPTANCE 

 

A. Condition for Disturbance Acceptance 
 

 

 
Fig. 1. Emotion control system with disturbance acceptance. 

 
 

In Fig. 1, the disturbance acceptance constraint can be given 
by [7,8] 
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The vector c of the controller parameter is given by 

[ ]Tcccc 321 ,,=                               (5) 
Hence, the condition for disturbance acceptance is given 

as  
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B. Performance Index for Disturbance Acceptance 
emotion Controller Tuning 

The performance index defined as ITSE (Integral of the 
Time-Weighted Square of the Error) is written by While to 
perform social foraging an animal needs communication 

capabilities, 
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Because E(s) contains the parameters of the controller (c) 
and plant, the value of performance index, PI for a system 
of nth order can be minimized by adjusting the vector c as 

follows [7]:  
)(min cPI

c
                            (8) 

The optimal tuning proposed in this paper is to find the 
vector c, such that the ITSE performance index, PI (c) is a 
minimum using bacterial algorithm and the constraint 

( ) δωσ
ω

〈
∞∈

5.0

).0[
),(max c  is satisfied through real coded 

bacterial algorithms.  

C. Optimal Computing of Bacteria Foraging  

The characteristics of poor foraging can be applied to have 
an optimal solution through methods for locating, handling, 
and ingesting food. After many generations, a foraging 
animal takes actions to maximize the energy obtained per 
unit time spent foraging. That is, poor foraging strategies are 

either eliminated or shaped into good ones. So, this 
computing has capabilities optimal solution against 
environment. Foraging theory is described [11, 12, 15, 21-
24]. Selection behavior as bacteria forage performs selection 
for emotion function as individuals sad, anger, happy. While 
to perform emotional foraging to user demand, each foraging 
steps needs communication and individual emotion functions 
can obtain satisfactory results. 

 
 

III. EMOTION CONTROL BY CHEMOTACTIC BEHAVIOR 

OF E. COLI. 

 
This paper considers the foraging behavior of E. coli, which 
is a common type of bacteria as in reference 4-5. Its 
behavior to move comes from a set of up to six rigid 100–
200 rps spinning flagella, each driven as a biological motor. 
An E. coli bacterium alternates between running and 
tumbling. Running speed is 10–20 sec/mµ , but they cannot 
swim straight. When we can summarize the chemotactic 
actions of bacteria as the following description:  

- If in neutral medium, alternate tumbles and runs, its 
action is having search.  

- If swimming up a nutrient gradient (or out of noxious 
substances), swim longer (climb up nutrient gradient or 
down noxious gradient), its behavior seeks increasingly 
favorable environments.  

- If swimming down a nutrient gradient (or up noxious 
substance gradient), then search action is avoiding 
unfavorable environments. 

So, it can climb up nutrient hills and at the same time 
avoid noxious substances. The sensors it needs for optimal 
resolution are receptor proteins which are very sensitive and 
high gain. That is, a small change in the concentration of 
nutrients can cause a significant change in behavior. This is 
probably the best-understood sensory and decision-making 
system in biology.  
Mutations in E. coli affect the reproductive efficiency at 
different temperatures, and occur at a rate of about 710− per 
gene and per generation. E. coli occasionally engages in a 
conjugation that affects the characteristics of a population of 
bacteria. Since there are many types of taxes that are used 
by bacteria such as, aerotaxis (it are attracted to oxygen), 
light (phototaxis), temperature (thermotaxis), magnetotaxis 
(it it can be affected by magnetic lines of flux. Some 
bacteria can change their shape and number of flagella 
which is based on the medium to reconfigure in order to 
ensure efficient foraging in a variety of media. Bacteria can 
form intricate stable spatio-temporal patterns in certain 
semisolid nutrient substances. They can eat radially their 
way through a medium if placed together initially at its 
center. Moreover, under certain conditions, they will secrete 
cell-to-cell attractant signals so that they will group and 
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protect each other. These bacteria can swarm. 

A. Optimization Function of Bacterial Swarm Foraging 

The main goal based on bacterial foraging is to apply in 
order to find the minimum of nRP ∈φφ),( , not in the 
gradient )(φP∇ . Here, when φ  is the position of a bacterium, 
and )(φJ  is an attractant-repellant profile. That is, it means 
where nutrients and noxious substances are located, so P<0, 
P=0, P>0 represent the presence of nutrients. A neutral 
medium, and the presence of noxious substances, 
respectively can showed by 

},...,2,1),,({),,( NilkjlkjH i == φ .                (9) 

Equation represents the positions of each member in the 
population of the N bacteria at the jth chemotactic step, kth 
reproduction step, and lth elimination-dispersal event. Let 
P(i, j, k, l) denote the cost at the location of the ith 
bacterium ni Rlkj ∈),,(φ . Reference [20, 21] let  

)()((),,(),,1( jiClkjlkj ii ϕφφ +=+= ,           (10) 
so that C(i)>0 is the size of the step taken in the random 

direction specified by the tumble. If at ),,1( lkji +φ  the cost 

J(i, j+1, k, l) is better (lower) than at ),,( lkjiφ , then another 
chemotactic step of size C(i) in this same direction will be 
taken and repeated up to a maximum number of steps Ns . Ns 

is the length of the lifetime of the bacteria measured by the 
number of chemotactic steps. Functions )(φi

cP , i=1, 2, . . . , 
S, to model the cell-to-cell signaling via an attractant and a 
repellant is represented by [20, 21] 
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When we where T

p ][ ,...,1 φφφ =  is a point on the optimization 
domain, Lattract is the depth of the attractant released by the 
cell and attractδ  is a measure of the width of the attractant 
signal. attractrepellant LK =  is the height of the repellant effect 
magnitude), and attractδ  is a measure of the width of the 
repellant. The expression of )(φcP  means that its value does 
not depend on the nutrient concentration at position φ . 
Model use the function )(φarP  to represent the 
environment-dependent cell-to-cell signaling as 

( )( ) ( )φφφ car PPTP −= exp)(                      (12) 
where T is a tunable parameter. Model consider 

minimization of P(i, j, k, l )+ ( )( )lkjP i
ar ,,φ , so that the cells 

will try to find nutrients, avoid noxious substances, and at 
the same time try to move toward other cells, but not too 
close to them. The function ( )( )lkjP i

ar ,,φ  implies that, with 
M being constant, the smaller ( )φP , the larger Par ( φ ) and 
thus the stronger attraction, which is intuitively reasonable. 
In tuning the parameter M, it is normally found that, when 
M is very large, Par ( φ ) is much larger than ( )φJ , and thus 
the profile of the search space is dominated by the chemical 
attractant secreted by E. coli. On the other hand, if T is very 
small, then Par ( φ ) is much smaller than ( )φP , and it is the 
effect of the nutrients that dominates. In Par ( φ ), the scaling 
factor of Pc ( φ ) is given as in exponential form.  

B. Computing Procedure for Optimization Acceptance of 
Emotion Function 

This paper describes the method in the form of an algorithm 
to search optimal value of PID parameter [22-24]. 

[step 1] Initialize parameters n, N, NC, NS, Nre, Ned, Ped, 
C(i)( i=1,2,…,N), iφ , and random values of PID parameter. 
Where,   

n: Dimension of the search space ( Each Parameter of 
PID controller), 

N: The number of bacteria in the population, 
NC : chemotactic steps, 
Nre : The number of reproduction steps, 
Ned : the number of elimination-dispersal events, 
Ped : elimination-dispersal with probability,  
C(i): the size of the step taken in the random direction 

specified by the tumble. The controller parameter is 
searched in the range of Kp=[0 30], Ti=[0 30], and Td=[0 
30]. 

[step 2]  Elimination-dispersal loop: l=l+1  
[step 3] Reproduction loop: k=k+1 
[step 4]Chemotaxis loop: j=j+1 
    [substep a] For i =1,2,…,N, take a chemotactic step for 

bacterium i as follows.  
[substep b] Compute ITSE (i ,j, k, l). 
[substep c] Let ITSElast=ITSE (i,j,k,l) to save this value 

since we may find a better cost via a run. 
[substep d] Tumble: generate a random vector Δ(i) nR∈

with each element ,,...,2,1),( pmim =∆  a randonumber on [-
1, 1]. 

[substep e] Move: Let 

)()(

)()(),,(),,1(
ii

iiClkjlkj
T

ii

∆∆

∆
+=+ φφ  

This results in a step of size )(iC in the direction of the 
tumble for bacterium i. 
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[substep f] Compute ITSE ),,1,( lkji + . 
[substep g] Swim  
 

 
 
 

Fig. 2. Traditional PID tuning with disturbance.   
 

 
 
 

Fig. 3. Bacterial foraging based PID tuning with disturbance 
acceptance. 

 
 

 
 

Fig. 4. PID based tuning for emotion signal.          
 

 
 
 
 
 
 

 
 
 

Fig. 5. Source emotional signal. 
 
 

IV. CONCLUSION 
In this paper, we introduce the characteristics of 

bacterial foraging into emotion computing with disturbance 
rejection. Basically, we have been thing that disturbance 
was not useful in control system. However, in this paper, we 
introduce that un-useful disturbance into our emotion 

control system positively by adding traditional control 
structure. Of course, to use effectively, we need to research 
in real experimental system and industrial in the future.  
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Abstract - Today, with the advances of new technologies, 
accidents, incidents and occupational health records are 
stored in diverse repositories. The amount of information of 
HSE that is daily generated has become increasingly huge. 
Most of this information is stored as unstructured data. The 
challenge of unstructured data is a top priority for industries 
that are looking for ways to search, sort, analyze and extract 
knowledge from masses of data. In this paper we provide with 
a solution to oil and gas industry for accident investigation 
using information extraction techniques. The main objective is 
to propose and evaluate information extraction techniques in 
occupational health control process, particularly, for 
automatic detection of accidents from unstructured texts. Our 
proposal divides the problem in subtasks such as text analysis, 
recognition and classification of failed occupational health 
control, resolving accidents. 

Keywords: Information retrieval, ontology, text classification, text 
recognition, text analysis, intelligent systems 
 

 

1 Introduction 
  There is an important effort of oil and gas industry to 
reduce the number of accidents and incidents. There are 
standards to identify and record workplace accidents and 
incidents to provide guiding means on prevention efforts, 
indicating specific failures or reference, means of correction 
of conditions or circumstances that culminated in accident. 
Besides, oil and gas industry is increasingly concerned with 
achieving and demonstrating good performance of 
occupational health and safety (OHS), through the control of 
its OHS risks, consistent with its policy and objectives of 
OHS.  

Health, Safety and Environment (HSE) continues to be a 
priority issue for the offshore oil and gas industry and a 
determining factor in its overall success. Years passed since 
community takes into account the implications of oil industry 
to Health, Safety and the Environment. Oil and gas industries 
are frequently in the news. Much of the time this news is 
related to changes in prices of oil and gas. Another less 
frequent subject of media attention is when disasters strike, as 
in the offshore oil drilling platform explosion and fire.  

The development of automatic methods to produce structured 
information from unstructured text sources would be 
extremely valuable to the oil industry. A structured resource 
would allow researches and industry professionals to write a 
single query to retrieve all the transcription interactions of 
any accident. Instead of the thousands of abstract provided by 
querying the unstructured corpus, the query on the structured 
corpus might result in a few hundred well-formed results; this 
would obviously save a tremendous amount of time and 
energy.  

The main objective is to propose and evaluate information 
extraction techniques in occupational health control process, 
particularly, for automatic detection of accidents from 
unstructured texts. Our proposal divides the problem in 
subtasks such as text analysis, recognition and classification 
of failed occupational health control, resolving accidents. We 
present an ontology-based approach to the automatic text 
categorization. An important and novel aspect of this 
approach is that our categorization method does not require a 
training set, which is in contrast to the traditional statistical 
and probabilistic methods that require a set of pre- classified 
documents in order to train the classifier. 

2 State of the art 
 Automatic text categorization is a task of assigning one 
or more pre-specified categories to an electronic document, 
based on its content. Nowadays, text classification is 
extensively used in many contexts. One of the examples is the 
automatic classification of incoming electronic news into 
categories, such as entertainment, politics, business, sports, 
etc. Standard categorization approaches utilize statistical or 
machine learning methods to perform the task. Such methods 
include Naïve Bayes [1], Support Vector Machines [2], 
Latent Semantic Analysis [3] and many others. A good 
overview of the traditional text categorization methods is 
presented in [4]. All of these methods require a training set of 
pre-classified documents that is used for classifier training; 
later, the classifier can correctly assign categories to other, 
previously unseen documents. 

However, it is often the case that a suitable set of well 
categorized (typically by humans) training documents is not 
available. Even if one is available, the set may be too small, 
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or a significant portion of the documents in the training set 
may not have been classified properly. This creates a serious 
limitation for the usefulness of the traditional text 
categorization methods. 

As described by the World Wide Web Consortium (W3C), 
ontology defines the terms used to describe and represent an 
area of knowledge. Ontologies are used by people, databases, 
and applications that need to share domain information (a 
domain is just a specific subject area of knowledge, such as 
medicine, real estate, automobile repair, or financial 
management). More specifically, ontology is a data model 
that represents a set of concepts (entities) within a given 
domain and the relationships between those concepts. It is 
used to reason about the concepts within that domain. 

In this paper, we introduce a novel text categorization method 
based on leveraging the existing knowledge represented in a 
domain ontology. The novelty of this approach is that it is not 
dependent on the existence of a training set, as it relies solely 
on the entities, their relationships, and the taxonomy of 
categories represented in the ontology. 

In the proposed approach, the ontology effectively becomes 
the classifier. Consequently, classifier training with a set of 
pre-classified documents is not needed, as the ontology 
already includes all important facts. The proposed approach 
requires a transformation of the document text into a graph 
structure, which employs entity matching and relationship 
identification. The categorization is based on measuring the 
semantic similarity between the created graph and categories 
defined in the ontology require a training set of pre-classified 
documents that is used for classifier training; later, the 
classifier can correctly assign categories to other, previously 
unseen documents. 

However, it is often the case that a suitable set of well-
categorized (typically by humans) training documents is not 
available. Even if one is available, the set may be too small, 
or a significant portion of the documents in the training set 
may not have been classified properly. This creates a serious 
limitation for the usefulness of the traditional text 
categorization methods. 

In this paper, we introduce a novel text categorization method 
based on leveraging the existing knowledge represented in 
domain ontology. The novelty of this approach is that it is not 
dependent on the existence of a training set, as it relies solely 
on the entities, their relationships, and the taxonomy of 
categories represented in the ontology. In the proposed 
approach, the ontology effectively becomes the classifier. 
Consequently, classifier training with a set of pre-classified 
text is not needed, as the ontology already includes all 
relevant facts. The proposed approach requires a 
transformation of the unstructured text into a graph structure, 
which employs entity matching and relationship 
identification. The categorization is based on measuring the 

semantic similarity between the created graph and categories 
defined in the ontology. 

3 Proposal 
 Our proposal strategy is to use an ontology as the key 
component of our text classification heuristic algorithm. 
Besides the ontology itself, the algorithm is composed of a set 
of modules: 

1. A lemmatization, stemming and stop-word 
removing preprocessing. In this work we applied for 
this task the functionality provided by the Apache 
Lucence framework [5]. 

2. A thesaurus for locating words appearing in the 
text in the ontology. In our case we used a 
customized version of OpenOffice Brazilian 
Portuguese thesaurus [6]. 

3. Set of ontology elements tagged with its 
corresponding classification label. 

4. A thesaurus crawling algorithm that takes care of 
determining the matching degree of text words with 
a corresponding ontology term. 

3.1 Ontology 
 Ontologies offer knowledge that is organized in a more 
structural and semantic way. Their use in text categorization 
and topic identification has lately become an intensive 
research topic. As ontologies provide named entities and 
relationship between them, an intermediate categorization 
step requires matching terms to ontological entities. 
Afterwards, an ontology can be successfully used for term 
disambiguating and vocabulary unification, as presented in 
[7]. Another approach, presented in [8], reinforces co-
occurrence of certain pairs of words or entities in the term 
vector that are related in the ontology. The use of descriptions 
of neighboring entities to enrich the information about a 
classified document is described in [9]. Interesting approach, 
although very different, is presented in [10]; where authors 
automatically build partial ontology from the training set to 
improve keyword-based categorization method. Other 
categorization approaches based on using recognized named 
entities are described in [11] and [12]. 

An ontology is defined as “an explicit specification of a 
conceptualization” [13]. An ontology created for a given 
domain includes a set of concepts as well as relationships 
connecting them within the domain. Collectively, the 
concepts and the relationships form a foundation for 
reasoning about the domain. 

A comprehensive, well-populated ontology with classes and 
relationships closely modeling a specific domain represents a 
vast compendium of knowledge in the domain. It is only 
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natural to expect that having such a comprehensive 
knowledge about the domain, one should be well equipped to 
create software systems implementing a variety of tasks 
concerning the domain of the ontology. Recently, ontologies 
have been used in various semantic applications, ranging 
from business analytics to semantic data integration [14]. 

We believe that the knowledge represented in such a 
comprehensive ontology can be used to identify topics 
(concepts) in a text document, provided the document 
thematically belongs to the domain represented in the 
ontology. Furthermore, if the concepts in the ontology are 
organized into hierarchies of higher-level categories, it should 
be possible to identify the category (or a few categories) that 
best classify the content of the document. 

Within the area of computing, the ontological concepts are 
frequently regarded as classes that are organized into 
hierarchies. The classes define the types of attributes, or 
properties common to individual objects within the class. 
Moreover, classes are interconnected by relationships, 
indicating their semantic interdependence (relationships are 
also regarded as attributes) [15]. Class hierarchies and class 
relationships form the schema level of the ontology, while the 
individuals (object instances or just instances) and links 
among them (relationship instances) form the so-called 
ground level of the ontology.  

We built a domain ontology for the Health, Safety and 
Environment (HSE) of oil and gas domain, see Figure 1. We 
also obtain the inferences that describe the dynamic side and 
finally we group the inferences sequentially to form tasks. 
Principal concepts of the ontology, see Figure 2, are the 
following:  

• Anomaly: Undesirable event or situation which results or 
may result in damage or faults that affect people, the 
environment, equity (own or third party), the image of the 
Petrobras System, products or production processes. This 
concept includes accidents, illnesses, incidents, deviations 
and non-conformances. 

o Neglect: Any action or condition that has the potential 
to lead to, directly or indirectly, damage to people, to 
property (own or third party) or environmental 
impact, which is inconsistent with labor standards, 
procedures, legal or regulatory requirements, 
requirements management system or practice. 

! Behavioral neglect: Act or omission which, 
contrary provision of security, may cause or 
contribute to the occurrence of accidents. 

! Non-behavioral neglect: Environmental condition 
that can cause an accident or contribute to its 
occurrence. The environment includes adjective 
here, everything that relates to the environment, 
from the atmosphere of the workplace to the 

facilities, equipment, materials used and 
methods of working employees who is 
inconsistent with labor standards, procedures, 
legal requirements or normative requirements 
of the management system or practice. 

o Incident: Any evidence, personal occurrence or 
condition that relates to the environment and / or 
working conditions, can lead to damage to physical 
and / or mental. 

o Accident: Occurrence of unexpected and unwelcome, 
instant or otherwise, related to the exercise of the 
job, which results or may result in personal injury. 
The accident includes both events that may be 
identified in relation to a particular time or 
occurrences as continuous or intermittent exposure, 
which can only be identified in terms of time period 
probable. A personal injury includes both traumatic 
injuries and illnesses, as damaging effects mental, 
neurological or systemic, resulting from exposures or 
circumstances prevailing at the year's work force. In 
the period for meal or rest, or upon satisfaction of 
other physiological needs at the workplace or during 
this, the employee is considered in carrying out the 
work. 

! Accident with injury: It's all an accident in which 
the employee suffers some kind of injury. 

• Injury: Any damage suffered by a part of 
the human organism as a consequence of an 
accident at work. 

o With leave: Personal injury that prevents 
the injured from returning to work the 
day after the accident or resulting in 
permanent disability. This injury can 
cause total permanent disability, 
permanent partial disability, total 
temporary disability or death. 

o Without leave: Personal injury that does 
not prevent the injured to return to 
work the day after the accident, since 
there is no permanent disability. This 
injury, not resulting in death, 
permanent total or partial disability or 
total temporary disability, requires, 
however, first aid or emergency 
medical aid. Expressions should be 
avoided "lost-time accident" and 
"accident without leave", used 
improperly to mean, respectively, 
"with leave injury" and "injury without 
leave." 

• Without Injury: Accident causes no personal injury.
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Figure 1. Ontology for Health, Safety and Environment in Oil Industry. Anomaly Concept. 
 

 
3.2 Classification algorithm 
 As mentioned before, the classification algorithm 
proposed in this work relies on the previous ontology, a 
thesaurus to establish the degree of matching between a 
given sentence and some ontology terms of interest. The 
algorithm is presented as pseudo-code in Figure 1 as 
function ClassifyText(). It proceeds by first filtering and 
rearranging the input sentence in order to render it in a 
format suitable for processing (PreprocessText() method in 
step 1 of Figure 3). We have employed Apache Lucene text 
processing tools for stemming, lemmatization and stop-
word removal. 

Having the filtered text represented as a set of words, the 
algorithm proceeds to identify which terms of the ontology 
are most closely related to that set. It carries that out by 
invoking for each word the function 
ComputeSimilarityLevels(). This function —which is 
described in Figure 4— returns the set of ontology terms 
that are related with a given word by recursively traversing 
a thesaurus up to a given number of levels. If a connection 
between a word and a term is established that term is 

included, along with its level of similarity in the set of 
related terms . The level of similarity is defined as the 
number of jumps needed to get from to word to the term 
using the thesaurus. A lower level implies higher 
similarity. 

The result of the classification is one or more ontology 
terms that are most closely related to the text, or, posed in 
other words, the terms with minimal level of similarity. It 
should be beard in mind that the two functions presented 
here have been simplified for didactical reasons, and in 
practice some a harder to read but more efficient option is 
used. 

4 Conclusions  
 In this paper, we introduce a novel text categorization 
method based on leveraging the existing knowledge 
represented in domain ontology. The novelty of this 
approach is that it is not dependent on the existence of a 
training set, as it relies solely on the entities, their 
relationships, and the taxonomy of categories represented 
in the ontology.  
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function:  
input: : string – the text to be classified. 

output:  – set of ontology terms that 
can classify the current text. 

 : integer – level of similarity of the terms. 
  

1  – yields a set of 
words after lemmatization, stemming and 
stop-word removal. 

2   – best similarity level. 
3 . 
4 for each  do 
5  . 
6  for each  
7   if  then 
8   . 
9 . 

10 else if  then 
11 . 
12  end-if 
13 end-for each 
14 end-for each 
15 return . 

 
Figure 2. Pseudo-code description of the algorithm used to 

compute the levels of similarity between a given word 
found in text and ontology terms. 

 
The classification algorithm proposed herein has an 
adequate computational performance. However it has some 
clear drawbacks when confronted to complex and 
contradictory texts. This is not an issue for our application 
domain. In spite of the texts are written in a natural 
language, for this particular domain, unstructured texts are 
written in a very direct discourse and there was no a large 
variation in the amount of information in each text, issues 
that were good for the step 1. See Figure 4. 

In the proposed approach, the ontology effectively 
becomes the classifier. Consequently, classifier training 
with a set of pre-classified documents is not needed, as the 
ontology already includes all important facts. The proposed 
approach requires a transformation of the document text 
into a graph structure, which employs entity matching and 
relationship identification. The categorization is based on 
measuring the semantic similarity between the created 
graph and categories defined in the ontology require a 
training set of pre-classified documents that is used for 
classifier training; later, the classifier can correctly assign 
categories to other, previously unseen texts. 

 
function: :  

input: : string – the word to be processed. 
 : integer – initial level. 

global: : integer – maximum number of levels to 
be reached. 

output:  – set of pairs of 
ontology term and level of similarity. Each 
pair represents how “close” is word  to w. 

  
1 if  then 
2        return  – max. number of levels 

reached. 
3 end-if 
4 if OntologyContains( ) then 
5        return  – the word is a 

term of the ontology, no further search is 
necessary. 

6 end-if 
7  – determine the 

synonyms of . 
8 . 
9 for each  do 

10        
.  

11        . 
12 end-for each 
13 return . 

 
Figure 3. Pseudo-code description of the algorithm used to 

compute the levels of similarity between a given word 
found in text and ontology terms. 

In subsequent steps we intend to combine this algorithm 
with other machine learning approaches like Naïve Bayes, 
Support Vector Machines, etc. This combination will be 
capable of yielding a more general solution that is able to 
cope with situations that fall outside the scope covered by 
the ontology while preserving the accuracy of the ontology 
based classification 
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Figure 4. Preprocessing and algorithm results. 
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