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Abstract— We introduce and evaluate a very simple
landmark-based network partition technique called Hierar-
chical Bipartition Routing (HBR) to support greedy routing
with delivery guarantee in wireless ad hoc sensor networks.
The main assets of HBR are: 1) packet delivery guarantee, 2)
unique virtual addressing, 3) no packet overhead in typical
cases, 4) small routing tables, 5) no physical geographic
coordinates necessary, 6) easy to combine with energy-aware
approaches, and 7) simplicity. We evaluate the performance
of HBR using realistic network topologies. We combine HBR
with two energy-aware geographic greedy routing algorithms
based on physical coordinates and virtual coordinates, re-
spectively.

1. Introduction and related work

In geographic routing protocols the decision to which
neighbor the packet is sent is controlled by the position of the
nodes and the distances between them. The position informa-
tion of each node can be obtained either by devices such as
GPS or Galileo (geographic coordinates) or by analyzing the
network structure (virtual coordinates). Position awareness
can often significantly improve the efficiency of routing. In
[23] it is mentioned that protocols using position information
for routing like MFR [29], COP [26], and GFG [14] are
competitive alternatives to the classical routing protocols for
wireless ad hoc networks, as for example DSR [16], AODV
[24], and OLSR [8]).

In general, greedy routing algorithms do not guarantee
packet delivery. A packet can be trapped in a local minimum
where the algorithm will fail to find a next neighbor. The
probability of reaching a so-called dead-end increases if the
network is less dense or if the network contains obstacles
where no nodes can be placed and/or connections are trun-
cated by obstacles.

There are several attempts to obtain delivery guarantee
for greedy routing algorithms. The authors of [4] propose
face routing, which guarantees delivery in two-dimensional
unit disk graphs (UDG). Face routing is applied to a planar
sub-network obtained by considering the Gabriel Graph [4],
[21], the Relative Neighborhood Graph [30], or the Morelia
Graph [3]. In [27] a greedy-face-greedy (GFG) approach is
considered, where greedy routing is based on COP as in [26]
and face routing is similar to the one in [4]. Energy-aware
routing is also proposed in LEARN [32], SPFSP [25], End-
to-End (EtE) [10], and EEGR [34].

Landmark-based routing algorithms like VCap [5], JUMPS
[2], GLIDER [11], VCost [9], and BVR [13] use virtual
coordinates computed from the distances to specific nodes
called landmarks, anchors, or beacons. In the first phase,
a global and distributed election mechanism elects a set of
nodes acting as landmarks. Then the landmarks flood the
entire network or only parts of the network such that every
node can compute its virtual coordinate depending on the
distances to the landmarks. The virtual coordinates can then
be used to route a message greedily through the network.
Packet delivery is also not guaranteed if different nodes have
the same virtual coordinates.

There are also several attempts to obtain delivery guarantee
for landmark-based greedy algorithms. Most of them are
based on a tree coordinate system like LTP [6] and ABVCap
[22]. An energy efficient approach is introduced in HECTOR
[23]. This protocol mixes the use of the tree-based coordinate
system of [6] and the landmark-based coordinate system of
[5] and [9].

An alternative way for delivery guarantee can be obtained
by hierarchical addressing, see for example [31]. Tsuchiya
solves this problem by allowing nodes to self-configure their
addresses. The protocol uses a hierarchical set of landmark
nodes that periodically send scoped route discovery mes-
sages. A node’s address is the concatenation of its closest
landmark at each level of the hierarchy. The overhead of
route setup can be reduced to O(nlogn) and nodes only
hold state for their immediate neighbors and their next hop to
each landmark. However, this requires a protocol that creates
and maintains this hierarchy of landmarks and appropriately
tunes the landmark scopes. Recent proposals adopting this
approach have been fairly complex [19] in contrast to our
design goal of configuration simplicity. See [15] for an
overview of hierarchical protocols.

A second alternative to obtain delivery guarantee is cluster-
ing which is proposed by various researchers as for example
in [7] and [18]. A closely related approach is the construction
of connected dominating sets as routing backbones [33].

In this paper, we introduce and evaluate a very simple
landmark-based network partition technique called Hierar-
chical Bipartition Routing (HBR) to support routing with
delivery guarantee in wireless ad hoc sensor networks. It
is a simple routing protocol that can easily be combined
with any other greedy routing algorithm to obtain delivery
guarantee. The efficiency of HBR increases if the network is



sparse and contains obstacles. These are exactly the networks
where greedy algorithms will fail with high probability.
The hierarchical bipartition of the network is performed on
a landmark-based data structure setup in a pre-processing
phase.

The space necessary to store the routing information at a
node u is approximately log, n - log, deg(u) bits in typical
cases, where n is the total number of sensor nodes in the
network and deg(u) is the number of neighbors of w. This
is in general not larger than the size necessary to store the
IDs of all neighbors of u. The amount of work to setup
the complete data structure is in typical cases proportional
to flooding the entire network log, n times. The sizes of the
virtual addresses are then only a few bits larger than the sizes
of the IDs.

We evaluate the performance of HBR using realistic net-
work topologies. We combine HBR with two energy-aware
geographic greedy routing algorithms based on physical coor-
dinates and virtual coordinates, respectively. Our simulations
show that the difference between using HBR and a weighted
shortest path to escape a dead-end is only a few percent in
typical cases.

To keep the advantages of greedy routing, we suggest to
use HBR for finding the way out of a dead-end. This is
especially very interesting if the network is sparse or contains
obstacles. In these cases, the probability to reach a dead-
end is very high. Our experimental evaluations even show
the following: If more than 50% of the routes reach at least
one dead-end, then the performance of stand-alone HBR is
in general better than the performance of geographic greedy
routing with a shortest path dead-end handling.

The main assets of HBR are already mentioned in the
abstract. The drawbacks are: 1) works only for static network
structures, 2) relative time-consuming and energy-consuming
set-up phase, 3) an unbalanced partitioning can theoretically
produce larger address lengths, and 4) unbounded theoretical
worst-case stretch factor.

We do not introduce and evaluate HBR to be "yet another
routing protocol better than others", but to be one of the
more basic routing techniques that is worth to be classified
and analyzed for networks whose sensor nodes are distributed
in realistic environments.

2. Hierarchical Bipartition Routing

A network is modeled as an undirected graph G =
(V,E), where V is the set of nodes (sensor nodes) and
E C {{u,v} | u,v € V, u # v} is the set of undirected
edges (connections) between sensor nodes. A connection e =
{u,v} may have a positive weight w(e) € R, also denoted
by w(u,v) or w(v,u). In general, the weight represents the
amount of energy necessary to reach the neighbor node.
A path p = uy,...,u is a non-empty sequence of nodes
u; € V, 1 <17 <k, such that {u;,u;41} € B, 1 <i <k, is
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a connection between u; and u; 1. The weight of p is
k
w(p) =

%

1

w(u,;, Ui+1)-
1

Path p is a shortest path between w and v, if there is no path
p’ between u and v with w(p') < w(p).

The w-distance d”(u,v) between two nodes is the weight
of a shortest path between u and v.

The hop distance d"(u,v) between two nodes is the weight
of a shortest path between u and v for the case that all
connections {u, v} have weight w(u,v) = 1.

To analyze the performance of HBR, we assume that every
node u € V has a physical geographic position (u,u,) € R?
in the plane defined by a two-dimensional real vector. These
positions are only used by the geographic greedy routing
protocols, and not by the hierarchical bipartition technique.
The euclidean distance between two nodes u and v is

d®(u,v) = \/(ui —vg)2 + (uy — vy)2.

Note that the w-distance d“(u,v) and the hop distance
d"(u,v) are defined by the network structure, whereas the
euclidean distance is defined by the physical geographic
positions of the nodes.

A network G = (V, E) is connected if there is a path
between every pair of nodes. Network G’ = (V/,E’) is a
sub-network of G if V C V and E' C E, it is an induced
sub-network of G if V! C V and E' = {{u,v} | {u,v} €
E, u,veV'}.

The nodes are assumed to be static. Each node is assumed
to have a unique ID which is mainly used to break ties. The
unique ID is also necessary to specify the target node of the
packet, if we do not want to give every node a unique virtual
address.

2.1 Initialization

In the first phase, an arbitrary node w and two landmark
nodes xq, x1 are selected. Landmark node x( is one of the
nodes that has maximum w-distance to w, and landmark node
1 1s one of the nodes that has maximum w-distance to zg.
Every node u with

d“(u,zg) < d¥“(u,x1) gets virtual address 0,
and every node u with
d¥(u,xo) > d“(u, 1) gets virtual address 1.

Let G be the network induced by the nodes with virtual
address 0 and let GG; be the network induced by the nodes
with virtual address 1.

Lemma 2.1: If network G is connected, then Gy and G,
are connected.

Proof: Let v be a neighbor of a node u on a shortest
path between u and xg, then w(u, v)+d“ (v, xg) = d“(u, xq).
If the virtual address of w is 0, then d“(u,xo) < d*(u, ).
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Since d“(u,z1) < w(u,v) + d¥(w,x1), we get d¥(v,zp) <
d¥ (v, x1). That is, all nodes v on a shortest path between u
and xo have virtual address 0 and thus G is connected. An
analogous argumentation shows that G; is connected. ]

Next two landmark nodes x.q9, Z.1 from the connected
sub-network G, are selected for every virtual address o €
{0,1}. Here - 0 and « - 1 is the extension of & by symbol
0 or 1, respectively. Landmark node z.¢ is one of the nodes
of network (G, that has maximum w-distance to x, in sub-
network G, and landmark node x.1 is one of the nodes of
network GG, that has maximum w-distance to x,.o in sub-
network G,. A node u of GG, whose w-distance to x,.g is
less than or equal to the w-distance between u and x,.1 gets
virtual address «-0. It gets virtual address «-1, if the distance
between u and z,.g is greater than the distance between u
and x,.1.

The bipartition of every G, into two further sub-networks
Gga.0 and Gg,.q can be continued with the new virtual
addresses « until all the created sub-networks consist of only
one single node. In this case, the nodes of the network are
uniquely identified by their virtual addresses. An inductive
application of Lemma 2.1 shows that all the sub-networks
G,, are connected.

2.2 Distributed address computation

Once the network is deployed, an arbitrarily selected
node w starts flooding the network. The message carries a
weight initialized to zero. The weight is increased by every
forwarding node. If node u sends a message to a neighbor v;
then u increases the weight by w(w,v;). If a node receives
more than one message, it will store and forward only the
one with the smaller weight. If a node does not receive a
new message for a while, the current weight represents the
w-distance to w. To be sure that the flooding is finished, the
node has to wait for a time longer than the time required to
propagate a message through the network.

The election of the landmark nodes for the bipartition of
the network can be done by the following simple protocol.
Assume we want to determine a unique node u with maxi-
mum w-distance to some other node w. Then all nodes with
a maximum w-distance to w in its two-hop neighborhood (in
case of a tie the nodes with maximum IDs) start sending a
message back to w. (The route back to w can be stored during
the update process of the w-distance to w.) Node w receives
all these messages and can select the node » with maximum
distance to w. It has to wait for a while such that no further
messages will arrive. Then it sends a message back to the
winner, the node v with maximum distance to w.

2.3 Routing protocol

Assume a packet should be sent from a source node s to
a target node ¢. If the virtual address of s starts with symbol
0 and the virtual address of ¢ starts with symbol 1, then s is
in sub-network Gy and t is in sub-network (7. In this case,

the packet is sent step by step to a neighbor whose distance
to landmark node z; is minimum until it reaches a node in
G1. Then it is routed within the connected sub-network G;
using the second symbol of the virtual addresses, and so on.

More generally, let « - d,, - i, be the virtual address of the
current node u and « - d; - a; be the virtual address of the
destination ¢ such that o, o, o € {0,1}*, d,,d; € {0,1},
and d, # d;. That is, the symbols left to d, and left to d;
are equal in both virtual addresses. If d,, = 0 and d; = 1, the
packet is sent greedily towards landmark node .1, if d, = 1
and d; = 0, the packet is sent greedily towards landmark
node z,.9. The packet does not leave the connected sub-
network GG,. An inductive argumentation proves that HBR
guarantees delivery.

Corollary 2.2: A packet sent with HBR always reaches its
destination.

2.4 Address size

The sizes || of the virtual addresses a depend on the
number of partitions necessary to obtain single node gra-
phs. In this case, the virtual addresses are unique and can be
used for the identification of the nodes. If the weights of all
edges are equal, then a worst case for the address length is
a complete network, that is, a network where every node is
connected to all other nodes. Then the number of bipartitions
and thus the address length is n—1. To avoid these worst-case
situations, we can stop the bipartition process when all nodes
of a sub-network GG, have hop distance < 1 to landmark node
2. This will considerably reduce the address size. Since now
the nodes do not have unique virtual addresses, it is necessary
to include the target ID in the packets.

The routing protocol can be extended as follows: Assume
the packet reaches a node w that has virtual target address
« but is not the target node. If a neighbor v of u is the
target node, the packet can be sent to node v. Otherwise,
the packet can be sent to x,, and from z,, to the target node.
This is always possible, because all nodes with virtual address
« are neighbors of x,. The decision to stop the bipartition
is very easy to implement, because the nodes of G, that
are candidates for flooding only have to check their list of
neighbors.

If the weights of the connections are not all equal, but
depend on the distances of the connections, then it is in
general not necessary to abort the bipartition process. In
practical cases, the different lengths of the connections lead
to a partition of the network into two almost equally sized
sub-networks. In this case, the virtual addresses are unique
and it will not be necessary to use the original IDs.

2.5 Storage size

A node has to store its ID, its virtual address, a routing
table, and temporarily during the initialization phase some
w-distances to landmark nodes and some source IDs. For the
partition of sub-network G, into G,.o and G,.;, we only



need the w-distances to x,.9 and z,.1. When the new virtual
addresses «-0 and o+ 1 are assigned, it is no longer necessary
to store these w-distances, and the IDs of x.9 and z.1. For
the routing of a packet, it is sufficient to know for every
position 4, 1 < 4 < |al, the neighbor to which the packet
has to be sent to if the own address « and the target address
of the packet are equal at the first ¢ — 1 positions and differ
at position 7. If a node u with virtual address « has deg(u)
neighbors, then the size of the additional routing information
is only |a] - log, deg(u) bits.

2.6 Worst-case behavior

From a theoretical point of view, the weight of a path
routed by HBR can be arbitrarily larger than a shortest path
between the source and target node. Figure 1 shows a simple
example. The virtual addresses of the black and white nodes
start with symbol O and 1, respectively. A shortest path
between the source node s and the target node ¢ has weight
2 - a. HBR routing will send the packet from s to v and
then via x; to t. The weight of this path is m - a, where m
can be arbitrary large. However, this is not a typical case for
randomly generated networks.

sp HBR
u t
a a a
X0 o @— @ 1@ —)---- a Xjp
a @ WO\ a
a s a v a
Fig. 1: An unrealistic worst case for the stretch factor of
HBR

In the worst case, the size of the virtual addresses o can
reach the number n of nodes. This is for example the case if
the network is complete and all edges have the same weight,
or if the network is a path and the connections have expo-
nentially increasing weights 1,24, 8,16, 32, .... However, if
the number of nodes reachable with increasing distance is for
most nodes approximately the same, the size of the virtual
addresses is nearly logyn. This is also confirmed by our
experimental evaluations of randomly generated networks.

o=1 01
000001 001
00001 0001
1 2 4 8 16 32
o0 O 0 0 o °
o = 0000001 000001 00001 0001 001 01 1

Fig. 2: Two unrealistic worst cases for the size of the virtual
addresses

3. Two greedy routing protocols

We mainly want to use HBR to guarantee delivery for
greedy routing protocols. For this reason, we combine HBR
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with geographic greedy routing based on physical and virtual
coordinates.

3.1 Physical coordinates

The simplest energy-aware geographic greedy routing pro-
tocol sends the packet to a neighbor for which the ratio of cost
over progress is minimum. This cost over progress (COP)
power-aware framework is introduced in [20]. If we consider
physical coordinates, the packet for target node ¢ is sent from
node u to a neighbor v of u for which

w(u,v)
de(u,t) — de(v,t)

If w(u,v) = a, a > 0, for all connections {u, v}, we obtain
the simple geographic greedy routing that selects a neighbor
closest to the destination [12]. For w(u,v) = d°(u,v), the
routing is similar to compass routing [17]. If the angle
between (u,v) and (u,t) is 8 and the distance to the target
node tends to infinity, the ratio of cost over progress tends
to m If w(u,v) is defined by the commonly used energy
function a + b - d*(u,v)%, a,b > 0, ¢ > 2, then an optimal
routing tries to use equidistant steps towards the target node
t. The best progress (also called the characteristic distance)

is
. a
&= Vb (c—1)

see also [28]. The ratio of cost over progress has its minimum
at the position with distance d* from u in the direction to
the destination.

d®(v,t) < d°(u,t) and is minimum.

3.2 Virtual coordinates

Our second greedy routing protocol is based on virtual
coordinates which we will define by four landmark nodes
denoted by A, B, C, and D. These four landmark nodes are
selected similarly as in VCap (virtual coordinate assignment
protocol) from [5]. The first landmark node A is one of the
nodes with maximum w-distance to an arbitrary node w. The
second landmark node B is one of the nodes with maximum
w-distance to A. The third landmark node C' is one of the
nodes for which

d*(C, A) + d*(C, B) — 2-|d*(C, A) — d*(C, B)|

is maximum. And finally, the fourth landmark node D is one
of the nodes for which

d*(D,C) —|d“(D,A) — d*(D, B)|

is maximum. Since we are considering energy efficient rout-
ing, we use the w-distances instead of hop distances [5] for
the computation of the virtual addresses.

In case of a tie, the node with larger ID is chosen. The
four landmark nodes A, B,C, D define for every node u a
4-tuple

(d*(u, A),d” (u, B),d”(u,C),d" (u, D)).
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Our landmark-based routing protocol sends the packet to a
neighbor v for which the ratio cost over progress is minimum.
The progress d’(u, t)—d'(v, t) is defined by distance function

& (u0) =/
3.3 Dead-end handling

Both greedy routing protocols can reach a so-called dead-
end, i.e., a node u that has no neighbor v closer to the
destination than w. If a dead-end is reached, the packet is
either sent along a shortest path or by HBR towards the
destination node. In both cases the weight function w is
applied. The packet is sent hop by hop until a node is reached
whose distance to the destination is less than the distance
from the last dead-end node to the destination. Then the
original greedy routing is continued.

It is obvious that a shortest-path routing is not possible
in practice. We use shortest-path routing only to get a
comparison with HBR under the assumption that following
a shortest path is a good idea to get out of a dead-end.

The two geographic routing variants based on physical
coordinates are denoted by GEO®" and GEOHBR, the two
variants based on virtual coordinates are denoted by LMRS?
or LMRMBR depending on whether the dead-end problem
is cleared with the help of a shortest path or by HBR,
respectively.

(A% (u, A) — d¥ (v, A))2 4 (d¥ (u, B) — d* (v, B))%+
(d% (u, C) — d¥ (v, C)2 4 (d¥ (u, D) — d¥ (v, D))?

4. Analysis

The analysis of HBR is done by randomly generated
networks and randomly selected source and target nodes.
The test environment and the obtained evaluation results are
explained in the next subsections.

4.1 Experimental environment

Our networks have a size of 1000m x 1000m. The radio
range is fixed at 50m, the node density § varies between
0.5-1073 and 9.2 - 10~3 nodes per m?2, which corresponds
to an average node degree between 4 and 72. If one of
the randomly created networks is disconnected, we use the
largest connected component, if its size is at least % of the
size of the complete network.

Networks with holes or obstacles are created with the help
of black/white-masks. If the randomly selected position of a
node hits a white-entry of the mask, the node is omitted. We
do not try to find another position for this node. The masks
we use for our evaluations are shown in Figures 3, 4, and 5.

The lakes-mask of Figure 3 (latitude 51.19°, longitude
6.37°) represents wet areas where sensors are lost during
the dispersion process. The streets-mask of Figure 4 (lati-
tude 40.70°, longitude —73.93°) represents an area where
the sensor nodes are assumed to be dispersed by vehi-
cles driving along streets. The buildings-mask of Figure 5
(latitude 52.50°, longitude 13.35°) represents an example
of a metropolitan area. Here we additionally remove all

Fig. 3: Left: Lakes-mask, lat. 51.19°, lon. 6.37°; Right:
Routing in a network generated with lakes-mask and density
§=1.0-10"3

connections between sensors that can not see each other,
because there is a building in between.

Fig. 4: Left: Streets-mask, lat. 40.70°, lon. —73.93°; Right:
routing in a network generated with streets-mask and density
§=45-1073

We use the energy function w(u,v) = 400 + d*(u,v)?
for every connection {u,v} € E, such that the characteristic
distance is d* = 20m. Each of the Figures 3, 4, and 5 shows
two routing paths to the right. The start node is encircled
green, the destination node is encircled blue. The nodes
traversed by HBR are colored black. The nodes traversed by
GEO®? are colored yellow. The dead-end nodes of GEOS?
are colored red. The small light green (light red) nodes have
a virtual address starting with 0 (with 1, respectively).

Fig. 5: Left: Buildings-mask, lat. 52.50°, lon. 13.35°; Right:
Routing in a network generated with building-mask, only
visible connections, and density § = 4.5 - 1073



For every node density J between 0.5 - 1072 and 9.2 -
1072 in steps defined by factor 1.2, we randomly create 1000
networks. For every network, we randomly selected 1000
source nodes and 1000 target nodes. Let C(HBR) and C'(SP)
be the sum of the costs to route from the 1000 source nodes
to the corresponding 1000 target nodes in all 1000 networks
using HBR and SP, respectively. The cost of a route is the
sum of the weights of the used connections. The overhead
of HBR is defined by

C(HBR) — C/(SP)
C(SP)

It is defined in the same way for the other routing protocols
LMR®?, LMR"B® GEO®*, and GEO™®R.

4.2 Evaluations

The Tables 1, 2, 3, and 4 show the average overhead in
percent as a function of the node density J. The overhead
entries are colored continuously between green (0%) and red
(50%). We think that it is more valuable to present the main
results in a table than in a graphical illustration, because it is
easy to create a graphical view from the values of the table,
but not vice versa.

Table 1 considers networks where the sensor nodes are
uniformly distributed. If the node density is greater than or
equal to 1.0-10~3, the two greedy routing algorithms GEOS”
and GEO™®R on physical coordinates have less overhead than
the greedy routing algorithms LMRS® and LMR"BR on virtual
coordinates. For less dense networks (6 < 1.0 -10~3), HBR
has even less overhead than GEO’", GEO"®R, LMRS?, and
LMRHMBR The difference between a shortest path dead-end
handling and a HBR dead-end handling, i.e., the difference
between GEO’® and GEOM™R and between LMRS® and
LMRBR is only a few percent. This holds for greedy routing
with physical coordinates as well as for greedy routing with
virtual coordinates.

The average address lengths and the average number ~ of
routes that have at least one dead-end are shown in Table 1.
These tables show that the sizes of the virtual addresses are
only a few bits larger that the sizes of the IDs, which are at
least [log, n].

HBR seems to be well suited for resolving the dead-end
problem. The advantage of HBR is the very good perfor-
mance in particular for sparse networks and for networks
with obstacles. This show Tables 2, 3, and 4.
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5 HBR | LMR® | LMR™R | GEO' | GEO™R
0.5 1.76 17.64 1831 25.00 25.53
0.6 | 296 19.49 20.67 26.29 27.45
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Table 2: Average overhead in percent as a function of density
0 with lakes-mask

5 HBR | LMRY" [ LMR™R [ GEO™® | GEO™R
12| 408 21.59 23.23 27.53 29.35
1.5 | 7.57 23.27 26.50 28.56 32.14
1.8 | 12.87 | 22.53 27.46 27.18 33.08
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92 | 18.18 9.92 10.20 8.26 8.52

Table 3: Average overhead in percent as a function of density
0 with streets-mask

5 HBR | LMR® | LMR™R | GEO' | GEO™®R
1.3 295 24.06 25.55 27.79 29.29
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Table 4: Average overhead in percent as a function of density
0 with buildings-mask and only visible connections
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Abstract - Progressive download (PD) is a video streaming
method over HTTP. Although PD is the most common
streaming method over the internet it is highly inefficient from
the internet service provider (ISP) point of view. ISPs need to
compete with increasing competition, declining profitability
and increasing client demand for network bandwidth (BW).
ISPs, therefore, depend on the ability to optimize their network
traffic, where video streaming has become the number one
task.

As ISPs depend on deep packet inspection (DPI) systems
in order to optimized and control their network, client/server
shaping solution cannot be leaned on. Furthermore, such
solutions are traditionally created by different buffer -based
systems such as Leaky Bucket., but it is problematic to
implement them on buffer -limited systems. Therefore, a highly
efficient video traffic solution is needed.

This paper presents a buffer -free video streaming traffic
shaping solution, based on TCP window size and scale
modification which depends on the CBR video encoding rate
and network conditions. Our solution can save up to 60%
percent of bandwidth per connection under certain viewing
habits conditions .Our simulation, which consisted of 3600
users over the time span of one hour, managed to achieve
better network utilization by up to 25%.

Keywords: Traffic Shaping, Video Mobile Network
optimization, Flash Video, Progressive Download over
HTTP, Deep Packet Inspection

1 Introduction

Video streaming is constantly gaining popularity, with
hundreds of millions of Internet users viewing video online.
Video streaming is now responsible for the majority of
Internet traffic, and is expected to keep growing over the next
years, growth that is expected to be even more substantial in
mobile networks. Service providers now face many new
challenges when managing their networks bandwidth (BW).
The MEDIEVAL [18] project is addressing the huge demand
for video traffic by specifying an enhanced architecture to
advanced mobile networks to handle video services and
optimizing the Quality of Experience (QoE) rather than the
Quality of Service (Qo0S). As part of the optimization
proposed in MEDIEVAL a packet dropping approach for
UDRP traffic based on content priority was proposed in [20]
for Scalable Video Coding (SVC) [19] however the

mechanism for optimization of TCP based traffic has to adopt
a different approach as proposed in here.

While traffic consumption was once dominated by peer-to-
peer (P2P) networks, P2P traffic is now declining rapidly due
to the increasing popularity of streaming services like
YouTube, Netflix and Hulu. Streaming services has gained a
market share of over 35% from the total network BW [1],
while YouTube, for example, has over 2 billion video views
per week and is responsible for more than 17% of mobile
network traffic.

The most popular technology to stream video over the
internet is called PD. PD uses HTTP over TCP in order to
stream video content to the client's side. In this method, the
video is packed in a container and encapsulated over the
HTTP connection. The PD streaming server typically sends
packets in the highest data rate possible with a constant
payload size using the advantages of TCP's rate control
mechanism. This way, video is encoded in constant bit rate
(CBR), a very simple and reliable method. Video delivered
using this technique can be played as soon as the player
receives a small amount of data. However, while this
technique is suitable for the client side, it isn't optimal from
the ISP point of view. The PD technique requires a short time
peak BW at the beginning of the transmission, in order to fill
out the buffer at the client's side and avoid unsmooth video
decoding (avoiding jitter phenomena). The average peak time
in low resolution streams is ten seconds, but HD streams peak
can last throughout the transmission. We have observed that
the peak rate ratio compared to the CBR encoding rate can be
up to 5 times more.

The initial peak video transmission creates two main
problems. The first is the high BW demand from the server
side, which leads to inefficient BW usage. The second
problem is related to the fact that most clients tends to stop
the streaming before it ends, meaning that data accumulated
in the client's buffer will not be used.

Since ISP suffers from heavy congestion and limited
BW resources, the PD method is not efficient in the sense of
BW utilization. The purpose of this work is to improve the
PD algorithm by reducing the initial peak rate and increasing
the network's BW utilization, while enabling the client to
obtain smooth video playback.

Another approach to video streaming that is gaining
popularity at present is the Adaptive Streaming protocols
(ASP) [2]. ASP implements various methods that adjust the
video quality according to changing network conditions while
transmitting, thus ensuring the best possible viewing
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experience. ASP over HTTP is similar to PD: the stream is
split into small chunks (each about a 2-10 second protocol,
depending on the specific protocol implementation), and each
chunk can be encoded into different bit rate and quantization
variable bit rate (VBR). Based on the client's evaluation of
network conditions, the suitable chunk is requested from the
server. ASP, in general, consists of two different stages of
operation: in the first approach, the "buffering mode", the
player accumulates video content until an excessive amount
of content has been buffered. Then the client automatically
switches to the second stage, called "steady state", in which
he will ask for a new chunk only when the previous one has
been successfully received according to the new available
network conditions. Using this buffer control technique, the
protocol adapts the BW requirements while preserving the
optimal QoE.

The ASP method, however, has one drawback. It is not
efficient in the sense of memory requirement on the server
side, due to several different encoding rates for the same
video stream. Our suggested algorithm is a solution that
combines the two approaches - DP and ASP. The proposed
combination uses the advantages of both methods while using
a single encoding of the original stream without any video
encoding modification on the content provider side. This
algorithm uses the simplicity of the first algorithm (PD) and
the adaptive BW consumption of the second.

Traffic shaping is based on the ability to adjust the
streaming data rate to the video data rate. The proposed
algorithm can be regarded as an online video rate traffic
shaping algorithm based on adaptive control over TCP
window size. Traffic control/smoothing is usually attributed
to VBR traffic. However, CBR traffic over TCP (PD), as
previously mentioned, has a transferring rate of up to five
times higher than the encoded CBR video rate traffic.
Therefore, from the ISP's point of view, there is a need for
traffic optimization from one hand, and from the other
maintain high QoE.

There is a great deal of previous research regarding
video rate smoothing algorithm [3-8]. However, most did not
consider the streaming protocol, and is either more focused on
the application level or based on preliminary video data rate
knowledge, without consideration of real time environment.
Online smoothing for the live video streaming algorithm must
have low time complexity, and usually deals with small
chunks of real time video streaming. Smoothed video streams
can be sent in a piecewise-CBR fashion [3]. Another
suggested online method is VBR real time protocol (RTP),
video rate smoothing at the proxy side [4]. [4]On the one
hand, this method has a huge advantage over others, because
it does not dependant on the server side, which leads to better
QoOE. On the other hand, expensive memory resources are
used to store the stream at the proxy server. Our proposed
solution would work at the proxy side as well and optimized
the traffic from the proxy to the client.

Offline smoothing is ideal for video on demand, many
research have been done on this subject including, work-
ahead smoothing [5], Enhanced Piecewise Constant Rate
Transmission and Transport (e-PCRTT) [6].Additional

approaches to server side smoothing are "frame smoothed"
streaming on the server side [7], and using a geometrical
algorithm to determine optimal Leaky Bucket (LB) parameter
for CBR video streaming [8]. However, this proposed
algorithm needs extra information about the encoding .

It should be mentioned, that all of the aforementioned
solutions are not suitable for ISPs because they depend on the
will of the content video provider (server side) to shape their
traffic.

A common solution for handling heavy congestion
networks is based on the ability to identify the different
network protocols and enforce QoS policies. Identification is
based on DPI and enforced with different buffer algorithm
such as LB. LB is a metaphor for a bucket with a hole: the
bucket is full of water that drains in constant rate, which
allows control over transmission speed. However, this
requires a sufficient amount of memory, and while LB is
considered to be a very reliable solution, it is not suitable to
limited memory systems. Implementing traffic shaping in
platforms with limited resources (buffers) can lead to major
performance degradation.

Therefore, TCP window size control can be a suitable
solution for real time systems with a limited buffer. A related
work for QoS improvement using TCP window control and
channel occupancy in wireless media [9] reduced the packet
loss ratio of CBR traffic up to 45 percent. Our proposed
solution controls and modifies the TCP window based on the
stream encoded data rate. Window modification enables
replacing the LB mechanism with TCP streams without
dropping any packets, while adjusting to the client network
conditions.

2 Proposed video rate shaping

2.1 Overview of the proposed shaping
mechanism

Our solution is based on reading the PD video header,
extracting the video data rate, and modifying the TCP window
throughout the  connection depending on the network
condition, client buffer redundancy and video encoding rate.

Fig. 1 explains the general scheme of the proposed solution
that consists of connection matching, DPI and TCP Window
modification scheduler. The "Out gate" represents the
opposite network interface card (NIC), through which we send
the incoming packet to the other side of the network.

Connection matching purposes aim to control and manage
the incoming traffic using 5-tupples: TCP\UDP,
source\destination IP's and source\destination ports. Using the
information from the first packet of connection, we redirected
the packets to the appropriate next stage. If it is a new TCP
connection or an ongoing connection that the DPI module
didn't finish handling, then the next stage is DPI. If it isn't
TCP or if the DPI module knows it is not PD then we forward
the connection without any modifications. If it is a PD stream,
we will redirect it to the TCP window modifier module.

The DPI module investigates the first packets of the
connection, identifies each PD connection, updates
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Connection Matching and calls the video container parser
function. Parser is needed in order to extract the CBR data
rate from the video header container. Here, we focused on the
Adobe FLV [10] container, while using an FFmpeg [11] open
source library as the base code for our container parser.

A study in [12] reveals that online video is viewed in full in
less than 50% of the cases. Considering a movie streamed
using PD can be fully downloaded after a mere few seconds,
under this assumption traffic is not optimized. Therefore, our
algorithm optimizes the traffic where QoE is ensured and
optimized unwatched traffic that can be wasted. Therefore,
the TCP window modifier module is divided into two stages:
buffering state and steady state. The buffering state ensures
that the client will achieve a sufficient amount of redundant
buffer, which we define as Threshold [sec]. When the client
redundant buffer size is greater than Threshold , we switch to
steady state mode. Steady state job is to restrict the client
buffer and prevent unnecessary streaming traffic from being
sent from the server to the client. The combination of both
states enables the algorithm to adapt to changing network
conditions and  remain unaffected by short term network

problems.
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Figure 1: General Scheme of the proposed algorithm

2.2 TCP window size and scale modification

After parsing the container header using the DPI
module, the TCP scale [13], (1) and TCP window [14] is to
be updated. The proposed solution changes the SYN packet
scale value and sets it to zero. Traditionally, the TCP window
is calculated by (2). This is the proposed minimal window
size (2) that should satisfy the minimum needs of our traffic
window shaper.

Send W = SegmentW << Send W .Scale Q)
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W =[RTT *DataRate | [Bytes } )

Sec

We gave discovered that (2) is insufficient because the server
fills the window only if a full packet has enough space to
enter. This is because PD stream servers use a fixed packet
length size. Therefore, the optimized window size for
streaming is (3.1). If (2) is used, then the stream is
downloaded at a slower rate, which results in an unsmooth
playing characteristic due to jitter effects. For example, given
that W = 2500 and the Packet-Length = 1400 - because the
window is too small for two packets, the streaming server will
send a non -optimal window size with an actual size of 1400,
which will cause an underflow of Wy = 1100 Bytes. Another
example: if W = 2900, then the W,;= 100. This means we are
W, short. In order to send a window that is suitable for our
stream needs, it is required that compensate our window in
order to send full window.

W_ , =W Mod PacketlLength (3.0)

If (Wmod == 0) {\N'=W +Wmod}

3.1
else{W'=W+|W,__, — PacletLength | {%}} G
Sec
Therefore (4) underflow (Wy) is the amount of data that was
needed in order to send an optimize window. Overflow (W)
is defined by the amount of redundant data that was sent in
the current window (5) compared to (2).

UnderFlow =W, ()

OverFlow=W'"'-W (5)
From analyzing the previous examples, we can see that in the
second one our optimized formula for streaming purposes
created an increased Wy

2.3 Modifier algorithm

Upon initialization of the algorithm, buffering mode is
activated and the window size is set to W'. The client buffer is
calculated with the consideration of the viewing progress over
time. When the client buffer reaches a Threshold redundancy
size, the steady state mode is activated. In order to control the
client buffer we use two stages: soft shaping and aggressive
shaping. In the first stage, TCP window size is modified with
two kinds of windows: W and W’. The use of the small
window - W, helps reduce and control the client buffer.
However, in HD streaming the data rate is much higher, and
aggressive temporary reduction of the window is needed
(tempW’ parameter). When control is achieved, adaptive
increase of the client TCP window is necessary in order to
preventing traffic peaks.
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The following pseudo code illustrates the algorithm:

Buffering mode:
{

WindowSize = W’

If (Client Buffer Size > Threshold)

{Go to Steady state mode}
Else {Send modified packet and continue to
Buffering mode}

}

Steady state mode:
{
Gap=| UnderFlow/OverFlow]|
Timer = T_size
While ( (Timer > 0) && (Client Buffer Size > Threshold))
{ /soft shaping stage
Gap =Gap -1 // Gap minimum value is 1
Send Gap modified packets with WindowSize = W’ and
one modify packet with WindowSize = W

}
If (Client Buffer Size < Threshold)
{return to Buffering mode}

While ( Client Buffer Size > Threshold)
{ I/ aggressive shaping
tempW’ = W/2
Send modified packet with window size of temp W’

}

If (Client Buffer Size < Threshold)
{ /ladaptive window size increases
While (tempW’ < W?)

NumOfPackets = 0

While (Client Buffer Size < Threshold) &&
(NumOfPackets < P_Gap)

NumOfPackets ++
Send modified packet with window size = temp W~

}
If (Client Buffer Size > Threshold)
{Return to Steady state mode}

tempW’ = tempW’ + incFactor
}/ gradual window size increase. Every P_Gap packets
}

Return to Buffering mode

}

Algorithm 1: Window size maodification traffic data rate
shaping.

We now turn to explaining. Gap is the compensation between
the overflow and underflow. If the gap is relatively small, less
smooth traffic will be observed (resulting in a larger amount

of small peaks). However, faster control over the client buffer
is achieved. If the gap is larger, then the traffic will be
smoother, but controlling the client buffer will be harder.
Moreover, the system reaction time will be longer. If after
T Size seconds we cannot control the client buffer, we will
switch to aggressive mode and adjust the window size to
tempW’. Large T_Size slower system response time. In order
to prevent unnecessary peaks in traffic, we adaptively increase
the window size every P_Gap packets. We used a Threshold
= 25 seconds of client buffer size. Influenced by adaptive
streaming, the switch time period from buffering state to
steady state is after the client accumulates 20-30 seconds of
video redundancy (depending on the algorithm that is being
used). We have tested the algorithm with different threshold
sizes, and found that it is quicker to smooth the traffic when
the client buffer size is small. The drawback of small
threshold is that the traffic is less smooth. After hundreds of
network testing with different 1SPs, we found out that the
optimized parameters best fitted from our standard deviation
(STD) tests are: T_Size =3, P_Gap =20 and incFactor = 10.

However, the location of the implemented system can have
different optimized values due to changing network
conditions. Therefore, the system needs an initial optimization
in order to a chive the desired results.

24

The experiments were conducted on Ubuntu version 10.10,
Intel 15-2300 2.8 GHz 8 GB RAM with 2 network interface
cards, one for an internal network and the other for an external
(WAN).The software was written in C/C++. In order to
forward packets from one side to the other we used libpcap
library [15]. The ADSL line capacity was 5Mbps link with
download rate of 5.33 Mbps and upload rate of 0.7 Mbps. The
following are the assumptions used to test our software:
Assumption 1 - The user will not skip to a later segment in the
video. Skipping will close the current connection and open a
new connection from the new segment point (assuming that
the segment wasn’t downloaded). This is the typical way PD
works.

Assumption 2 - The user will not change the video resolution
while watching (same explanation as assumption 1).

Due to space limitations, in this paper we will present only
result with video resolution of 630 x 430.

Implementation

3 Results

3.1 Results without the algorithm

In this case, where the stream was downloaded without
shaping stream-1[16] was used. Fig. 2 shows that the ratio
between the maximum download rate and the desired data
rate is 7.

3.2 Shaping without buffer control

In this mode the algorithm only shape the traffic with
the desired window (3) without steady state mode. In the
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given example (Fig. 2), the stream is downloaded very fast
because the download isn't optimal and the ISP suffers from
overloading and high throughput on his line. It can be seen in
Fig. 3 that we managed to minimize the maximum peak due
to our TCP scaling and window modification. It is possible to
decrease the maximum peak even more but in exchange to
increasing initial play out delay. It can also be seen that we
are above the desired data rate due to the overflow done by
(3). Experiments have shown that using (2) will cause the
stream to get stuck while downloading.
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Figure 2: Stream-1 data rate without shaping. Desired datarate
is the original video data rate
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Figure 3. Stream-1 data rate with shaping without buffer
control

Fig. 4 dash dot line shows that after 33 seconds we have
already accumulated 25 seconds of redundancy stream
buffered. In addition, when the stream is fully downloaded,
the client has 42.5 seconds of redundancy. If we assume that
most viewers will not watch the entire stream, this situation
demonstrates the unnecessary download. We also observed,
from other streaming sites and higher data rate networks, that
PD can result in even faster download rates - we observed
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situations where the stream was downloaded fully in 10
seconds.

3.3 Shaping with buffer control

Fig. 5 presents the full algorithm, where at 32
seconds the algorithm switches to steady state mode.
From Fig. 4 we can see that the maximum difference in
the client buffer without the algorithm compared to
shaping with buffer control is doubled. Furthermore, we
can see that without shaping mode the client reached a
25 seconds buffer size in only 7.81 seconds. Table .1
sums up the statistical difference between the proposed
methods.

Full video demonstration of the proposed solution
with Threshold size of 5 [sec] can be seen here [17].
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Figure 4: Stream-1 summery of buffer size comparison
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Figure 5: Stream-1 data rate shaping with buffer control
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Table 1: Comparison of average data rate and standard
deviation for different shaping modes for Stream-1.

Shaping method | Average data rate | STD
[Kbits/sec] [Kbits/sec]

Without shaping | 152.42 134.44

Shaping without | 131.28 36.7

buffer control.

Shaping with 112.34 48.98

buffer control

4 Conclusions

In this work, a novel method and system for providing
video data rate shaping for PD videos was introduced. The
proposed solution is especially useful for mobile and 4G
networks with existing or new DPI systems, as well for proxy
servers. Since DPI systems have limited computational and
memory resources, our proposed solution eliminates the
buffer requirements and reduce the computational
complexity.
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Abstract— The intrusion detection systems (IDS) are usu-
ally designed to work on local networks. However, with the
development of mobile networks and their applications, it
became necessary to develop new architectures for IDSs
to act on these networks in order to detect problems and
ensure the correct operation of data communications and its
applications. This paper presents a distributed IDS model
for mobile ad hoc networks that can identify and punish
those network nodes that have malicious behavior. In this
paper we describe the proposed model, making a comparison
with major efforts in the literature on distributed intrusion
detection systems for mobile ad hoc networks and present
the results of tests obtained with an implementation of the
proposed model.

Keywords: Mobile Ad Hoc Networks; Intrusion Detection Sys-
tem; Distributed Algorithms;

1. Introduction

The last decade has witnessed a great evolution in com-
munication technologies. Among these technologies are the
Mobile Ad Hoc Networks, which form highly dynamic
environments without the presence of concentrator units [1].
However, such technology is susceptible to a great variety of
attacks by faulty or malicious units. The challenge that arises
is to maintain the MANETSs free from the activity of mali-
cious or faulty nodes. In the face of the difficulty of avoiding
the effects of malicious activities, mechanisms are necessary
to at least minimize such effects. Intrusion detection systems
(IDSs) can be used as one of these mechanisms [2]. The
key question in these IDSs is to ensure that applications in
mobile Ad Hoc environments can always evolve despite of
failures, attacks by malicious entities or their own mobility.
Works in this area deals mainly with problems applied to
routing protocols in MANETS [2] and some works focus on
problems of malicious behavior [2], [3], [4]. These works are
limited to monitoring the communications in MANETSs and
the proposed IDS models usually have centralized elements
and do not admit intrusions in their elements. There are no
mechanisms to protect their own information.

The communication among entities in MANETSs can be
monitored by these entities in order to detect faulty or
malicious behavior and to improve safety and reliability of
these environments. In this paper we propose a secure and
fully distributed IDS model for mobile Ad Hoc networks.
We apply concepts of distributed systems and dependability.

The use of these concepts allows, within certain limits, the
construction of an IDS less subject to restrictions than those
present in other IDS models. The algorithms presented in this
paper define an IDS with functions performed by groups of
components (fully distributed executions) and with mecha-
nisms and techniques that are tolerant to malicious activities
of their own components. In section 2 we describe the IDS
organization. In section 3 we introduced the algorithmic base
that supports our secure IDS. In section 4 we present an
analysis of the costs involved in the communication of IDS
nodes and some results of performed tests in a simulator.
Following (section 5), related work are presented. We finally
present our conclusions.

2. Architecture Description

Communication protocols in MANETSs depend upon col-
laboration from equipment which form these network nodes.
As such, we also assume this collaborative environment.
However, we do not limit this collaboration. I.e. all the
network nodes participate in the intrusion detection. The
proposed IDS model is distributed and should assume a
hierarchical stratification in order to attend the diverse IDS
functions. The differentiation of functions and their distribu-
tion among nodes in this collaborative environment establish
two classes of nodes: the “leader nodes”, which perform
higher level functions such as analysis; and the ‘“collector
nodes”, which assume lower level functionalities such as
sensors, collecting data for future analysis. We also assume
that all the network nodes possess at least 2 f 4+ 1 neighbors,
where f is the failure or intrusion limit that our algorithms
should support'.

2.1 Topology and Component Description

The hierarchical topology of the model introduces the idea
of clusters, as well as in [2], [3]. However, in our model,
we consider each cluster to have various “leaders”. This
various leaders form what we denominate as “leadership”.
The leaders are chosen by its connectivity and available
energy, but if it is necessary to maintain the number of 2 f+1
leaders, any node could be chosen as a leader. These leaders

IThis limit f will be used in our approach of a threshold for the
occurrence of abnormalities which, once they are not surpassed, the IDS
and its distributed functions will continue to supply the correct and expected
behavior. At this limit, malicious and faulty nodes present in the cluster and
further, departures or churn during a predefined period are accounted for at
a given instant named epoch_time.
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which form a leadership in a cluster use “secure channels”
to exchange information and alerts among themselves. The
collecting nodes send a summary of the data collected to
the leaders also through “secure channels”. The leadership
which define the domains of a cluster are instituted based
on 2f + 1 leaders. Leadership and, consequently, the corre-
sponding cluster no longer exist as of the moment in which
a leadership has less than 2f 4 1 leaders.

The collecting nodes constitute the largest part of the
cluster. In order to belong to a cluster, the collecting nodes
need to possess secure channels with at least f + 1 leaders
of the cluster. The data collected by the collectors always
considers its neighborhood. Ie. the collecting nodes capture
the data from each neighbor and store the information in
them in a table. This information may be, for example, the
quantity of packets received and sent by the neighboring
node i. The leader nodes analyze the data sent by the
collecting nodes related to the same cluster. Based on the
analysis of this monitoring information, they make their
decisions concerning malicious nodes. These decisions are
in turn registered in local lists (ex. malicious nodes list) and
later shared, compared, and synchronized with the remaining
leader nodes which make up the same leadership which
determines the existence of the corresponding cluster. Thus,
it is not necessary consensus between the leaders of a cluster.
Since the leadership has at least 2f + 1 leaders, the same
choice of f+1 leaders about the behavior of a given node is
sufficient for this decision to be considered by the leadership.

2.2 Cryptographic Mechanisms

IDS communication, which occurs among (collector -
leader) and (leader - leader) cluster nodes makes use of
cryptography. Encrypting messages is done with the use
of session keys and symmetric encryption. Key distribution
involves the public keys (pair of asymmetric keys) for each
participating node. The public key of this pair is signed by
the committee that manages the system, generating a certifi-
cate for node’s authentication. These asymmetric cryptogra-
phy keys are one of the prerequisites for any participating
node in the system and in the IDS. The leadership also
authenticates its messages. These leadership authentications
are founded in the threshold signature scheme (TSS) [5].

The public key of the leadership (£;) will always been
known by all the cluster nodes and is used in verifying lead-
ership signatures. The corresponding private key (D;), used
to generate the leadership signatures, possesses guaranteed
sanctity through threshold cryptography. In other words, the
key D; is not available in any moment in the system. Its
use is through a K set of partial keys (|JK| = m, K =
SKy,SKs,...,SK,,) derived from D; using threshold cryp-
tography. In this model, generating and verifying partial
signatures is completely non-interactive, without needing
messages exchanges to execute these operations. In the
proposed distributed IDS, each one of these m partial keys is
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delivered to a specific leader from leadership. Any operation
with D; is only possible through the participation of at least
f + 1 leaders and their partial keys.

2.3 The System Dynamics

Collectors send data monitoring summaries to leadership.
Such data is sent upon concluding a time period called the
transmission time (Tt). The leaders analyze the data sent
from collectors at the end of each (Tt). We call epoch the
periods in which each cluster “freezes” its composition. In
other words, during one epoch it is assumed that the com-
position of the cluster does not change. At each epoch there
are several data collections (several Tt’s). The transmission

time (Tt) occurs n times in each epoch (Tt = epoch/n).
UR - Updating Round k

Tt - Transmission time i
epoch_time j — period j where the configurations of
the network are considered stable
UR UR UR
— Tﬁ TE Fl:tnfz ’I“tnfl — ¥ Time
e S
epoch_time j

Fig. 1: Temporal relation among updating rounds

The changes which occur in the system during this period
are not updated. L.e. possible system changes (within an
epoch) such as faults, node entrances or departures, node
exclusion, etc. are not taken into consideration in composing
the cluster during that time. At the conclusion of each epoch,
the cluster must synchronize itself. Thus, the updating round
(UR) is initiated. These updating rounds, also present in [6],
define a time period where cluster leaders exchange infor-
mation in order to update their knowledge concerning the
present state of the cluster. Therefore, in each synchronizing
period (one updating round), the changes that occur in the
cluster at last epoch are considered. Then, the composition
for the new epoch is defined. During these updating rounds
are also defined new roles for cluster nodes. The decisions
taken during updating rounds will always depend upon the
agreement of f 4+ 1 leaders. The ratio of these periods of
time is illustrated in Figure 1. At the end of the UR a new
epoch is initiated.

3. Algorithmic Support for the IDS

3.1 Route Discovery and Update

In this model we adopted the DSR routing protocol [7], an
on demand routing protocol widely used in MANETSs with a
local routing cache. We adapted the DSR algorithm to update
the local routing cache, inserting f + 1 disjoint routes to the
leadership. This adapted algorithm (named RouteUpdate())
also updates the list of neighbors and the list of leaders
from the node that is running it. All the existing routes from
1 to a leader [ are obtained (through the Route Discovery
mechanism in the DSR). Once the routing cache is updated,
the list of neighbors from i is generated. Each neighbor node
is extracted from this routes. If the node that is running this
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algorithm is a leader, it attempts to get the maximum number
of disjoint routes to other leaders as possible (f+1 at least).
Otherwise, it gets just f + 1 disjoint routes?.

3.2 Data Analysis

Data analysis is performed in each updating round. This
analysis takes into account available data from neighbors of
anode and is implemented based on the system OctopusIIDS
[8]. Each leader makes the analysis of each network node
based on the data that it received from collectors. If the
statistical analysis of f + 1 nodes points node i as suspect,
then it is considered suspect by the corresponding leader.

This analysis is done by all the leaders present in a lead-
ership. The comparison (through the exchange of encrypted
and authenticated messages) among the results obtained in
analysis from these leaders is made concrete as well as in
the leadership. The results obtained by these comparisons
will be considered by the cluster as a whole. With f + 1
leaders agreeing upon the analysis results, these results will
be considered by the leadership. If there are at least 2f 4 1
leaders, the cluster will always decide upon any analysis
result, even in the presence of f malicious leaders.

3.3 Data Dissemination

Each leader will only be connected to a cluster if it
possesses routes to at least f 4 1 leaders of that cluster, just
as any node in the network. In order to the messages reach
leadership, there must always be dissemination in leadership
based on the correct leader. The algorithm 1 describes the
steps of the dissemination protocol. In this algorithm, a node
j disseminates a message msg; in the Leadership; (lines
3-6 of algorithm 1) which corresponds to its knowledge
about the leaders that form the cluster’s leadership. Upon
receiving the message msg;, each leader in turn sends it
to its respective leadership knowledge (lines 7-11). In this
algorithm, at least one correct leader is reached with each
resend, which returns to disseminate the message once again,
using the recursion of the protocol Disseminate() [9]. As
each leader is connected to at least one correct leader and
if the cluster leadership does not form disjointed graphs,
then the majority of leaders will be reached through such
dissemination.

3.4 Synchronizing periods: epoch times, and
updating rounds

In order to deal with the dynamic aspects of the network
and collecting data for the detection process, it was necessary
to define times which determine the synchronization of
the actions distributed throughout the system. As we work
essentially with time periods, synchronizing the clocks is not
necessary for the nodes to initiate synchronized operations.

2The collector nodes need to reach just one correct leader that will
disseminate the message through the leadership.

Algorithm 1 Disseminate Protocol

{On Initialization}
Receivedy, — {};

1:
2:
3: {On Disseminate(msg;, Leadership;) at node j}
4: for all I}, € Leadership; do

% msg; is send to leaders I;, known by node j

5: send < DISSEMINATION, msg; > toly,

6: end for

7: {On Receive(< DISSEMINATION, msg; >) at [}

8: if (< DISSEMINATION,msg; > ¢ Receivedy) then

9: Receivedy < Received), U {< DISSEMINATION, msg; >
5

10: Disseminate(msg;, Leadershipy)

11: deliver Dissemination(msg;); % msg; locally delivered in [,

12: end if

Using their local clocks, the periods are controlled with their
respective deadlines with timers which aid corresponding
operational activation. The routine presented in Algorithm 2
is used to initiate a synchronized common activity among
network nodes. It depends upon the course of the stipulated
time and reception of at least f 4+ 1 corresponding sync
messages.

The idea of this algorithm is to stipulate a period d and
at the end of this period to start sending a sync message to
the leadership (lines 4-7 of algorithm 2). Upon receiving
this message, the leader saves it and checks how many
sync messages he has received from different leaders. If
the number of messages is greater than f + 1 then this
leader sends again a sync message for the other leaders
and collectors in order to force them to get in synchronizing
period, if they still have not received f + 1 messages (lines
8-13). After this last send, the sender may start participating
in the updating round (UR) (line 14). At this time we also
synchronize collector nodes, synchronizing the transmission
times (Tts) (line 17).

Algorithm 2 Synchronizing() at node ¢

1: Require : receive < sync; > or period d is elapsed in N;
2: Init :

3: § «— time() % starts a new period counting d

4: upon ((time() — §) > d) do % at the end of d
5: if (1 € Leadership;) then % if i am leader
6: Disseminate(sync;, Leadership;) % send of messages sync by i
7: 6 «— time()

8

. upon receive(sync;) do
9:  Sync? — Syncd U {sync;} % sync messages received by i
10:  if(| Syncd |> f +1) A (i € Leadership;)then

11: Disseminate(sync;, Leadership;) % call leaders to synchronize
12: for all k € Collectors; do

13: send < sync; > to k % call collectors to start synchronizing
14: UR() % a new synchronized UR is started
15: § «— time()

16: else if (| Sync? |> f 4 1) A (i € Collectors;)then
17: Tt() % a new synchronized Tt is started

3.5 Transmission times

Algorithms for the activities corresponding to transmis-
sion time (Tt) periods and updating round (UR) periods were
defined. In the T't() algorithm, a deadline in which each
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collector node must send a summary of collected data during
the last period (time between Tt -1 and Tt) to the leadership
was established through the Disseminate() protocol (lines 7-
11 of algorithm 3). Upon receiving the message, the leader
node verifies if the message is not older and saves it (lines
12-14). If the number of received messages in this (Tt)
were greater than or equal to 2f + 1 (it is the minimum
required) (line 15) and if the number of received messages
were greater or equal to the number of collectors minus f or
if the timeout has been achieved (line 16), then the leader
node starts analyzing each cluster node by checking in the
received data if the node is suspect by most of its neighbors
(lines 17-21). In such case, this suspected node is inserted
into the list of suspects from that leader node (lines 19-20).

Algorithm 3 Tt(monitoring_data;,Tt;)

1: Init :

2: v« time()

3: th — 0

4: Collected_data; < 0 % buffer for monitoring data
5: suspects_List; — 0

6: timeout «— p/3 % p is the value of one Tt

7: upon ((time() — v) > p) at node i do % p is the period between two
Tts
8: if (¢ € Collectors;) then

9: Disseminate(< monitoring_data;, Tt; >, Leadership;)
10: v «— time()
11: end if

% leader [ receives data from collector ¢

12: upon receive(< monitoring_data;, Tty
Leadership;) do

13: if Tty = Tt; then

>)atl : I €

14: Collected_data; — Collected_data; U {<
monitoring_data;, Tt; >}

15:  if (| Collected_data; | > 2f + 1) then

16: if (| Collected_data; | >| Collectors; | —f)V ((time() —v) >
timeout) then

17: for all node n € Cluster(Leadership;) do

18: analysis;’ «— Data_Analysis(Collected_datay, idy)

19: if analysis]® € is_suspect then

20: suspects_List; «— suspects_List; U {id,, }

21: end for

22: Tt — Tt; + 1

23: Collected_data; — ()

24: timeout — EstimatedTime(timeout)

25: end if

In this system, for the purpose of estimating the time when
the majority of messages sent by collectors arrive at leader
nodes, we apply an adaptive timeout that can auto-adjust
over time. This adaptive timeout is based on the timeout
used in TCP protocol proposed by Jacobson [10]. In it, each
sent message involves the sender estimating a time interval
to receive of an acknowledgment from the destination. We
call this algorithm E'stimatedTime(). In this algorithm the
observed error from last timeout was first calculated and the
next value for the timeout then estimated.

3.6 Updating rounds

An updating round (UR) is defined as a period of time
where the cluster nodes update their views about the cluster.
This view is composed by a set of lists (malicious nodes,
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leaders, collectors, etc). During these URs, the information
about suspected nodes is shared among cluster leaders. In
an UR node entrances and departures are also processed.
Following, we explain how UR() algorithm works.

In UR() algorithm the list of suspects generated from
last epoch during (Tts) is sent to other leaders through the
Disseminate() protocol. Upon receiving this list, the leader
node checks if the message is not older. If the number of
received messages is greater than or equal to 2f + 1, then
the leader node executes the function identifies_Suspect() in
which an analysis of each node is performed searching for
nodes reported to be suspicious by at least f + 1 leaders.
These nodes are included in the malicious node’s list of
the leader. In the sequence, the leader node disseminates
a message asking for the election of a new coordinator.
These messages are saved and when the number of messages
reaches 2f 4 1, a leader is elected as coordinator.

The coordinator then processes the node entrance and
departure requests in the cluster, generates a new view of
the cluster (with new nodes) and spreads this view to all
the nodes in the cluster. Upon receiving the new view of
the cluster, if the node is a leader, it checks the message
validity. If the message is valid then the node updates its
view starting a new epoch. If it is not valid, a message
asking for new coordinator is spread throughout leadership
again. If the node that received the new view is a collector,
the message signature is verified and its list of neighbors is
updated.

3.7 Identification, entrance, and departure of
nodes

The node identification process in the network should be
secure enough so that it cannot create multiple identities.
Thus, it is possible to prevent attacks like the Sybil [11].
In our model, node identification is carried out with the
use of certificates. A certifying authority (CA) considered
to be known and reliable by the network nodes generates
a certificate for the public key for each node when it joins
the system. The role of the CA in our model is assumed
by a certifying entity®. With this model, we may define the
user and his/her equipment. There will not be users using
multiple equipment on the network.

Algorithm 4 presents the steps involved to insert a new
node within a cluster. Upon entrance, a new node ¢ must
broadcast an entrance request message (REQIN). A neigh-
bor, upon receiving REQIN, disseminate it to the leadership.
This message informs its identification (node ¢d) and its
credential (its public key in certificate form) (lines 2-9 of
algorithm 4). The new node ¢, upon receiving the new view
of the leadership verifies the signature and initializes its
view of the cluster, assuming the role assigned to it by the

3This certifying entity will not necessarily need to be an official PKI. It
may be a system management commission, an administrator, etc.
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Algorithm 4 Entrance of node ¢ into the cluster
1: broadcast < REQIN,id;,cred; > to j % broadcast REQIN

upon receive < REQIN, id;,cred; > at node j do
if VerifiedSignature(cred;,admin) then % node j verifies the
credentials of ¢
if (j € Leadership;) A (i ¢ black_List;) then
inactive_nodes; <« inactive_nodes;U <
REQIN,id;,cred; >
Disseminate(< REQIN,id;, cred; >, Leadership;)
else if (j € Collectors;) A (i ¢ black_List;) then
Disseminate(< REQIN,id;, cred; >, Leadership;)
end if % node ¢ wait for a response of the leadership in next UR

VeI Uk

10: upon receive < view, tURy, id. > at node i do
11: if VerifiedValidity(cert; : cert; € view.certificates) then

12: if ¢ € view.Lead then

13: role; = leader

14: else if i € view.Col then

15: role; = collector

16: end if

17: Leadership; « view.Lead

18: Collectors; «— view.Col

19: RouteUpdate()

20: CN,; « listNeighbors;

21: list Neighbors; — CN; N (view.Col U
view.Lead\ view.black_List)

22: tUR; — tUR;

23: end if

leadership*. The list of neighbors will be formed by the
intersection of the list of neighbors, the list of collectors
and the list of leaders of the new view, excluding the nodes
that were identified as malicious (lines 10-23).

Algorithm 5 Departure of node

1: {On Departure() at node i}
2: Disseminate(< REQOUT,id;, cred;, tUR; >, Leadership;)

upon receive < REQOUT,id;, cred;,tUR; > at node [ do
if | € Leadership; then
leaving_nodes; «— leaving_nodes;U{< REQOUT,id;, cred; >

A

% node ¢ waits a response from leadership in next U R
upon receive < view, tUR; > at node i do
if VerifiedSignature(cert; : cert; € view.certificates)) then
node i leaves the system
end if

Lo

Algorithm 5 presents the steps that involve the departure
of a node from the system. In this algorithm, the node that
want to leave the cluster, disseminate a message REQOUT
to the leadership. Upon receiving the message, each leader
adds the message in a list of leaving nodes. In the next
UR, when the node that want to quit receive the new view,
it checks the signature and can then leave the system. The
entrances and departures of the system are always considered
during periods of updating rounds. Otherwise, the node will
be considered as a malicious node.

4. Results and corresponding analysis

4.1 Communication Costs
The communication costs of the algorithms proposed in
this model depend principally upon the size of the cluster

“The role of a new node is defined based on the need of leaders to
maintain the cluster, node’s connectivity and available energy.

and its leadership. As such, we calculate these costs in terms
of the messages sent from each algorithm. Table 1 presents
these costs for each algorithm, in which: n is the number of
nodes; [ is the number of leaders in the cluster; ¢ represents
the number of collectors in the cluster. We adopted the limit
of f = (I—1)/2. In other words, the number of malicious or
faulty nodes is half minus one of the cluster’s leader nodes
(it is the limit of anomalies that the IDS supports to operate
properly). In this calculation, we also assume the costs of
the cryptographic mechanisms, presented in [6].

Table 1: Communication costs
c+ (IF+100+1)/4
c/2—c/24+ (1Z4+20+1)/4
(1°+ 217 +1)/4

Entrance of a node in the network
Transmission time (7°t)
Updating Round (U R)

In the entrance process of a node in the network (Algo-
rithm 4), this node sends a request to his neighbors (¢ in
the worst case). Upon receiving the request, each neighbor
node resends the request to the other leaders of leadership
using the protocol Disseminate(). The cost of this protocol
is given by D = (f + 1)« (f + 1) where f = (I — 1)/2.
In this calculation, we arrive at D = (I + 2 + 1)/4.
Thus, the total cost for a node gets into the network is
then (¢ + D), or ¢ + (I> + 2] + 1)/4. In calculating the
costs for transmission time (Tt), each collecting node sends
a message with monitoring data to f + 1 leaders and the
first leader to receive the message executes the Disseminate()
protocol. As such, we arrive at ¢ * (f + 1) + D. Through
substitution, we arrive at cl/2 — ¢/2 + (I> + 21 + 1)/4. In
calculating an updating round, each leader disseminates, into
the leadership, a message containing the result of its analysis
concerning each cluster node (I * D) or (13 + 2I% +1)/4).

Necessary messages for 100—node network

T T T T
Entrance of a node ——
Transmission time ]
Updating round ----*-- ¥
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Fig. 2: Necessary messages by the number of leaders

In Figure 2, we present an example of the costs (in
terms of messages) for the entrance operations of a network
node, transmission time, and updating rounds in a 100-
node network forming merely one cluster. With the use
of communication cost information obtained, it is always
possible to find more adequate values for the number of
leaders in a cluster. In this example, the ratio between
adequate leaders and collectors for a 100-node network

21
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should be approximately 20 leaders. From the graph, we
note that as of 20 leaders, the ratio between the number
of necessary messages for updating round operations (UR)
grow exponentially. This same behavior is not noticed when
the considered algorithms are transmission time (Tt) and
entrance of a new node into the network. This algorithms
are not as dependent on their costs in terms of messages
as the updating round regarding the size assumed for the
leadership.

4.2 Implementation and tests

The principle objective of the tests performed in this
work was to verify the simulated limits the system would
support through the Omnet++ version 4.1 simulator with a
Mixim version 1.1 wireless network module. This tests were
performed in a 300 x 400 meter rectangular environment.
The period for transmission time was established at 60
seconds, and each epoch’s time was set at 300 seconds.
These amounts were obtained based on simulator tests, in
such a way as to not saturate the system with messages
generated during transmission times and updating rounds.
The total simulation time was limited to 6010 seconds (20
URs). This total time was found to be sufficient to observe
the proposed model’s results. The node mobility rate in mps
(meters per second) was defined at 2.0 mps. These values are
similar to those employed in [12] where tests with MANETS
were performed.

The malicious activity was defined considering that nodes
with malicious behavior fulfill their functions in randomly
routing messages. In other words, sometimes they transmit,
other times they omit messages in routing. This behavior
in our simulations follows a uniform distribution, in which
80% of the cases of the messages are discarded by the
malicious nodes. In the other 20%, they participated in
routing correctly. We chose this type of behavior as it is
more difficult to detect than simply a node which discards
all the messages it receives, or than nodes which retransmit
only to similar (routing messages merely to a list of nodes
which possess the same behavior pattern).

Table 2: Results of tests

Observed Feature 0% mal. 10% mal. | 20% mal. | 30% mal. | 20% surp. f | 30% suip. f

Loss of 6.52% 13.56% 20.63% 29.67% 29.69% 35.43%

Di inated msg 100% 100% 100% 99.99% 99.68% 98.03%

Detection rate 100% 100% 100% 96.03% 95.08% 91.26%

In these tests we measure the rate of messages lost in
communications (collector - leader) and (leader - leader).
This showed us the network’s behavior in terms of failures.
Following that, we observe message delivery in leadership
as to the use of the Disseminate() protocol. In other words,
we observe whether a message is delivered within leadership
when it arrives to at least one correct leader sent through its
leadership knowledge of the cluster (Leadership; in Algo-
rithm 1, lines 4-7) and after that, each leader in Leadership;
fulfilling the algorithm resends the messages to its leadership
knowledge (lines 8-11 of Algorithm 1). Finally, we verify
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the detection rate of the system’s malicious nodes. In order
to obtain data measured, three tests were carried out: the first
100 nodes were used (Table 2), the second and third began
with 100, but then varying node entrances and departures
rates (Tables 3 and 4).

In the first test, three distinct conditions were observed:
without malicious nodes; 10%, 20%, and 30% of the ma-
licious nodes respecting the 2f + 1 leadership limit; and
with 20% and 30% of the malicious nodes, but keeping the
leadership set at 10% (surpassing the f limit). The results
of this test are presented in Table 2. This test showed us that
even with the occasioned loss of messages through network
problems, node mobility, or malicious activity, the message
dissemination rate among leaders remained very close to
100% (even when the f limit was surpassed). Consequently,
the malicious activity detection rate was rather high. As
such, even exceeding the limits supported by the presently
proposed model, the system continues to work without the
guarantee of message delivery.

Table 3: Results of tests without malicious nodes

Observed Feature 5% dep. 10% dep. 15% dep. 20% dep.
Loss of messages 5.0% 5.09% 14.53% 15.91%
Disseminated msg 100% 100% 93.66% 92.06%
Detection rate 100% 100% 97.13% 97%

In the second and third tests, two distinct conditions were
observed, respectively, without malicious nodes and with
10% of the malicious nodes (therefore, respecting the 2 f +1
leader limit in leadership). In these tests, we adopted a fixed
entrance of nodes at 10% to each updating round, but varying
the departure in 5%, 10%, 15%, and 20%. With these tests,
we observed the system’s behavior with the node entrances
and departures. The results of these tests are presented in
Table 3 and Table 4.

Table 4: Results of tests with 10% of malicious nodes
5% dep. 10% dep. 15% dep. 20% dep.
11.94% 11.41% 20.46% 22.71%
100% 100% 9337% 93.05%
100% 100% 97.07% 96.73%

Observed Feature
Loss of messages
Disseminated msg
Detection rate

Through these tests, we were able to observe that sys-
tem message loss was greater with 10% malicious nodes
than without any. However, the rate of messages spread
throughout leadership was similar (with 10% maliciousness,
and without any). We also observe that with a departure
rate greater than its entrance rate, some messages were not
widespread among leadership. This may be explained by
the low network density over time. With such density, the
nodes possess fewer connections. As a result, some messages
may not arrive to any correct leader (the probability of
this happening increases with reduced network density).
In the detection rate factor, one observes behavior similar
to message diffusion rates. In the same manner, if some
messages are not spread throughout leadership, the detection
system will end up erring. Finally, we judge the set of
tests to be satisfactory and that it evidences the limits and
effectiveness of our proposals.



Int'l Conf. Wireless Networks | ICWN'12 |

5. Related Studies

Intrusion detection systems for MANETSs were proposed
in [2]. These systems use clusters to collaboratively detect
intrusions. Each cluster possesses a leader which monitors
all the traffic within its cluster. These studies have not used
cryptography in message exchange, thus making it possible
for various types of attacks to occur in the intrusion detection
process. Nor have these systems assumed their leaders were
alone in their clusters, with malicious behavior.

In another IDS [13], the node which detects suspect
activity requests opinions from its neighbors concerning this
suspect activity. After analyzing each neighbor’s vote, the
node makes a decision and informs it to the participating
nodes who voted. However, this voting mechanism is vulner-
able to message violation from and collusion with malicious
nodes. In another study [14], a node hierarchy organizational
model was developed on various levels, where the lowest
level collects the data and the higher levels correlate the
data sent to them. This study, to the contrary of the others
cited here, permits the detection of several malicious nodes
at the same time. However, the malicious nodes may only
belong to the lower levels of the proposed hierarchy. In our
proposal, any node may have malicious behavior, whether
leaders or collectors. The only limitation in our model is
that the number of malicious nodes cannot exceed f.

Studies concerning IDS for MANETSs show that the ma-
jority of the systems proposed are capable of identifying
few types of attacks or some routing protocol problems for
these networks [4]. In our proposal we adopted a detection
model based on anomalies. Thus we are able to identify and
neutralize a large set of types of attacks and routing problems
described in literature. Just as the architectures presented in
[2], [14], our model also assumes a hierarchical stratification.
In these models, the hierarchical topology introduces the
idea of clusters. The majority of studies in literature do not
deal with the entrance aspects, departure aspects, or node
mobility within the network. In no related study were we
able to find simulated test results or real environment test
results. In [2] a time period was established for the network
to reorganize itself, in which the leaders could be re-elected
through a voting process. Merely some of the IDS presented
([15], [14]), indicate the use of cryptographic mechanisms
to secure properties such as authenticity, confidentiality, and
the integrity of messages exchanged between the IDS nodes.

The greatest contribution of this study, separating it from
others present in literature, is the use of distributed systems
concepts and dependability concepts applied to an IDS
model for MANETSs. The use of these concepts permitted
- within certain limits - the development of a model less
subject to restrictions. The proposed system is able to
deal with various faulty or malicious nodes without there
being interference in the network’s normal behavior. IDSs
normally developed for MANETsS, in the literature do not
have mechanisms to protect their own information and do not

tolerate intrusions into its various components. The approach
introduced in this paper aims to build an IDS infrastructure
that tolerates malicious actions. Beyond this, our system
is able to identify a large number of different attacks or
variations of known attacks.

6. Conclusions and future study

In this paper, we presented our efforts to develop an IDS
model for dynamic environments together with distributed
algorithms that support this model. This proposal is centered
on a hierarchical malicious behavior detection model for
MANETSs. This model follows the concepts of dynamic
distributed systems, permitting the presence of various non-
malicious entities. We presented the complexity of the
proposed algorithms in terms of messages. The proposed
model permits the correct functioning of the network while
the faulty or malicious node limit is not exceeded. However,
these tests showed us that even with the f limit exceeded,
the system continues to function. In such a case, there is no
guarantee that our algorithms always work correctly.
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Abstract—Until now, network applications are developed based
on the TCP/IP network model which is intrinsically based on
stationary wired networks. Here, the socket interface is the most
widely used API (application program interface). However, due
to widely available mobile wireless computers, location-based
network services are required to be developed, e.g. location-based
advertisement and query for sensor data. In order to support
development such applications, novel APl and network platform
are required. This paper proposes an API for location-based
network applications by which the destination of transmission
is specified by its location and a network platform supporting
such applications on ad-hoc networks adopting a location-based
routing protocol.

I. INTRODUCTION

Due to widely available wireless communications and mo-
bile computing technologies, wireless multihop networking be-
comes to be expected. MANETSs (Mobile Ad-Hoc Networks)
provides higher availability supported by location-transparent
connectivity based on wireless multihop communication with
ad-hoc routing in spite of higher mobility of wireless nodes. In
addition, node identification is also important to realize com-
munication among nodes. As various mobile wireless nodes
gets popular, various network services are developed. Espe-
cially, according to location acquisition technologies, location-
based network applications and services becomes attractive.
Here, data messages are required to be transmitted to wireless
nodes specified by their locations. However, currently available
network platforms do not well support such location-based
applications since they are designed for conventional wired
networks with stationary nodes. This paper proposes a novel
network platform dedicated to location-based applications in
MANETSs. By combination of location-based ad-hoc routing
and application program interface (API) for location-based
network applications by which destinations of data messages
are specified by their locations, not only performance of
application development but also execution performance of
location-based applications in MANETSs are expected to be
improved.

II. RELATED WORKS

In the conventional TCP/IP Internet technology based on
wired networks, nodes, i.e. computers connected to the Internet
such as servers and clients (terminals), are identified by their
IP addresses intrinsically independent of their geographical
locations. For data message transmissions, their destinations
are specified by the IP addresses and their routing protocols

such as OSPF, RIP and BGP are designed to best fit to treat
the IP addresses. The most widely used application program
interface to TCP/IP Internet communication is the socket
interface [3]. In order to describe data message transmission
between nodes in an application program, a socket is created
by an primitive socket() which returns a socket identifier
socket_id. Sending of a data message is described by a send()
primitive whose parameters are the socket identifier, an IP
address of a destination node and a transmitted message;
i.e., send(socket_id, destination_address, message). On the
other hand, receipt of a data message is described by a
receive() primitive whose parameters are socket identifier, an
IP address of a source node and a received message; i.e.,
receive(socket_id, source_address, message).

In wireless multihop networks such as MANETS, wire-
less sensor networks and mesh networks, data messages are
transmitted by using wireless multihop transmissions. Data
messages are transmitted from a source wireless node to
a destination one along a wireless multihop transmission
route consisting of a sequence of intermediate wireless nodes
which forward the data messages. For wireless multihop
transmissions, various ad-hoc routing protocols such as AODV,
DSR, TORA and OLSR have been designed [10]. In these
protocols, each wireless node is specified and identified by its
identifier. Hence, source and destination nodes are required
to be specified by their identifier, e.g. their IP addresses, and
the socket interface can be used in description of application
programs.

Not only fundamental but also the most important prop-
erty of mobile wireless nodes in MANETS is their locations
which are changed by their mobility. Recently, location-based
network services are widely discussed and are expected to pro-
vide their customers novel value. For example, location-based
advertisement of shops and stores are expected to achieve
higher effectiveness against its cost since explicit and implicit
(potential) uses and customers are tend to be geographically
maldistributed. Hence, data messages containing their sales
information are required to be destined to some specific
locations (areas or ranges). In sensor networks, gathering
sensing data achieved within a specific area are often required.
Hence, a query message is transmitted from a user terminal
to wireless sensor nodes in the specified area. As shown in
these examples, messages are required to be transmitted to
destination wireless nodes specified not by their identifier but
by their geographical locations. That is, GEOCAST [8] is
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required to be available in MANETS supporting location-based
services.

Different from the above mentioned ad-hoc routing proto-
cols which are based on flooding of route request control mes-
sages or continuous exchange of control messages to maintain
routing tables based on up-to-date network topology, location-
based ad-hoc routing protocols have been developed and im-
proved. GEDIR [6] and Compass [5] are greedy location-based
ad-hoc routing which may achieve shortest wireless multihop
transmission route though they might cause dead-ends. Face
[1] and GPSR [4] are guaranteed delivery ad-hoc routing
which are dead-end-free but may suffer longer transmission
delay due to detour wireless multihop transmission route. In
these location-based ad-hoc routing protocols, it is required
for each intermediate wireless node to achieve the location of
the destination wireless node for determination of its next-hop
wireless node. In other words, these protocols can be applied
to transmit data messages to wireless nodes in a specified
geographical area.

III. PROPOSAL

It is difficult for combination of conventional ad-hoc routing
protocols based on flooding of route request control messages
and the socket application program interface designed for
stable networks, e.g. wired networks, composed of stationary
nodes to support location-based services in mobile wireless
networks. Although a set of destination wireless nodes are
required to be specified by an area where they are included, the
socket application interface requires to specify the destination
nodes by their IP addresses. Hence, a translator (or a resolver)
to achieve an IP address from location of an area is required.
For mobile ad-hoc networks, various location services such as
HRLI [7], DREAM [2] and ABLA [9] have been proposed.
Most of these location services are mainly designed to achieve
location information of mobile wireless nodes by their iden-
tifiers such as IP addresses and the reverse translation is not
explicitly supported. Since HRLI and some others are fully
or partially centralized services, i.e. one or multiple location
servers provide the translation service, it may be possible to
provide the reverse translation. However, since DREAM and
ABLA provides the translation in fully distributed manner, it
is difficult to provide the reverse translation with reasonable
communication overhead. After achieving a set of IP addresses
of the destination mobile wireless nodes in the specified area,
data messages are required to be transmitted through the
send() primitive invoked multiple times, i.e. transmitted to the
destination nodes one by one in unicast. It requires redundant
transmission of copies of the data messages since most of
the intermediate mobile wireless nodes are shared by all the
destination nodes located in the specified area. Moreover, in
order to route a copy of data message to each destination node,
a route detection procedure based on flooding is required in
case of no cash entry in a source and/or intermediate nodes.

For avoidance of the communication overhead for flooding,
introduction of the location-based ad-hoc routing protocols is
effective. However, in an application program, location infor-
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Fig. 1. Naive Platform Architecture in Conventional Method.

mation of each destination mobile wireless node is required
to be treated explicitly. That is, both location to identifier
translation for invocation of the send() primitive and identifier
to location translation for routing are required, which is
obviously redundant.

Location-Based Application

¥ t ¥
Location-ID ID-Location
Resolver Resolver
¥
Location-Based
Routing

Fig. 2. Redundant Address Resolution in Conventional Method.

In order to solve this problem, this paper proposes a network
platform for location-based network applications in MANETS.
Here, data messages are routed by location-based ad-hoc
routing protocols and a set of destination mobile wireless
nodes are specified by an area; i.e. a location information.

A. Platform Architecture

In order to avoid the redundant translation between location
information and identifier of destination mobile wireless nodes
for addressing and routing to support location-based services,
this paper proposes a wireless network platform in which
location information is used in both addressing and routing
and no translators (resolvers) are introduced. In an application
program of a source wireless node of data messages, the
destination is specified by an area determined its location
information; i.e. longitude and latitude. The specified location
information is directly transferred to the location-based routing
for data messages without any translation or resolution. Data
messages are routed by using the specified location.

Location-Based Application

Location-Based
Routing

Fig. 3. Proposal of Platform Architecture for Location-Based Services.

As discussed in the next subsection, the destination is
specified not by a point of location but by an area (or a
region). Thus, there may be one wireless mobile node or
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multiple wireless mobile nodes, or even no wireless mobile
nodes in the area. Anyway, the data messages are required to
be transmitted to the area; however, most of the location-based
ad-hoc routing protocols require to be provided the location
information of the destination location which is a point strictly
though the destination is specified by an area in an application
program. This problem is easily solved by introduction of the
representative point of the area; e.g. the center of gravity of
the area as shown in Figure 4. Now, without modification,
the data messages are expected to reach one of the mobile
wireless nodes in the destination area if it exists by using the
location-based ad-hoc routing protocols.

Destination Area

ation
or Routing

A
Sou{gt// . .

Fig. 4. Data Message Transmission to Representative Point in Area.

B. Application Program Interface

Since the proposed platform architecture requires no address
resolution for data message transmissions in location-based
services, required application program interface consists of
only send() and receive() primitives. However, as discussed
in the previous subsection, since the destination is specified
not by identifiers of destination mobile wireless nodes but by
location information of an area including the destination nodes,
the area may contain multiple mobile wireless nodes. Hence, a
location-based application program is required to specify that
the data message is transmitted to ALL the mobile wireless
nodes in the area or ANY one of them. That is, request for
broadcast (ALL) or anycast (ANY) should be described in an
application program.

Destination Area Destination Area

(a) Broadcast (b) Anycast

Fig. 5. Broadcast and Anycast.

There are various location-based services and they are
classified into the following categories: oneway services
and query-reply (client-server) services. In the former, only
oneway transmissions of data messages are required as shown
in Figure 6(a). Advertisement of some location-based infor-
mation to nodes in the specified area is the representative
service. On the other hand in the latter in Figure 6(b), a query
message (or copies of the query messages) are transmitted
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to mobile wireless nodes in the specified area same as in
the oneway transmissions. However, for transmissions of a
reply message (or multiple reply messages), its destination
should be specified by the identifier of the source node of the
query message. Thus, an application program in the receiver
mobile wireless node requires to achieve the identifier of the
source node and to specify the destination of its reply message
by the identifier. According to the considerations, we design

data
message

message

(a) Oneway Service (b) Query-Reply Service

Fig. 6. Typical Communication in Location-Based Services.

the following application program interface; i.e. send() and
receive() primitives.
[Send Primitive]
Send (destination_area, destination_ID, Delivery_Type, mes-
sage) where destination_area is location information of des-
tination, destination_ID is destination ID for reply message
to which NULL is assigned in a oneway data message and
a query message and Delivery_Type for multicast (ALL) or
anycast (ANY).

e destination_area: location information of destination.

e destination_ID: destination ID of reply message.

e Delivery_Type: multicast (ALL) or anycast (ANY).
[Receive Primitive]
Receive (source_location, source_ID, message) where
source_location is location information of source node and
source_ID is source ID for reply message.

e source_location: location information of source.

e source_ID: source ID for reply message.
In order to available these primitives to application programs,
the platform (library functions) embeds the current location
information and identifier of the source node into the header
in a data message.

C. Implementation

Data message transmissions specified by our proposed ap-
plication program interface is implemented in the network
platform based on the location-based ad-hoc routing.

For oneway data message transmission, the destination_area
is specified but the destination_ID is NULL. If Delivery_Type
is ANY, data message is transmitted to one of the mobile
wireless nodes in the destination area. As discussed in sub-
section 3.1, data messages are routed as if the representative
point in the destination area is the destination point though
there may be no mobile wireless nodes at that point. When
the data message is routed to one of the wireless nodes in the
area, transmission procedure terminates. On the other hand, if
Delivery_Type is ALL, copy of data message are propagated
in the destination area by restricted flooding.
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Fig. 7. Oneway Services.

For query-reply data message transmission, a query message
is transmitted same as oneway data message transmission.
However, a reply message is required to be transmitted dif-
ferently from the query message. Since the destination of
the reply message is specified not by its location but by its
identifier, destination_ID in the send() primitive should be
specified by the source node ID of the query message achieved
through the receive() primitive. However, the underlying wire-
less multihop network is based on location-based routing
protocol, destination_area is also required to be specified.
Here, to reach the reply message to the destination node,
the destination_area should include the current location of the
destination node. In addition, independently of Delivery _Type,
if destination_ID is specified, the data message is transmitted
to all mobile wireless nodes in the specified area same as
in the case that Delivery_Type is ALL. In mobile wireless
nodes receiving this reply message, according to the result
of comparison between its own identifier and the identifier
specified in the message header, it only receives the message
only in the case that these identifiers are the same.

Source

Destination
X L )

“Specified Area

Fig. 8. Reply Transmission in Query-Reply Services.

IV. EVALUATION

In order to evaluate the effect of the introduction of the
proposed location-based network application platform, the
authors develop two simple application programs. One is for
location-based advertisement applications and the other is for
location-based query-reply applications. In the former, a data
message is distributed to all the mobile wireless nodes in the
dedicated area which is different from the widely available
multicast services where destination nodes are determined
by a multicast address. In the latter, a query message is
transmitted to a server node which is in the dedicated area,
i.e., the server node is specified not by its address but by its
location, and a reply message is transmitted to a sender client
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node. In both programs in the conventional method, translation
from location information to an IP address is required and
should be explicitly described in programs as a function call
get_address(location_information). The function returns a list
of IP addresses of mobile wireless nodes which is in the
specified area. In the advertisement application programs, a
data message is required to be transmitted to all the nodes by
repetition of a message sending function call which implement
unicast transmission of a data message. In the query-reply
application programs, a query message is also required to be
transmitted to all the nodes in the area since it is impossible
to detect an IP address of a server node. On the other hand, in
our proposed location-based wireless network platform, only
one message sending primitive is required to be called since
a data message is transmitted to all the wireless nodes in the
specified area due to the underlying location-based platform
including the proposed API and the location-based ad-hoc
routing protocols.

Table I shows the results of the evaluation. In both adver-
tisement and query-reply application programs, our proposed
API and platform reduces the numbers of lines in the pro-
grams, i.e., it is expected that shorter development period and
higher quality are provided by our proposed method than the
conventional one.

TABLE I
NUMBERS OF LINES IN SAMPLE APPLICATION PROGRAMS

Proposed | Conventional | Reduction
Advertisement 57 115 50.4%
Query-Reply 73 231 78.4%

V. CONCLUSION

This paper has proposed a wireless multihop network plat-
form and an application program interface for location-based
services based on location-based ad-hoc routing protocol.
Here, destination of data messages are directly specified by
the destination location information in application programs.
The application program interface and the network platform
supports both oneway transmissions as for advertisement and
query-reply transmissions as for sensor data retrieval. Since
both of them are location-based, no address resolution mech-
anism is needed and avoidance of loss of performance is
expected.
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Abstract— The design of efficient routing protocols for Ad hoc
networks is a complex issue. These networks need efficient
algorithms to determine ad hoc connectivity and routing.
MANET aims not only to provide correct and efficient routes
between pair of nodes but also to provide energy efficient route
to maximize the life time of ad hoc mobile networks. In this
paper, a dynamic energy conscious routing algorithm ACER
where cross layer interaction is provided to utilize the energy
related information from physical and MAC layers. This
algorithm avoids the nodes which are having low residual
energy. By maximizing the lifetime of mobile nodes routing
algorithm selects a best path from the viewpoint of high residual
energy path as part of route stability. The RTS/CTS
transmission is a crucial step towards saving the energy of
mobile nodes. In this scheme, the RTS/CTS transmission occurs
after route discovery and route reply process but before the data
transmission. BER at the end of a multi-hop route is calculated
using the interference and noise level from physical layer.
Routing is made after these information are collected from MAC
layer. In this protocol, transmitter power is calculated after the
initial transmissions based on the receiver power. The protocol is
implemented for achieving quality of service (QoS) in terms of
average energy consumption, packet delivery ratio, end-to-end
delay and throughput.

Index Terms— Routing protocols, Ad hoc networks, Cross
layer design, Quality of Service

1. Introduction

Mobile Ad Hoc Network (MANET) is collection of
multi-hop wireless mobile nodes that communicate with each
other without centralized control or established infrastructure.
In MANET each node communicates with other nodes
directly or indirectly through intermediate nodes. Thus, all
nodes in a MANET basically function as mobile routers
participating in some routing protocol required for deciding
and maintaining the routes. Routing[1],[2],[3],[4],[5] is one of
the key issues in MANETSs due to their highly dynamic and

distributed nature. The routing protocols of MANETSs are
divided into two categories as table-driven and on-demand.
In table-driven routing protocols, each node attempts to
maintain consistent, up-to-date routing information to every
other node in the network. Many routing protocols including
Destination-Sequenced Distance Vector (DSDV) [1] and
Fisheye State Routing (FSR) protocol belong to this category.
In on-demand routing, routes are created as and when
required. Route discovery and route maintenance are two
main procedures: The route discovery process involves
sending route-request packets from a source to its neighbor
nodes, which then forward the request to their neighbors, and
so on. Once the route-request reaches the destination node, it
responds by unicasting a route-reply packet back to the source
node via the neighbor from which it first received the route-
request. When the route-request reaches an intermediate node
that has a sufficiently up-to-date route, it stops forwarding and
sends a route-reply message back to the source. Once the
route is established, the route maintenance process is invoked
until the destination becomes inaccessible along the route.
Note that each node learns the routing path as time passes not
only as a source or an intermediate node but also as an
overhearing neighbor node. In contrast to table-driven routing
protocols, on-demand routing protocols don’t maintain all up-
to-date routes. Dynamic Source Routing (DSR) [3] and Ad-
Hoc On-Demand Distance Vector (AODV) [2],[4],[5] are
popular on-demand routing protocols.

In addition to simply establishing correct and
efficient routes between pair of nodes, one important goal of a
routing protocol is to maximize the lifetime of ad hoc mobile
networks. The residual battery energy of mobile nodes is a
simple indication of energy stability and can be used to extend
network lifetime [6],[7],[8],[9],[10]. This information has to
be taken from the physical and medium access control layers
of data link layer since these layers are responsible layers to
compute the power consumption and residual energy
computation. Many MAC layer protocol [11],[12]has been
discussed previously.
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The proposed Ad-Hoc Cross layered Energy based
Routing (ACER) protocol prefers the wireless link requiring
minimum transmitter power, but at the same time avoids the
node with low residual energy. Hence, routes requiring
required minimum transmitter power and high residual energy
are preferred. The power related information are acquired
from both physical and MAC layers. MAC layer functions are
modified to provide the RTS/CTS packets after the route is
discovered. In this protocol, the bit error rate at the end of a
multi-hop route is calculated using the signal-to-noise ratio.

This paper is further organized into three sections. In
section2, the energy efficient algorithms have been discussed.
Section3 contains the proposed scheme that includes basic
assumptions, four phases of the newly developed protocol
such as route discovery, route reply, energy conservation and
route repair. In section 4, the performance analysis has been
given. Performance analysis is done using ns-2 simulator on
the following parameters: average energy consumption,
packet delivery ratio, delay and throughput.

2. Energy efficient routing algorithms

Rekha Patil and A.Damodaram [13] developed a
routing protocol based on MAC information. The discovery
mechanism in this algorithm uses battery capacity of a node
as a routing metric. This approach is based on intermediate
nodes calculating cost based on battery capacity. The
intermediate node judges its ability to forward the RREQ
packets or drop it. That is it integrates the routing decision of
network layer with battery capacity estimation of MAC layer.
Ivan Stojmenovic and Xu Lin [14] developed a new power
cost-metric based on the combination of both node’s life time
and distance based power metrics. This provides basis for
power, cost and power-cost localized routing algorithms
where nodes make routing decisions solely based on the
location of their neighbors and destination. The power aware
routing algorithm attempts to minimize the total power
needed to route a packet between source and destination. The
cost-aware routing algorithm is aimed at extending the
battery’s worst-case lifetime at each node. The combined
power-cost routing algorithm attempts to minimize the total
power needed and to avoid nodes with a short remaining
battery life time.

Power-aware Source Routing (PSR) discussed by
Morteza Maleki, Karthik Dantu, and Massoud Pedram [15] is
to extend the useful service life of a MANET. This is highly
desirable in wireless ad hoc network since death of certain
nodes leads to a possibility of network partitions, rendering
other live nodes unreachable. This algorithm assumes that all
nodes start with a finite amount of battery capacity and that
the energy dissipation per bit of data and control packet
transmission or reception is known and presents a new
source-initiated (on-demand) routing protocol for mobile ad
hoc networks that increases the network lifetime. Multicast
Multi-path Power Efficient Routing by S.Gunasekaran and
K.Duraiswamy [16] addresses the problem of power
awareness routing to increase lifetime of total network. Since
nodes in mobile ad hoc network can move randomly, the
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topology may change arbitrarily and frequently at
unpredictable times. Transmission and reception parameters
may also impact the topology. Therefore it is very difficult to
find and maintain an optimal power aware route. A scheme
has been proposed to maximize the network lifetime and
minimizes the power consumption during the source to
destination route establishment. This scheme is aimed to
provide efficient power aware routing considering real and
non real time data transfer.

Chansu Yu, Ben Lee and Hee Yong Youn [17]
overviews on energy efficient routing approaches such as
transmission power control approach, load distribution
approach,  sleep/power-down mode  approach. For
transmission power optimization, Flow Augmentation
Routing (FAR) , Online Max-Min Routing (OMM), Power
aware Localized Routing (PLR) protocols and minimum
energy routing(MER) were discussed. For load Distribution
Approach Localized Energy-Aware Routing (LEAR) and
Conditional Max-Min Battery Capacity Routing (CMMBR)
protocols were discussed. For sleep/power-down mode
approach, SPAN protocol and the Geographic Adaptive
Fidelity (GAF) protocol employ the master-slave architecture
and put slave nodes in low power states to save energy.
Unlike SPAN and GAF, Prototype Embedded Network (PEN)
protocol saves more energy when the devices put into sleep
state according to the need.

Many energy-aware routing protocols such as
MREP, MLRP, HEAP [18] protocols were designed by
considering node’s remaining energy and/or link transmission
power to prolong network lifetime through balancing energy
draining among nodes. Here the subset of network nodes
required to involve in a route searching process (measured in
node’s remaining energy) or the degree (measured in
transmission power) to which intermediate nodes are required
to participate in searching for such a path. V. Kanakaris, D.
Ndzi and D. Azzi [19] overview on various routing protocols
such as AODV, DSDV, DSR and TORA for their power
consumption against mobility and concluded that TORA
routing protocols needs more performance when compared to
other protocols.

To cater various challenges in QoS routing in Mobile
Ad hoc Networks, a Node Disjoint Multipath Routing
considering Link and Node Stability (NDMLNR) protocol has
been proposed by Shuchita Upadhayaya and Charu Gandhi
[20]. In this scheme, the metric used to select the paths takes
into account the stability of the nodes and the corresponding
links.

3. Proposed scheme

In communication-related tasks, energy consumption
depends on the communication mode of a node. A node may
either in a mode of transmit, receive or idle. Transmission
consumes more energy than the other two modes. Here
directional antennas are used for better power consumption. It
consumes power in a single direction between a sender-
receiver pair. Here the transmission power of the sender is
adjusted based on the receiver power for every link in the
MANET. Once the receiver receives data it calculates
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minimum receiving power of it. This power information is
sent back to the sender. Then the sender alters its transmission
power. It means that the sender have to send the further data
using this power information. The nodes which have required
minimum transmission power and the nodes with high
remaining battery power is considered for stability. In
MANET, there is high power consumption for sending RTS
and CTS signals. Here the RTS/CTS handshaking happens
after the route discovery but before the data transmission. For
sending the RTS signal, the node has to wait for S5ms and then
data transmission occurs. The proposed scheme ACER
routing protocol is developed by using AODV as the base.

Basic Assumptions

All the nodes in the given area have same transmit
power and each node selects a threshold energy level (Ey,) and
each node must maintain the value in their routing table to
select the nodes during route discovery. The residual battery
energy value can be obtained to the network layer where it is
stored in the routing tables to make routing decisions based on
the battery energy. When the residual energy is less than
threshold energy value, that node is avoided in the route
selection by the destination. On receiving the RREQ the
intermediate nodes calculates the received signal (r(t))
strength which holds the following relationship for two-ray

propagation model:

Py —Pr GGyl |2
R =F1OTOR|~ 3 (1)

Where Pt and Py are transmitter power and receiver power
respectively, A is the carrier wavelength, d is the distance
between the sender and the receiver and Gt Gy are the unity
gain of the transmitting and receiving antenna respectively.
Hence the node calculates the path loss using

Pathloss=P_ - P 2
ath loss T Tr (2)

The main impact of physical layer affecting wireless ad hoc
networks as perceived by the receiver is the degradation of the
received signal strength due to free space loss. For every link,
we have to calculate the SNR based on the received signal.
The received signal r(t) can be written as

r(t) = f@)ym)+ A@) 3)

Where m(t) is attenuated version of the transmitted signal, f(t)
is the fading process and A(t) is an AWGN process.
The bit energy can be written as

Eb=P:/ Rp 4
The receiver sensitivity, the minimum received power
necessary for a signal to be correctly detected is, Pry, as
from (1). The receiver strength is the only one parameter
which decides the correct reception of signals. The sender
uses this Prp, for further transmissions.

The total amount of energy consumed per transmitted packet
is written as
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E, =Pp*LR, (5)

where
E, = transmitted energy
Pt = transmitter power
L = packet length
R, = data rate or bandwidth

The total amount of energy consumed per received packet is
written as

E, =P ” *L/Ry (6)

Rmi
In general, the fading process f(t) can be written as

f=a@e™ (1)
a(t) = fading amplitude process
0(t) =fading phase process
Assume Xy, here N is the number of nodes and the
communication is taken place from X; to Xjand i,jcN
Denote a is the fading amplitude, then the instantaneous link
SNR can be written as

E[a*1E,
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Then the bit error rate (BER) is calculated based on the SNR
of the receiving node and modulation scheme. Assume that
the channel fading is not presented in the case of strong LOS
(the transmission is held over an AWGN channel), the link
BER can be written as

BER, . =Q(J2SNRy)

i
=02E,  A(t)
=0\2P. / AR,

BER

xl-,xj :Q\/zpthGr(hthr)2 /A(t)Rb(d2)2 (9)

At the end of n number of links, the route BER can be written
as

BER, . =1-(1-BER,)" (10)
The node then calculates the residual energy E. using the
following parameters:

E; — Initial energy taken by the node

E; — Energy consumed in transmitting packets
E, — Energy consumed in receiving packets

E; — Energy consumption in IDLE state.
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E =E+-(E,+E_+E.) (11)

res T t r 1

The node then piggybacks this residual energy along with the
required minimum receiving power in the RREQ packet.

Using this method every node will forward the RREQ till it
reaches the destination. The selection of best route is based on
the remaining battery energy and transmission power of all
intermediate nodes. The route with maximum remaining
energy and minimum receiving power is selected by
destination node.

Our proposed Ad-Hoc Cross Layered Energy based on-
demand Routing Protocol consists of four phases:

A. Route discovery

B. Route reply

C. Route repair

Initially when a source node wants a route, “Route
Discovery” phase is invoked. After source sends the RREQs,
the destination receives the RREQ from all paths and route
selection is done based on the high residual energy, required
minimum receiving power and it replies with RREP through
the best path selected. Then “Energy conservation” is
invoked from MAC layer. If a route is broken, “Route
Repair” is invoked to repair and establish a new route based
on the criteria.

3.1. Route Discovery

In AODV, the proposed routing protocol modifies
the route discovery procedure for balanced energy
consumption. When the source node wants to send data
packets to a destination node D and does not have a route to
D, it initiates route discovery by broadcasting a route request
RREQ (broadcast message) to its neighbors. RREQ packet
length is about 40 bytes. Once a source node initiates the
route discovery process it includes its required minimum
receiving power and residual battery energy in the route
request message just enough to reach to its neighbor nodes.
In AODV, when a node receives a route-request message, it
checks its residual energy (E,) with threshold wvalue
(Ewn)-When E; is higher than Eg, it appends its identifier and
residual energy in the message and forwards it toward the
destination. Thus, an intermediate node always relay
messages if the corresponding route is selected. However, in
proposed algorithm, a node determines whether to forward
the route-request message or not depending on its residual
battery energy (E.). When E, is higher than a threshold
value (Ey4), the node forwards the route-request message
including its battery level; otherwise, it drops the message
and refuses to participate in relaying packets. The node also
calculates the required minimum receiving power by formula
(1) and computes the signal strength r(t), SNR,BER and
includes it’s receiving power with the RREQ packet.
Therefore, destination node will receive a route-request
message only when all intermediate nodes along a route have
good battery levels, and nodes with low battery levels can
conserve their battery power.
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Fig 1. Route discovery process

In AODV protocol, when the route-request reaches
an intermediate node that has a sufficiently active route, it
stops forwarding and sends a route-reply message back to the
source. In figure 1, the source node 1 sends route request
broadcast message the path 1-6-8-12 has been selected as a
stable path since it has nodes which have high residual energy
and minimum transmission energy. Here the shortest path is
1-9-12 but it has less stability because of residual power and
transmission power.

The primary objective of this Ad-Hoc Cross Layered
Energy based on-demand Routing Protocol is to maintain a
connected topology using the minimal receiving power and
residual energy of the node based on their battery power so as
to minimize the receiving power and maximize the lifetime of
the node. Energy efficient routing protocols based on
receiving power control find the best route that optimizes the
total receiving power between a source-destination pair.

3.2. Route Reply

In AODV protocol, once the source node wants a
data packet to be sent it initiates the route discovery process
and waits for route reply and when it gets route then it
transmits the data. However in this proposed protocol, the
route selection is concerned with the remaining battery power
(residual energy) and required minimum receiving power.
Among the various route request messages from the
intermediate nodes, the destination node selects the best path
having high residual energy and minimum and optimized
receiving power as included in the route request messages.
This path is more energy efficient as it involves optimized
receiving power and nodes with maximum lifetime stability.
If the route reply (RREP) packet has not come back to the
source before the expiration of Tgps, the source will
retransmit the same RREQ packet as broadcast packet. When
the same intermediate nodes receive this same RREQ packet,
first it checks its table to search for the particular RREP. It it
has RREP, it is sent back to the source and the intermediate
nodes simply drop because of same RREQ identifier.

3.3. Route Repair

After the destination selects the best route based on
the residual battery energy and transmission energy, the
source uses to transmit data packets through selected path.
When a link break occurs in active route during the
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transmission, route repair procedure is invoked. In this
protocol, Local Repair (LR) message is sent to the source
node by the upstream node of the broken link. Then the
upstream node attempts to find the alternate path based on the
residual energy and transmission power mentioned above.

Fig 2 : Route Repair process

In figure 2, suppose the link between node 6 and node 8 is
broken, the upstream node of the broken path 6 sends Local
Repair (LR) back to the source. Also it attempts to find an
alternate path. In this example node 6 finds the alternate path
1-6-9-12 since it has next high stability nodes based on the
residual energy and minimum receiving power than all other
paths.

4. Performance Evaluation

Simulation Environment

Simulation study has been carried out to show the
performance of our proposed protocol. Simulation used here
is NS2 (Network Simulator).Simulation results have been
compared with various existing protocols like AODV and
DSDV in terms of quality of service(QoS) parameters such as
energy consumption and throughput.

TABLE III
SIMULATION PARAMETERS
Parameter Vahie
Test drea 1500 X 1500m
Chammel type Wireless charmel
Eadio propagation Tara Bay Groumd
A yternna type Omn divechomal
Interface queue type Dirop tail with prionity quaie
Iaxify length 1]
Transmission range 250m
Mumber of nodes 2
Hode separatiom Half of radin range, vertically
and horizortally
Transmission Bandwridth | Ibps
M C IEEE 802.11 with RTS/CTS
Mobility Model Randcon waypoint
Iobility S peed 0 — 10ms
Iobility Panse Time s
Traffic Type CEE, UDF
Packet size 512 bytes
Imtial energy 100 Jonles
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Figure 3: Energy Consumption Vs Number of Nodes (Fixed
Topology)

Energy consumption of proposed protocol ACER and
simulated protocol AODV is increased and decreased when
the number of nodes is got increased and it is depicted in
figure 1 to 4. Both topologies experiences that the proposed
protocol ACER consumes less energy than AODV because
the processing of packets and number of nodes at the same
time load on many number of nodes consumes more energy
for AODV is very large then ACER. Since ACER experiences
the signal-to-noise ratio and computes bit error rate, it reduces

it’s energy consumption very low than AODV.
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Figure 4: Energy Consumption Vs Speed (Fixed Topology)
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Figure 5: Energy Consumption Vs Number of Nodes
(Random Topology)
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Figure 7: Load Vs Throughput (Fixed Topology)

Figure 5 to 8 depict the comparison of throughput against load
and packet sized in fixed topology and random topology.
Throughput is the average rate of successful delivery of
packets in a communication channel.. It is the total successful
transmissions within the time period from simulation starts
and ends. In this scheme, the proposed protocol ACER
achieves better throughput while the load in the path is
increasing than AODV protocol. AODV makes no such stable
route like ACER. AODV experiences heavy packet loss due
to inconvenience in stable route. AODV suffers from heavy
load. If there is high load in the path, AODV achieves only
85% successful delivery of packets. But our proposed
protocol ACER achieves 97% of successful packet delivery
eventhough there is high load.
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5. Conclusion

In MANET, there were no such power conscious algorithm
which rectifies all the problems of ad hoc network. In our
proposed algorithm, we show that the remaining energy of the
node is used to calculate the stable path. The residual energy
is calculated from initial energy and spent energy at each
stage. The power of RTS/CTS mechanisms are reduced to a
desired level in accordance with minimum receiving power of
the intermediate nodes. The receiving energy is kept to a
minimum level using the receiver’s sensitivity. In this
protocol, RTS/CTS transmission occurs after the route
discovery and route reply to reserve the selected path so that
the energy of the ad hoc node can be saved. RTS/CTS
transmission consumes low energy since this transmission
occurs only in the selected path. The MAC layer and physical
layer functions are crucial to make a dynamic routing protocol
and perform QoS parameters comparison. Here average
energy consumption, packet delivery ratio, end-to-end delay
and throughput are plotted against time. In future, these
parameters are to be addressed against high mobility using
many mobility models. Our proposed ACER performs better
than AODV and DSDV in all these parameters when the
energy of mobile nodes depends on the transmission of
RTS/CTS after route discovery and route reply also depends
on minimum receiving energy based on the receiver
sensitivity.
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Abstract - Mobile Ad hoc network (MANET) is a wireless
network that does not need any fixed infrastructure. It is based
on dynamically formed mobile nodes that establish routes
between each other and interconnect to transmit packets on a
shared wireless channel. Designing routing protocols for
mobile ad hoc networks and implementing new or existing
security schemes on these networks has seen some extensive
researches and a lot of experiments has been done in this
topic. Our work propose a newly addition to the IPsec security
suite named RSP (Random Secured Packets) with the use of
AODYV Routing protocol.

Keywords: Routing, Security, Wireless, MANET, IPsec,
Architecture.

1 Introduction

Mobile Ad hoc network (MANET) is a wireless network
technology that does not need any fixed infrastructure. It is
based on dynamically formed mobile nodes that establish
routes between each other and interconnect to transmit
packets on a shared wireless channel. Mobile Ad Hoc can be
used in many scenarios, most importantly in disaster scenarios
where a fast deployment of a network is a must in order for
disaster relief personnel to coordinate their efforts through
communication or in a battlefield scenario where soldiers will
be able to communicate even with the absence of any control
room. Easiness and fast implementation of a mobile ad hoc
network whenever it is needed is one of its key successes.
MANETSs are envisioned to become key components in the
4G architecture, as they will offer multimedia services to
mobile users in areas with no pre-existing communications
infrastructure exists. [1]

In AD hoc network, nodes do not start out familiar with the
topology of the network they are joining; instead they have to
discover it. The idea is that each node that is willing to join
the network will have to make itself visible by announcing its
presence and thus this node, like any other node in MANETSs

will be capable of behaving as a host and as a router using
either direct links or multi hop wireless links. Thus nodes in
its range will be able to receive the announcement and they
will learn about its presence. Since this is the basic behind Ad
Hoc network, the importance of routing protocols for Ad Hoc
network became the major study for any related studies on Ad
Hoc networks.

However, designing a new routing protocol for Mobile Ad
Hoc Networks is not an easy task. Since no fixed
infrastructure is available for ad hoc networks, the topology
keeps on changing on a continuous basis when new nodes are
joining or leaving the network. Routing in Ad Hoc mobile
networks is challenging mainly because of node mobility. The
more rapid the rate of movement, the greater is the fraction of
bad routes and undelivered packets.”[2] Extensive research
underwent to solve the complexity of routing protocols in
Mobile Ad hoc network and several protocols where designed
for this purpose. Most of these researches on MANETSs
revolved around three major routing protocols, all of them
“On Demand protocols” such as AODV and DSR since using
a “Table driven protocol” is not very realistic. The type of
devices that usually join a MANET network such as portable
devices and small devices that have limited power, limited
battery life and limited storage capacity makes it very hard for
this type of devices to store information about all devices in
the network and update its table every specific period by
broadcasting a message, as this will consume devices batteries
dramatically and causes overhead in the network.

Routing primary security service is authorization. Typically, a
router needs to make two types of authorization decisions
authentication and integrity. Techniques like digital signatures
and message authentication codes are used to provide these
services. Denial of service attacks in a wireless network
although of course it would be desirable, it does not seem to
be feasible to prevent denial-of-service attacks in a network
that uses wireless technology (where an attacker can focus on
the physical layer without bothering to study the routing
protocol).
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Eavesdropping and masquerading are not very difficult. Node
security is another major concern as mobile nodes can fall
into hostile control. There have been widely reported cases of
theft of cellular nodes, so MANET nodes would not be any
safe. The node could be compromised and thus would act as a
hostile node. Easy theft might also lead to node tampering.
Tampered node might disrupt network operations or release
critical information. The limited powers in the mobile nodes
can lead to a simple denial of service attack where the attacker
could create additional transmissions or expensive
computations. Lack of fixed topology requires the routing
protocols to be highly sophisticated and securing it presents a
challenge in the presence of hostile nodes.

Until not long time ago, and since noticing the importance of
designing a routing protocol for Mobile Ad Hoc networks, the
security part of the routing protocol were completely ignored
other than few proposed solutions. Those solutions either did
not achieve the results they were designed for or created other
challenges on the network such as large overheads on mobile
ad hoc networks or in our opinion contradicted the whole idea
of MANETSs by ensuring that a centralized key exchange and
distribution occurring between nodes.

Our main goal is to find a secure enough routing protocol that
can be implemented on AODV without degrading the quality
of service of MANETSs and without contradicting the main
idea of MANET, the decentralized architecture. Our proposed
solution is to add a protocol to compute a certain pseudo
random number which will be applied on certain packets that
will be secured using one the IPsec protocols to the IPsec
suite and implement it on AODV routing protocol without
degrading the level of quality of service and with keeping the
concept of decentralized architecture for MANET networks.

The rest of the paper is organized as follows. In section II, we
briefly review the DSR and AODYV protocols and we review
other proposed solutions for securing routing protocol for
Mobile Ad Hoc Networks. In section III we present a detailed
description of the AODYV protocol and the IPsec architecture
and in section IV we present our proposed solution on how to
secure routing for MANET using IPsec and in section V we
present any further work that still need to be done.

2 Previous studies

The authors in [2] presented a good comparison of the
performance of DSR and AODV and came out with the
following results: DSR and AODYV both use on-demand route
discovery, but with different routing mechanics. In particular,
DSR uses source routing and route caches, and does not
depend on any periodic or timer-based activities. DSR
exploits caching aggressively and maintains multiple routes
per destination. AODYV, on the other hand, uses routing
tables, one route per destination, and destination sequence
numbers, a mechanism to prevent loops and to determine
freshness of routes. The general observation from the
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simulation is that for application-oriented metrics such as
delay and throughput, DSR outperforms AODV in less
“stressful” situations (i.e., smaller number of nodes and lower
load and/or mobility). AODV, however, outperforms DSR in
more stressful situations, with widening performance gaps
with increasing stress (e.g., more load, higher mobility). DSR,
however, consistently generates less routing load than AODV.
The poor delay and throughput performances of DSR are
mainly attributed to aggressive use of caching and lack of any
mechanism to expired stale routes or determine the freshness
of routes when multiple choices are available. Aggressive
caching, however, seems to help DSR at low loads and also
keeps its routing load down. On the other hand, AODV’s
routing loads can be reduced considerably by source routing
the request and reply packets in the route discovery process.
Since AODV keeps track of actively used routes, multiple
actively used destinations also can be searched using a single
route discovery flood to control routing load.

The authors in [3] concluded in their comparison of DSDV,
DSR and AODV that when they compared the routing
protocols based on generated parameters, DSR performed
better. When they compared the routing protocols based on
received packets vs. number of nodes, DSR performed better
up to 10 nodes, AODV performed better for more than 10
nodes. When they compared based on total dropped packets
Vs. No of nodes, DSR performed better. When they compared
based on packet delivery ratio vs. No of nodes, AODV
performed better and finally when they compared based on
average End to End delay vs. number of nodes, AODV
performed better up to 10 nodes, DSR performed better for
more than 10 nodes.

Most of the secure routing protocols proposed on different
papers are based on sharing a cryptographic symmetric key
cryptography or on some sort of security association.
Although this might be possible we do not believe that this the
solution for securing Ad Hoc Network as this type of solution
actually conflict with the whole idea of Ad Hoc network, such
as an infrastructure-less network that is decentralized and that
any node in the range can join the network and participate.
The computational powers of the nodes also make the use of
PKI during normal operations highly infeasible.

Other research papers study the routing protocols of MANETSs
and how to secure them which usually involve one of the two
security mechanisms on the routing protocol, either securing
the exchange of routing information or securing the data
packet forwarded between nodes.

Secure Routing Protocol (SRP) is one proposed security
solution that only secures the route exchange without
addressing the protection of Data transmission which will
need Secure Message Transmission Protocol (SMT) to cover
it. In this proposal, SRP protocol based on SA (Security
Association) between source and destination which is
implemented by using public key and the two nodes can
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negotiate a shared secret key. This way, it is ensured that the
packets received from a node are actually from this actual
node and not a malicious node thus the received packets is
authenticated against the sender’s id. This security solution is
good, but only securing the routing exchange leave the
message uncovered, and if protected using SMT, it will create
a large overhead on the network. In the paper titled
“Enhanced DSR for MANET with Improved Secured Route
Discovery and QoS” the authors in [4] proposed the use of
SRP on DSR routing to enable securing the route discovery in
presence of adversarial node. The authors continue to
presume that the route discovery is entrusted to SRP when
integrated in DSR and thus the goal of SMT, if implemented
on addition to S-DSR is to ensure secure data forwarding after
discovery. The authors continue by saying that the proposed
inclusion of SMT functionality in S-DSR will disperse data
into multiple packets and reconstruct the packets at the
destination. This will increase the processing overheads, but
will provide secured data transmission.

Ariadne, SEAD are two other security solution proposed on
DSR both designed by the same team, SEAD can only be used
with any suitable authentication and key distribution scheme
which is still not a straightforward matter and thus does not
actually contribute to a solution. On the other hand, Ariadne
also based on DSR provides an authentication mechanism
using TESLA but also requires clock synchronization which is
an unrealistic requirement for Ad Hoc. TESLA also incurs a
delay since it requires that packets are delayed by the longest
RTT in the network in both request and responses phases).

The authors of [5] proposed a security solution by developing
ARAN (Authenticated Routing for Ad Hoc Networks).
Although this authentication overcame the delays required by
TESLA protocol, the authors conclude that the cost of ARAN
is larger routing packets, which result in a higher routing load
and higher latency in route discovery because of the
cryptographic computation that must occur.

The authors of [6] proposed a secure routing for supporting
Ad Hoc Extreme Emergency Infrastructures using IPsec for
different routing protocols such as AODV, OLSR DYMO.
The authors concluded that using the hybrid mode of AH and
ESP towards securing MANETS will guarantee authentication
and confidentiality. They carry on by discussing that the
transport mode of the IPsec protocol was used in order to
avoid high processing power overhead. We believe that due
to the high mobility rate of MANET devices, using ESP and
AH options at the same will generate large overhead and will
create large delay.

3 1IPsec and AODV

The Ad Hoc On-demand Distance Vector Routing
(AODV) protocol is a reactive unicast routing protocol for
mobile ad hoc networks. As a reactive routing protocol,
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AODYV only needs to maintain the routing information about
the active paths [7].

The AODV algorithm enables dynamic, self-starting, multi-
hop routing between participating mobile nodes wishing to
establish and maintain an ad hoc network. AODV allows
mobile nodes to obtain routes quickly for new destinations,
and does not require nodes to maintain routes to destinations
that are not in active communication. AODV allows mobile
nodes to respond to link breakages and changes in network
topology in a timely manner [2].

In AODV, routing information is maintained in routing tables
at nodes. Every mobile node keeps a next-hop routing table,
which contains the destinations to which it currently has a
route. A routing table entry expires if it has not been used or
reactivated for a pre-specified expiration time. Moreover,
AODV adopts the destination sequence number technique
used by DSDV in an on-demand way.

It shares DSR’s on-demand characteristics hence discovers
routes whenever it is needed via a similar route discovery
process. However, AODV adopts traditional routing tables;
one entry per destination which is in contrast to DSR that
maintains multiple route cache entries for each destination.
The initial design of AODV is undertaken after the experience
with DSDV routing algorithm. Like DSDV, AODV provides
loop free routes while repairing link breakages but unlike
DSDV, it doesn’t require global periodic routing
advertisements. AODV also has other significant features.
Whenever a route is available from source to destination, it
does not add any overhead to the packets.

However, route discovery process is only initiated when
routes are not used and/or they expired and consequently
discarded. This strategy reduces the effects of stale routes as
well as the need for route maintenance for unused routes.
Another distinguishing feature of AODV is the ability to
provide unicast, multicast and broadcast communication.
AODV uses a broadcast route discovery algorithm and then
the unicast route reply massage.

IPsec (Internet Protocol Security) is an IP layer security
mechanism suite that can be used to protect the entire path
between two entities by authenticating and encrypting each IP
packet of a communication session. IPsec is not a single
protocol. Instead, IPsec provides a set of security algorithms
plus a general where two communicating devices can choose
the algorithm that suits it. The principle feature of IPsec is to
provide the security in various scenarios by encryption and/or
authentication to all traffic at IP level. IPsec allows the two
entities to negotiate and select the required protection
mechanism, such as “authentication only” or “authentication
and encryption”, select proper cryptographic transform to use
for the chosen protection, and exchange the keys required for
those transforms. [9]
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Several services can be provided by IPsec based on the
different algorithms such as Access Control, Connectionless
integrity, Data origin authentication, Rejection of replayed
packets, Confidentiality (encryption) and Limited traffic flow
confidentiality.

The architecture IPsec is composed of the base protocol that
implements Encapsulating Security Payload (ESP) and
Authentication Header (AH) by processing the headers and
interacting with the security policies database (SPD) and the
security association database (SAD) to determine the security
level afforded. ESP is the part of IPsec architecture that
covers the use of ESP protocol to encrypt the packet. The
authentication header (AH) is the part responsible of the
format of the packet when IPsec is implemented on AH
authentication option or on the ESP authentication option. AH
and ESP do not actually provide any security protection but
they must be used along with other cryptographic mechanism
to provide such as Key Management. Key management is one
important element in IPsec suite that is responsible of
exchanging and distributing keys. The last element in the
IPsec suite is the Domain of Interpretation protocol that
contains values needed for all the IPsec protocols to work
together. The three protocols that can be used in an IPsec
implementation are ESP Encapsulating Security Payload and
Encrypting and/or authenticating data, AH, Authentication
Header provides a packet authentication service and IKE,
Internet Key Exchange, Negotiates connection parameters,
including keys, for the other two.

IPsec can also assure that a router advertisement and neighbor
comes from an authorized router, a redirect message comes
from the router to which the initial packet was sent and
routing update is not forged.

4 Proposed solution

In our proposed potential solution for securing AODV routing
protocol using IPsec to authenticate nodes when they join
Mobile Ad Hoc Network and when they establish a new route
or for data transmission over an established route.

When deciding to use tunnel mode in IPsec in comparison
with Tunnel mode we based our decision on several points: if
using transport mode, this would mean that transport layer
header such as TCP Header will follow the ESP header
immediately. Security Architecture allows transport mode to
be used by end hosts but the security gateway can only use
this mode when it is acting as an end node. When it is acting
as intermediary, it cannot be used. However in Tunnel mode,
the entire original IP packet is covered and not only the
transport header will be protected by the IPsec. The initial IP
packet is encapsulated by another IP packet that includes an
IPsec header (ESP or AH). In a routing scenario basis, the two
hosts, each in a remote location communicating through
different nodes. All the forwarding nodes on its route simply
take the IP packet without knowing what are the contents and

the destination node will simply removes the outer header and
IPsec header and decrypts the contents which also include the
inner IP header.

Like the authors of [6], we are opting to use tunnel mode as
Transport mode if used in MANET will add a great overhead
on the network. The difference in our proposed solution is
that what the authors in [6] propose is to use both ESP and
AH options at the same time.

What we propose, as shown in figure 1 below, is to use ESP
and AH on the routing discovery phase as the first provide
confidentiality and data origin authentication and the second
provide connectionless integrity and authentication for the IP
datagrams since all the MANETs communication is
encapsulated in an IP header. For data transmission phase, we
add a new protocol to the IPsec security suite called RSP
(random Secured packet) that implements a pseudo random
generator that computes a random number of how many
packets will be secured using both AH and ESP on the
datagram based on how many packets the source is sending to
destination. This way and although the overload on the
network will still be quite large, it will be radically reduced in
comparison with when applying both AH and ESP at the same
time without using RSP.

Architecture
RFC 2401 —Security
Architecture for IT

Route Discovery Data Transmission

N
RSP (random
Secured packet)
AH Protocol ESP Protocol
RFC 2402 RFC 2406
Authentication Encryption
algorithms Algorithms
RFC 2403-
5 RFC 2405-
DES CBC

!
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Domain of interpretation (DOI)
RFC 2407 —Internet Security DOI

P

Key Management
RFC 2408 - ISAKMO
RFC 2409 IKE

Fig 1: Newly proposed addition to the IPsec protocol suite



RSP, by reading the packets being received, and analyzing the
message that is being transmitted chooses based on the
number of packets and based on the type of communication,
the number of packets that needed to be secured using both
ESP and AH and thus applies the pseudo random generator to
generate which packets will be secured. Making it randomly
chosen make it a lot harder for anyone trying to listen to the
transmission to guess which packets will be secured and
which packets will not. Also by not having the same order of
packets that will be secured using ESP and AH, makes it
extremely hard if not impossible to guess the message being
transmitted only from the packets that were sent unsecured by
both ESP and AH.

5 Future work

We are currently finalizing the test-bed which will be used to
test the newly developed addition the IPsec. Extensive
complex simulation when carried by our test-bed will provide
a more in depth performance analysis of the MANETSs when
secured using our newly adapted IPsec suite with AODV.
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Application And Research On Mobile E-Business
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Abstract - With the globalization of the information
technology revolution and the development of intelligent
mobile phone, the development of mobile e-business obtains
more and more support. Mobile payment is the cornerstone
and motive power of mobile e-business. Compared to other
channels, such as website, SMS, and WAP, mobile phone
client has become the most important channel because it has
many advantages on portability, user experience and
convenience. In view of the diversity of operating system for
intelligent mobile phone, this paper presents a way on mobile
client solutions based on cross-platform for mobile e-business
and emphatically introduces the system's architecture and key
issues. Actual operation situation shows that such a system
has a good safety and practicality, and may become a
powerful payment tool for mobile e-business applications.
Keywords: Mobile e-business, Cross-Platform, Mobile
phone client, Security

1 Introduction

Now the mobile communication technology and Internet
technology has gradually become the two big pillars for the
information industry. As the combination of both the
industries, mobile e-business rapid develops ™. Mobile e-
business is the result of the rapid development of network
communication technology. Based on wireless network
technology, mobile e-business truly realizes the operation of
cross-platform. With the rapid development of Internet
technology, E-business has gradually become a new model
for business activities. It fully supports Internet services.
Users can use a smart phone or a PDA anytime, anywhere to
search, select and purchase goods and services, and make use
of electronic means to achieve payment .

Mobile payment is the core of mobile e-business. Mobile
client has great significance for changes of payment means,
expansion of payment scope, improvement of payment
security and improvement of customer satisfaction
“ However, the diversity of operating system and the large
difference for intelligent mobile phone bring about high

t This research was supported by the Ministry of Science and
Technology of China , and the Ministry of industry of information
technology of China (Project Name: Office information system based on
homemade CPU/OS for Hunan province government No: 2102ZX01045-
004-005-003)

threshold for terminal application development of mobile
payment, long development cycle and large difference in user
experience. All of these have a direct impact on promotion
deployment of mobile payment client and impede the
development of mobile e-business for intelligent mobile
phone. This paper puts forward a way on mobile client
solutions based on cross-platform for mobile e-business and
emphatically introduces the system's architecture and key
issues to be resolved.

2 Architecture

As shown in Figl, the mobile client system is divided
into mobile payment client, payment center system and
version management system.

o Mobile payment client: It is the core system of the
whole system structure. It is mainly responsible for user
interface display for payment function and performs simple
logic judgment on service. The structure is divided into
application layer, application framework layer, the runtime
library and operating system. Among them, the applications
layer implements the functions of interface display and
Interaction. These Interaction functions include user login,
user registration, user payment, account management and
other functions. Application framework layer provides
framework support for application. The Ul manager is
responsible for the user interface layout management and
subject management. Event manager encapsulates the events
of bottom key and touch screen, which provides a unified
treatment  mechanism  for different mobile  phone
manufacturers. The business process controller offers support
for business flow and scene switches. Resource management
is responsible for resource creation, resource recycling and
resource release. Network management carries out the
management of communication protocols, connection
establishment, and data access and message analysis. System
runtime layer mainly supplies support for program library and
runtime library. Program library include local data access
interface, local database access interface, wireless message
interface, the underlying communication interface and
multimedia interface. Runtime library offers a runtime
environment. Operating system layer provides implement
guarantee for the core function of application. These mainly
include security, memory management, process management
and network protocol stack.
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Payment center system: Payment center system, which can
be divided into front end and back end, provides service
interface specification and implements the required business
functions. Front end is in charge of the access of various
channels and the three-party peripheral system, and performs
protocol conversion between different systems. The other task
is to carry out security monitoring, flow control, deployment
management and transaction start-stop control, and provides
uniform data view. Back end achieves the main business logic
and data processing, and mainly includes account module,
payment processing module, payment management module,
payment and settlement module, marketing management
module and processing module.

Version management system: It is an information
management and storage platform for version and plug-in.
Version management server responds to the request for client
version and plug-in download. Version management system
is not related to the service logic processing and is mainly
responsible for the version release, version update and
version management.

3 Research on Key Technologies

There are some key technology issues to be solved
during the construction process of mobile electronic payment

client system based on cross-platform. We presents our own
solutions combined with the characteristics of mobile
payment after we fully research traditional solutions. These
research and solutions for these key technologies have played
a crucial role in the mobile client system’s construction. The
following discussion will focus on cross-platform scheme and
security scheme.

3.1 Cross-platform Scheme

The popularity of intelligent terminals effectively
promoted the development of mobile e-business. However,
the diversity of mobile phone's operating brings out high
threshold for development, long development cycle and too
large terminal adapter workload. All of these directly affect
development and promotion of terminal application. Thus this
also restricts the rapid development of mobile e-business on
the other hand. How to realize cross-platform development
has become an important issue need to be solved in the
development of mobile e-business payment client.

3.1.1 Cross-platform Scheme Base on VM

At present, middleware and code switching is main
cross-platform development scheme.
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Middleware mode reduces the repetitive workload for
developer by providing cross-platform SDK package. Nokia
QT is the primary representative of the mode. After Nokia
acquired Trolltech Company, it began to develop Qt to realize
its own target. Now Qt could cover many platforms such as
Symbian, windows mobile, windows, Linux and mac OS. Qt
is essentially a set of cross-platform SDKs. Early, developers

need to use C + + language to perform the development of Qt.

Then Qt launched Qt Jambi so that developers can also use
Java development. The regret is that the official has no plan
to support Android. It is also difficult to say whether Android
will be considered in the future. Although the third part open
source project has implement code transplant in part, all of Ul
components belongs to Qt’s own and original control could
not be used. This brings out a great discount of user
experience. The main drawback is that Qt uses its own
control to meet code transplant demand but loses user
experience of each platform .

In code switching mode, mobile phone developers adopt a
unified language to develop such as JaveMe. Then source
code is converted to each platform such as windows mobile
by using a conversion engine. At last the resulted code is
compiled and debug. AlcheMo is the primary representative
for the mode. Currently AlcheMo supports iPhone, Android
and windows mobile platform, but does not support symbian.
AlcheMo introduces a bridging mechanism which can make
developers for mobile phone application directly use native
API to enhance platform's function. The main drawback of
the mode is that separate debugging is required and the
success rate of code switching is not high which leads it often
need[g]o modified by hand although developers just write code
once™.

In order to overcome the shortcomings of middleware
mode and code switching mode, we put forwards cross-
platform scheme based on virtual machine. It is different from
existing J2ME JVM scheme that the scheme implement VM
for various target platforms to ensure JVM unified. In our
scheme, a set of client core business engine are built to realize
the Ul analysis and drawing. Then target application
packages are generated after code are compiled and packaged
by using visual developing platform (our own IDE). The
target application packages call the underlying system
capabilities and functions, and offer Ul interface analysis and
drawing through system instructions interpreted by the
corresponding client core business engine. In this way,
interface control and application functions for different
platform are achieved. The key of our scheme is that JVM are
adopted and its executable file uses binary intermediate
format.

3.1.2 Core engine Based on Cross-platform

As shown in Fig2, the key technology is core engine
based on cross-platform. The core engine of mobile e-
business payment client is made up of browser engine, script
execution engine (JVM engine), Ul engine, CSS3 engine and
XCOM plug-in engine. The browser engine is mainly
responsible for loading application and Ul engine performs
Ul drawing. Interface rendering work is CSS3 engine's task.
The XCOM plug-in engine is in charge of behavior
management for plug-ins. This management includes plug-ins
location, plug-ins query, plug-ins download and plug-ins
installation.
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Standard WAP package and enhanced WAP package are
two kind of application which can be produced by
development engine based on cross-platform.

For the loading of Standard WAP, application will
directly call system browser component via local APl module.
When the system browser needs to call a plug-in capability,
the specific capability will be used by XCOM engine.

As for the loading of the enhanced WAP, enhanced
WAP application will be decomposed into the scripts and
pages, which are respectively processed by script engine, Ul
engine and CSS3 engine, after application package in
application repository is loaded by browse engine. Enhanced
WAP application consists of enhanced WAP tag description,
scripts, and resource files.

3.2 Security Scheme

Due to the special characteristics of mobile e-business,
mobile e-payment security is particularly important. Security
issue has become the most important factors for mobile e-
business ™. During the building of the system, we put
forward practical solutions to solve the access control, access
security, data storage security and availability.

In access control, we mainly use user name and password
authentication because payment business quota has been
controlled from business requirement. Access control
involves  password initialization, login  password’s
authentication and payment password’s authentication.
Among these processes, password initialization and login
password’s authentication are the most important and they are
as shown below.

The process of password initialization is described as
shown in Fig3. The authentication platform returns server
public key to the mobile client after mobile client sends the

request for downloading public key to authentication platform.

User inputs initial login password and payment password,
then mobile client generates random number and encrypts
login PIN with server public key. In addition, mobile client
randomly generates transmission key, and then the
transmission key is encrypted in server public key. Then
mobile client sends the request for user registration to the
authentication platform. The request includes the login PIN
cipher text and the payment PIN cipher text. The login PIN
cipher text, which is encrypted by the server public key,
contains 128 byte. The payment PIN cipher text, which is
encrypted by the transmission key, contains 8 bytes. After
receiving registration request, authentication platform
invokes encryption machine interface to convert login Pin's
cipher text and payment PIN's cipher text into PIN's cipher
text encrypted by PVK encryption. If PIN cipher text needs to
be transferred between different network elements, ZPK key
shared between encryption machines is used for the
encryption. Back-end authentication platform returns the
initialization result to the mobile client after it performs the
initialization of login PIN and payment PIN.
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Fig3 the process of password initialization

The process of login password’s authentication is
described as shown in Fig4. The authentication platform
returns server public key to the mobile client when it receives
the request for downloading public key from mobile client.
User inputs login PIN. Then mobile client generates random
number and encrypts login PIN with server public key and
sends the request for user login to the authentication platform.
The request contains login PIN's cipher text. After receiving
the login request, the authentication platform invokes
encryption machine interface to convert login Pin's cipher
text into PIN's cipher text encrypted by PVK encryption. If
PIN cipher text needs to be transferred between different
network elements, ZPK key shared between encryption
machines is used for the encryption. The authentication
platform returns the verification result to the mobile client
after it checks the cipher text to be verified.

We also take other aspects in security solution into
account. In communications security, we use HTTPS security
protocol to communicate with backend server. In data storage
security, we present strict requirements for sensitive data
stored in the mobile terminal. Password in the client appears
only in the memory and should be deleted immediately after
is verified. In client availability, some measures also are
taken to provide security protection. These measures include
exception handling for call, power interruption and network
interruption during transaction process.



Int'l Conf. Wireless Networks | ICWN'12 | 45

Service Provider”, 2011 International Conference on
Management and Service Science (MASS),volume(1):1-4
Mobile Client Authentication platform [4] Dizaj, M.V.A.,Moghaddam, R.A.,Momenebellah, S. ;
. ‘ Momenebellah, S. ,"New mobile payment protocol: Mobile
i pay center protocol 2 (MPCP2) by using new key agreement
7 protocol: VAM" ,2011 IEEE Pacific Rim Conference on
i Communications, Computers and Signal Processing (PacRim),
} volume(1):12-18

i [5] Akinkuolie, B.B.,Lin Chia-Feng,Shyan-Ming Yuan."A

Download public key

Return public key

Input login PIN

Y

Cross-Platform Mobile Learning System Using QT SDK

Framework™.2011 Fifth International Conference on Genetic

and Evolutionary Computing (ICGEC), volume(1):163-167

[6] Almangoush, R.,Aneiba, A. ,"A model for mobile voice

message service using JAVA ME",2010 2nd International

Conference on Computer Technology and Development
> encrypt login PIN_(|CCTD), volume(1):42-55

Generate random number

Send login request

I
I
i
} PIN Verification

Y

return verification result

|
|
|
|
|
|
|
|
e
|
|
|
I
|
[
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
K
|
|
|
|
|
|

|
|
1
|
|
|
|
|
|

Fig4 the process of login password’s authentication

4 Conclusion

This paper presents mobile client solutions based on the
cross-platform for mobile e-business. The key issues to be
resolved in the process of building the system are discussed
based on the introduction of the architecture of the system.
These crucial issues mainly include cross-platform scheme
and security scheme. Actual operating condition states that
the mobile e-business client based on the cross-platform has a
good security and practicality, and could be an excellent tool
for mobile payment applications.
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Abstract: In this paper, the emerging need for a user-driven
contextualized approach towards security authentication for
today’s emergent mobile e-commerce applications is outlined.
The main advantages of contextualizing user-driven
authentication is that it can be almost impregnable by malicious
users who attempt to get personal details through various
intrusion techniques or by plain theft of a mobile device.
Drawing on existing work on context modeling, in this paper we
develop a 4-layer framework that can support the provisioning
of trustworthy authentication measures for mobility applications
to garner widespread public adoption. If appropriately evolved,
such technology might allow banking institutions in growing
markets to leapfrog credit-card based payment schemes and
rapidly reach an untapped ‘banking market’ segment of mobile
users in new and emergent economies.

I. Introduction

In most modern day applications, there exists a dire need for a
user-driven  contextualized approach  towards security
authentication. Such needs are often evolved through contexts,
wherein a context refers to the information which can be used to
characterize the situation of an entity under consideration. An
entity may be a person, location, object, etc. which are
considered to be relevant for the behavior of an application.
These contexts then need to be applied to address security
authentication challenges through the use of policies. To
establish contexts, researchers have applied context modeling,
which is an attempt to describe not just the entities involved in a
system but also their relationships. Such context modeling can
be accomplished through either bottom-up or top-down
techniques. In real-world applications (ex. mobile wallet) that
have crept into the daily lives of millions of people, such
contextualization must necessarily include some regionalization
and localization for the needs of usable security authentication.
To determine such regional and application-specific contexts,
there must be a delicate and well-defined balance between the
complexity of the authentication measure and the relative
simplicity and ease of use by any individual. Thus the main
scientific contribution of this paper is the development of a
compelling case for personal and application-specific
contextualization and a proposed that can accomplish this
successfully. Such context-aware techniques have the potential
to support the development of pervasive, user-centered
computing applications that are flexible, adaptable, and capable
of acting autonomously on behalf of their users.

Srini Ramaswamy
Industrial Software Systems
ABB India Corporate Research Center
srini@ieee.org

I1. Context Modeling Approaches

Current approaches to context modeling can be broadly
classified into the three main categories: These include [1]:

1. Object-role based context modeling: these approaches are
called fact-based context modeling approaches, have
evolved from data base modeling techniques, and they
attempt to create formal models of context to support
automated processing for queries and reasoning. It also
supports software engineering tasks such as analysis and
design. Tools such as CML [2-4], based on OML [5], have
been developed for this need. Such tools provide a
database-style management of context information and
typically offer interfaces for applications to query context
information or receive notifications on context changes.

2. Spatial context modeling: Spatial context modeling is
relevant for developing context-aware applications that are
primarily location-based, for example mobile information
systems. Such information may include the position of
entities as well as its spatial relation to other related entities.
This may be an area, range or distances to other entities.
Typical queries for such a context management platform
will include support for queries that help determine,
position, range, nearest neighbor, geometric / symbolic
coordinates, etc. [6]. Tools for special context modeling
have been in the market by several vendors [8, 9, 10].
However, a major drawback of this approach will be the
effort that it takes to gather and organize location data, as
well as to keep it current.

3. Ontology-based context modeling: In this approach
researchers attempt to support applicative needs that require
a thorough representation of knowledge. Ontological
representations attempt to describe complex context data
that cannot be otherwise described by simple languages, by
allowing for formal semantics based data descriptions,
thereby making it available for relationship consistency
checks. While it is highly expressive and could also support
interoperability, it can be too complex and inappropriate for
certain kinds of applications (such as ‘thin’ mobile-based
payment systems). However, in [6], the authors have
evolved a multi-tiered approach for ontology based
contextual modeling, based on a 5-tiered ontology
presented in [7]; namely, physical reality, observable
reality, object world, social reality and cognitive agents.
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111. Contextualization for Security Authentication

Given the above brief survey on contextualization for
development of pervasive applications, specifically for the need
to develop personalized and regionally / culturally relevant
security authentication measures we foresee the following
challenges: (i) First for each application and cultural /
regionalization need, one needs to define a suitable context
model for such systems to act as the primary basis for the policy
generation. (ii) Second, the security authentication policies
themselves have to be derived from this contextual model. (iii)
Third, such a policy must also be enabled along with appropriate
context management, i.e., the efficient management of context
information and feasible context representations in order to
allow reasoning.

The design of such societally pervasive systems thus cannot be
highly application-centric — which has been the case thus far,
and appropriate focus need to be paid to personally identifiable
information (PIl) and the management of such PII information
from a contextual perspective. Moreover, while such context
information must be rich enough to evaluate whether there is a
chance for the user to understand the authentication measure
with the application environment and policy situations that are
prevalent locally, it should support decision making when
adaptation to the context is necessary due to changes in the
regional context that will additionally also require reasoning
capabilities. Hence a framework for such systems must support
multi-level context development, whereby higher level context
information may be utilized to support emerging needs such as
appropriate consistency verification and support in-depth
reasoning about unforeseen, complex situations.

V. Authentication Measures for Mobile Payments in a
Regional Context

Mobile payments add a degree of flexibility for the end
customer while reducing office / retail space costs for a vendor
and hence are increasingly viewed as a significant business
opportunity by all kinds of vendors. Typically, as shown in
Figure 1, mobile payment mechanisms can be classified as one
of the below three broad categories.

1. Account-based schemes: Account-based schemes are based
on the principle that a customer will ‘open’ or maintain an
account, using which they will be billed. Such schemes may
be either direct cash based or token based (which map to
some cash value) and typically are not small transactions.
They can be further classified into phone based (some
carriers in India allow ‘deposit’ of money / credit to facilitate
such account-based schemes, card-based or point-of-sale
(using a merchant). An interesting twist in this scheme that is
popular in the Indian market segment is COD (cash-on-
delivery), where in the customer has established a degree of
trust with the vendor and hence the valuable purchased is
shipped and payment received on delivery.

2. Mobile Wallet: Mobile wallet is a functionality that resides
in a mobile device and supports secure interactions to
digitally transact using the wireless backbone. They can help
facilitate mobile payments, mobile commerce, manage
mobile identify and engage in banking / financial
transactions.

3. Micro payments: In a micropayment the user and seller each
establish an account with a third-party service provider who
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monitors, collects and distributes micropayments, which are
categorized as a small sum of money in exchange for
something made available online. Due to the small nature of
the transaction micropayments typically accumulate until
they are collected as a single, larger payment.

While mobile payments add immense degree of user flexibility,
security of these transaction mechanisms and ease of use of
these interaction exchanges is of immense interest to both
customer and the financial institutions. Security, trust and
privacy are therefore critical for organizations to cultivate an
effective, mutually rewarding relationship with the customer.
Additionally, typically such services also involve other
significant barriers to entry such as (i) High costs: For example
if one wants to use services such as IBM’s context service [12],
which integrates different context information required by the
client application from the different sources. However, it is
often left to the customer to explore further integration to
provide information spanning multiple instances. (ii) Low

Phone-based
4>[ Account Based H Card-based ]

[ Ll H Mobile Wallet ]
Systems

Micro Payment

Figure 1. Classification of Mobile Payment Schemes

payout rates - operators also see high costs in running and
supporting transactional payments which results in payout rates
to the merchant being as low as 30% (usually this is around
50%) (iii) Low follow-on sales - once the payment message has
been sent and the goods received there is little else the consumer
can do. It is difficult for them to remember where something
was purchased or how to buy it again. In such a nebulous
business environment, it is easy for security authentication
measures to not receive the necessary attention. For example,
the SMS/USSD encryption ends in the radio interface, thereafter
the message is often via plaintext.

As a case study we will discuss the contextualization of security
authentication for mobile payment applications motivated
through an Indian context. Further we propose a context based
framework for the development of such applications. Mobile
wallet generally refers to payment services operated under
financial regulations and performed either from, or via, a mobile
device. Financial institutions, credit card companies, internet
companies like Google, telecommunication companies, etc.
now-a-day shave accepted using mobile payments as an
alternative payment method to cash, checks or credit cards.
Using this facility, a consumer can use a mobile phone to pay
for a wide range of services such as music, videos, ringtones,
online game subscription or items, transportation fares (bus,
subway or train), parking meters and other such services. All
over the world mobile payments have begun to grow and are
being adopted in different ways. The combined market for all
types of mobile payments is expected to reach more than double
today’s value and reach $600B globally by 2013. Additionally
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contactless NFC (near-field

communication) transactions are also
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In markets such as India, issues such as poor reliability and
slower network speeds, etc. assumes greater significance.
Furthermore, unlike many western countries, in several
countries such as India, where there are deep layers of
entrenched administrative bureaucracy, there are also issues
with respect to using only personally identifying information
(Pl - such as name, DOB, father / mother’s name, etc.) for
authentication. For example, several tidbits of commonly used
Pl data for authentication are often widely available across
multiple stakeholders — from schools, colleges, doctor’s offices,
other government service offices, etc. Hence there needs to be
augment such authentication measures along with more ‘private’
measures of authentication. For example, many would very
much remember who their favorite historical figures are in some
ranked order, their first crush, their favorite heroes, heroines, or
what was their most unforgettable day (not essentially birth
day), etc.; roles / people / events, etc., that tend to resonate with
a lot of the masses and thus be more personal and retained
internally in their memories. Other such measures may be things
such as favorite food, favorite movie, etc.

V. A Contextualized Model for Authentication for
Mobile Wallet Applications

In this section we extend and adapt

themselves in every regional context, but combined within the
4-tier contextualization, they can provide a very resilient
authentication framework for mobile applications. Such a
mapping is presented in Figure 3.

Since the knowledge factor — for example, using information
such as passwords, is acknowledged as a weak mechanism.
Hence in our proposed framework we differentiate two types of
PIl knowledge — residual, imprinted and private Pll knowledge
of a mobile user from publically attainable PIl information
which is more widely available and needed for gaining essential
societal services. In many regions, cultures and societies such
private PIl knowledge will not be widely known in many
context beyond the user themselves (ex. date of their first date,
name of their first crush, etc.). In our approach, we recommend
utilizing such private PIl knowledge for the first (Question-
Answer based Authentication) QA tier, since we deem such
private and personal knowledge to be of increasing value for
user identification. While they may sound the same, there are
important differences between authentication and identification.
While authentication refers to the process of confirming or
denying a person’s claimed identity while identification refers to
the process of establishing a subject’s identity. Hence we
propose to use such residual, imprinted and private knowledge
at Tier-1 for rapid user identification. In certain contexts, these

from the tired model developed in [6] to
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authentication of mobile wallet and
related applications. Items in physical
procession, especially in a mobile
context, in certain regions of the world
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subsequent jail breaking to gain more
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three methods are not fail-safe by
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may also be used in tier-3 at the server level for additional
authentication. Such knowledge is different from PII
information that a user might be required to enter in any other
stored form that is not immediately under the user’s control, etc.
ex. for receiving a service — medical form information such as
date of birth, blood group, or name, address, parents’ name,
previous addresses, etc. that may be needed in some university /
college applications, etc. As shown in Figure 2, Tier (Level) 1
and Tier 2 based authentications therefore become a part of
every interaction between the user and the mobile device. In all
such interaction schemes, temporal and special activity profiling
algorithms can be used to validate user accesses and actions.

In the proposed framework, at the Tier 1 level question-answer
(QA) based authentication schemes are employed using private
PII information, which can be effectively contextualized from a
regional / cultural perspective. In this level, the system will not
store any pre-structured information either in the device or the
server and will effectively serve as the first line of
authentication — for example using questions that are personally
contextualized. For added complexity, reverse QA schemes can
also be employed (where the user chooses the correct questions
for a particular answer — information for which only the user
knows the correct context).
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Since this involves human interaction, use cases of appropriate
scope and depth must be developed to capture the regional /
localized contexts of this interaction. Tier 2 (Level 2) will
involve device-level authentication measures, where in
password-based, PIN-based, biometric-based, and multi-touch
based authentication schemes can be effectively used to support
the necessary authentication needs. Combined with the Tier-1
identification measures, this two-level scheme forms the first
line of intrusion defense for any mobile device; especially in
case of theft, which is rampant in developing countries. The
mapping of strong authentication measures to the proposed
tiered contextualization framework is shown in Figure 3. Figure
4 presents three different use-case scenarios that are specific to
the mobile payment context for which appropriate context
mapping models have to be developed.

Tier-3 (Level 3) authentication methods will be outside of the
‘local (device and individual) system and will be effectuated at
the server-level, and may include a combination of techniques
that are automated. This can involve Capthas and other similar
schemes that may include additional publically available PII
(generic information stored at the server — during registration
process, etc.) and a more general set of QAs that are not so
deeply contextualized. However, the need for Tier-3
authentication will not be triggered until there are some alerts
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that are raised due to deviations from normal behavior patterns
mined through low cost special-temporal algorithms at the
device level. Upon unsatisfactory authentication at Tier-3 the
system escalates the authentication need to involve a human in
the loop who may be required to call an alternate number (home
phone), or other kinds of schemes. Cumulatively, the approach
presented in this paper, principally to distinguish public and
private PIl information to derive regional / localized contexts for
user identification at the device level, can provide a scalable,
light-weight, yet strong authentication measure for mobility
applications.

V1. Conclusions

In this paper, we have proposed the need for contextualized,
multi-level, multi-factor authentication mechanisms for user
authentication in emerging mobile applications. We have
proposed a notional framework for such authentication that
accommodates deep personalization of authentication measures
(possibly from regional and cultural perspectives). The tiered
framework draws from existing literature on contextualization
and adapts it to the emerging needs for mobile-based payment
services.

However, it is clear that significant future work is needed to
address the issue of personalization and contextualization and it
assumes enormous business significance as the world rapidly
advances to deploy mobile services for the common man. In
countries such as India or similar developing countries, where
some of the normally used QA based PII-driven authentication
information are more easily attainable and where theft of
personal mobility devices is significant, such approaches to
addresses security and authentication is of dire significance to
assure customers, and thereby build trust, to transition to using
such systems. If simplicity of use, and user anxiety and
apprehension in using these methods are adequately and
appropriately addressed, such mobility-based payment systems
carry significant potential for success as they will be incredibly
useful for people in rural towns and villages, where there is
already a very strong proliferation of mobility devices. Such

Int'l Conf. Wireless Networks | ICWN'12 |

technology might then allow for millions of users to buy into
such services, and as a result banking institutions in such
growing economies, may even leapfrog ‘credit-card’ based
payment schemes, making them obsolete.
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Abstract - In the recent years, the security issues on
Mobile ad hoc network (MANET) have become one of
the primary concerns. Because of the mobility nature,
MANET is more vulnerable to be attacked than wired
network. Attack prevention measures, such as
authentication and encryption, can be used as the first
line of defense for reducing the possibilities of attacks.
However, encryption and authentication cannot defend
against compromised mobile nodes which carry the
private keys. Intrusion detection techniques (IDS) the
second mechanism to detect and response the attack
which  successfully penetrated the prevention
mechanisms. The main categories of these techniques
are anomaly-based  detection, signature-based
detection and specification-based detection. In this
paper the different detection techniques- anomaly
detection, signature detection and specification-based
detection- are classified, as well as comparative
discussion of these different techniques.

Keywords: MANET, Anomaly Detection, Signature
Detection, Specification-based Detection.

1 Introduction

The Internet and computer networks are exposed to
an increasing number of security threats. Mobile ad
hoc network (MANET) is vulnerable to security
attacks due to its features of open medium, dynamic
changing topology, cooperative algorithms and lack of
cartelized monitoring. The flexibility provided by the
open broadcast medium and cooperativeness of the
mobile devices introduces new security risks. Security
services, such as authentication services and access
controls, can enhance the security of ad hoc networks.
Nevertheless, these preventive mechanisms alone
cannot deter all possible attacks (e.g., insider attackers
possessing the key). Therefore, it is necessary to have
other security mechanisms to deal with misbehaving
insider nodes that possess the valid key and access

rights. As result, intrusion detection is an indispensable
part of security for MANET.

There are several techniques can be applied for the
detection of attacks against routing protocols in
MANET. The main categories of these techniques are:
anomaly-based detection, misuse-based detection and
specification-based detection [1]. These techniques
apply to each of the routing protocols such as Ad hoc
on-demand distance vector (AODV)[27], Dynamic
source routing (DSR)[26], Optimized link state routing
(OLSR)[10], and potentially other infrastructure
protocols used in MANET.

The aim of this paper is to classify current techniques
of Intrusion Detection System (IDS) and comparison
between these detection techniques.

The paper is organized as follows Section 2 present the
concept of prevention mechanisms extends with the
limitation of these mechanisms. Section 3 provides an
overview of IDS MANET as well as discusses the
different detection techniques; these are anomaly-
based, signature-based and specification-based.
Comparison discussion between these detection
techniques is presented in Section 4. Section 5
concludes the paper.

2 Prevention mechanisms

Prevention mechanism is used to secure network
against external attacks, where it can be achieved by
authenticating users and nodes [2][3][4], and by
securing routing protocols used to create routes
between nodes[5][6][7]. By signed the routing
messages by each node, a large number of attacks can
be prevented or eliminated, example of such attacks
are:

-Spoofing attacks: Attacks in which nodes send routing
messages pretending to be a different node.

-Modifying attacks: Attacks in which nodes modify
routing messages in transit with the intention of
misleading other nodes.
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Modifying the routing protocols to require node
authentication is a viable approach but has some
limitations: firstly, it increases the overhead since it
increases the size of routing messages and the amount
of processing needed to process each routing message.
Further, every node needs to verify the authenticity of
the incoming routing messages.

However, these techniques in general they are designed
for a set of known attacks. However, encryption and
authentication cannot defend against compromised
mobile nodes which carry the private keys. For this
reason, there is a need of second mechanism to detect
and response the attack that successfully penetrated the
prevention mechanisms.

3 Intrusion Detection in MANET

Intrusion detection techniques (IDS) are a valuable
technology to protect target systems and networks
against malicious activities. Detection and response
mechanisms are used to secure network against internal
attacks. This can be achieved using intrusion detection
systems [8][9]. IDS should be able to detect the
malicious activities of attackers who successfully
penetrated the prevention mechanisms.

Many intrusion detection systems have been proposed
in traditional wired networks, where all traffic must go
through switches, routers, or gateways. Hence, IDS can
be added to and implemented in these devices easily
[12][13]. On the other hand, MANET does not have
such devices. Moreover, the medium is wide open, so
both legitimate and malicious users can access it.
Furthermore, there is no clear separation between
normal and abnormal activities in a mobile
environment. Since nodes can move arbitrarily, false
routing information could be from a compromised
node or a node that has outdated information. Thus, the
current IDS techniques on wired networks cannot be
applied directly to MANET.

Some assumptions are made in order for the intrusion
detection systems to work in MANET [14]. The first
assumption is that user and program activities are
observable. The second assumption, which is more
important, is that normal and intrusive activities must
have distinct behaviors, as intrusion detection must
capture and analyze system activity to determine if the
system is under attack.

Several techniques can be applied for the detection of
attacks against routing protocols. These techniques can
be divided into the main categories of: anomaly-based
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detection, signature-based detection and specification-
based detection [1]. These techniques apply to each of
the routing protocols such as AODV, DSR, OLSR, and
potentially other infrastructure protocols used in
MANET (e.g. multicast, session management).

3.1 Anomaly-Based Detection

An Anomaly-based intrusion detection System, is a
system for detecting computer intrusions by
monitoring system activity and classifying it as either
normal or anomalous. This technique tries to detect
attacks by looking at activities that vary from the
normal expected behavior. Detection techniques can be
classified into three main categories [25]:

= Statistical-based.
= Knowledge-based.
= Machine learning-based.

Defining normal behavior major challenge in anomaly
detection. Normal behavior can change over time and
intrusion detection systems must be kept up to date.
False positive — the normal activities that are detect as
anomalies by IDS — can be high in anomaly-based
detection. On the other hand, anomaly-based detection
is capable for detecting previously unknown attacks.
This is very important in an environment where new
attacks and new wvulnerabilities of system are
announced constantly.

3.2 Misuse-Based Detection

Misuse-based or signature-based intrusion detection

compares known attack signatures with current system
activities. Generally misuse-based intrusion detection
preferred by commercial IDSs since it is efficient and
has a low positive rate.
Misuse detection provides very good detection results
for specified, well-known attacks. However, they are
not capable of detecting new, unfamiliar intrusions,
even if they are built as minimum variants of already
known attacks. The system is only as strong as its
signature database, and this needs frequent updating
for new attacks.

3.3 Specification-Based Detection

The  specification-based  intrusion  detection
technique [15] is usually based on building finite state
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machines that reflect the expected behavior of the
node. The implementation of this idea can be done by
monitoring execution such program or protocol respect
to the expected behavior. Specification-based intrusion
detection technique is introduced as promising
alternative that combines the strengths of anomaly-
based and misuse-based detection techniques,
providing detection of known and unknown attacks
with lower false positive rate. It can detect new attacks
that do not follow the system specifications.
Moreover, it does not trigger false alarm when the
program or protocol has unusual but legitimate
behavior, since it uses the legitimate specifications of
the program or protocol [28]. In specification-based a
detector needs to monitor a node very closely and
maintain information about the messages sent and
received by the node. The detector then also needs to
perform similar calculations as performed by a node
executing the routing protocol. Therefore the
complexity of the detector is typically similar to the
complexity of executing the routing protocol itself.
This increases the detector complexity, and the data
that needs to be stored on the detector to a level that
may not be acceptable. Another problem with
specification-based  detection is danger from
misinterpretation of the protocol when the protocol is
modeled in detail. This will lead to false alarms
because the alarm may be due to a misinterpretation of
the protocol in the detector finite state machine. To
avoid this problem it has been proposed to simplify
detectors by only modeling key characteristics of the
protocol and not necessarily every detail. This
decreases complexity and simplifies the detector but
leaves open the possibility that an attack exploiting the
portions of the protocol behavior that are not modeled
by the detector will go undetected.

4 Analysis

IDSs on MANET use a variety of intrusion detection
methods. The previous discussion illustrates the
challenges associated with each of intrusion detection
techniques.  Anomaly-based  detection  systems
implemented in MANET. Unfortunately, mobility of
MANET increases the rate of false positives in these
systems. The main benefit of anomaly-based detection
techniques is their potential to detect previously unseen
intrusion events. Misuse-based detection provides very
good detection results for specified, well-known
attacks. However, they are not capable of detecting
new, unfamiliar intrusions, even if they are built as

minimum variants of already known attacks. Updating
of attack signatures is an important problem for this
approach.  Specification-based detection can detect
routing attacks against routing protocols with low rate
of false positives. However, it cannot detect some kind
of attacks, such as DoS attacks. Tablel illustrate the
characteristics of each technique.

Tablel: Anomaly, Misuse and specification detection
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Method Characteristics

Anomaly-based - capable for detecting
previously  unknown
attacks

- High false positive

Misuse-based - very good detection
results for specified,
well-known attacks.

- not capable of

detecting new attacks.

detection of known and
unknown attacks.
- low false positive.
needs to monitor a node

Specification-based -

very closely.

- complsexity of the
detector.

- Cannot detect DoS
attacks

Two key aspects concern the evaluation, and thus the
comparison, of the performance of alternative intrusion
detection approaches: these are the efficiency of the
detection process, and the cost involved in the
operation.

5 Discussion and Summary

Mobile ad hoc networks are attractive technology for
many applications. However, this flexibility introduced
new security risks. Since prevention techniques are
never enough, intrusion detection systems (IDSs) are
generally used to complement other security
mechanisms. Intrusion detection for MANET is
complex and difficult task mainly due to the dynamic
nature of MANETSs, their highly constrained nodes,
and lack of central monitoring points. These different
characteristics of MANET make conventional 1DSs
ineffective and inefficient for this new environment.
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Recently, many researchers have been working on
developing new IDSs for MANET. New approaches
need to be developed or else existing approaches need
to be adapted for MANETs. This paper, briefly
explored the various intrusion detection methods
suggested by the authors and also analyzed some
challenges and problems of each method in MANET.
There is an utmost need of a general foundation for all
intrusion detection and supporting activities that can
able to adapt dynamic network conditions. The
requirement of the system like high security and low
bandwidth should be satisfied by the IDS. Also the IDS
that are able to detect known and unknown attacks
should be considered.
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Abstract- The hard real time guarantee is one of the
important topics which have received a lot of attention
recently. The most important requirement in such cases
is the end-to-end delay. This delay depends on the path
connecting the source and the destination nodes. For
that reason, we are interested to estimate the worst path
which will lead us to estimate the delay in the worst
case by using a depth decision tree.

Keywords: Hard real time, ad hoc network, path, worst
case.

1 Introduction

Nowadays, there is a subject that gets the attention
of a lot of researchers which is the transfer of the hard
real time data over the Ad hoc networks.

The most important requirement to assure the hard
real time transfer is the end-to-end delay which should
not exceed the deadline. To guarantee this delay, we
have to focus on the worst case. In fact, if the delay in
the worst case is inferior to the deadline, we can be sure
that the deadline can never be exceeded [1][2][3].
However, this verification is not an easy task for the
mobile Ad hoc networks where the paths connecting the
source and the destination nodes can suddenly change.
For that, many researches are interested to predict the
new paths [4][5]. In our case, we are focusing on
estimating the path between the source and the
destination for nodes having known and cyclic
trajectories.

2 Heuristic worst path estimation

Between the source of real time data and its
destination, we can find several paths. In our case, the
worst path is the longest one between those two nodes.
In that case, the route passes by the intermediate nodes
which are the furthest from the straight line linking the
positions of the source node and the destination node, as
explained in Figure 1.

Source node

- - -» The worst path

—— The best path

Destination
node

Figure 1: The worst path

In Figure 1, N, is the source node, N, is the
destination node and N,, N5, N,, Ng are the intermediate
nodes. The best path is (N;, N, , Ny) and the worst path
is (N, N, , N5, N).

In order to explain the path estimation method, we
will consider the following annotations:

VN =
{N,-(x-. y;)/distance ((xi’yi)l (x9)) < R) } @

Where:

- V(N;): The neighboring nodes of N;

- R: The range of the nodes (We assume that all the
nodes have the same range).

- D;p : Astraight line linking the current node N; and
the destination node.

- Dy : Astraight line linking the current node N; and
its neighbor N;

- o rangle between D;p and D;;

In order to estimate the worst path, we will use a
depth decision tree; It looks for the path which
maximizes the distance and the number of intermediate
nodes (hops) to the destination. Our heuristic (noted: H)
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chooses the intermediate nodes with more important
angle (noted: aj;) to the straight line to destination.
Moreover, it maximizes the number of intermediate
nodes by choosing the nearest neighbors (having

.. . 1
minimum d;‘i and therefore maximum d—*). Thus,
ij

H(N;) is given by the formula (2).
H(N) = (e 30 @)

Where o and dj; are given respectively by the formulas
(3) and (4).

aj; = max; (o /N; € V(N)) 3)
d;; = min, (distance (Ni,Nj)/N; € V(N)))  (4)

The method of creating the depth decision tree
which allows us to estimate the worst path is the
following:

- For each node N; belonging to V(N;)
o Adding a new branch below root so that the
neighboring node having a large value of H(N;)
must be on the left side and so on.
o IfNjis not the destination node, then adding a
new tree branches below N; with considering N; as
aroot and H(N;) as attribute.

From the constructed decision tree, we can
estimate the worst path by starting from the source node
and looking for the closest branches to the left which
lead us to the destination node. Every time we get stuck,
we have to go back to the previous node and then look
for a different branch again and so on.

Once we find all our branches that lead us to the
destination, we can then calculate the maximum delay,
in which the data will reach the destination.

3 The delay in the worst case

In order to determine the end-to-end delay, we
should know the maximum delay for one hop which is
the delay to transfer data between two neighboring
nodes. However, in most of the TDMA-based Ad hoc
networks, the maximum delay in one hop is the TDMA
super-frame length. Thus, the end-to-end delay is equal
to the number of intermediate nodes in the estimated
path times the worst delay in one hop.

This way, the delay in the worst case (noted
D,,(Ng,Np)) to transmit data between the source node
N and the destination node N, is given by the formula

(5).
D,,(Ng,Np) = NP X TF (5)
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Where :

- NP is the total number of nodes belonging to
the estimated path noted: P,,(Ng, Np) between
the source node Ng and the destination node
ND.

- TF is the transmission frame in the TDMA-
based Ad hoc networks.

4 Conclusions

In this paper, we have presented a new method to
estimate the worst path between the source and the
destination nodes in the worst case. For that, we used a
depth decision tree. In future works, we will evaluate
our approach based on simulations and mathematic
demonstrations.
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Load Balancing Algorithm for Wireless Sensor Networks
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Abstract - This paper presents an energy-efficient load-
balancing algorithm for Wireless Sensor Networks. The
algorithm specifies that only the nodes which have residual
energy above a threshold can take part in routing, and that
residual energy is to be updated at the highest opportunistic
rate supported by the network. The algorithm was tested on
and showed improvements to hierarchical data aggregation
and basic directed diffusion; the proposed method updated
residual energy during reinforced data transmission, the
highest data rate in both protocols, by allowing neighbor
nodes to promiscuously snoop traffic. Simulations show that
the proposed method has lower residual energy variance
(25%, 23% less) and longer network lifetime (10%, 23 %
longer) than hierarchical data aggregation and basic
directed diffusion methods, respectively. In addition, interest
message flooding was reduced and network lifetime was
increased by allowing only the nodes that have residual
energy above a threshold to take part in interest propagation.

Keywords: wireless sensor network; load balancing; network
lifetime; energy consumption; energy efficient routing.

1 Introduction

In many WSN applications, such as environmental
monitoring, a large number of energy conserving nodes are
required to meet the requirements. For instance, in military
applications, airborne vehicles sprinkle thousands of nodes
over a Dbattlefield for monitoring, surveillance, and
reconnaissance purposes. Such nodes will not have the
opportunity to replenish their power sources, since grid
power (or other sources) may not be available. In addition,
such nodes will be expendable due to the nature of their
deployment. As such, these nodes must have low cost, small
physical size, reduced functionality and short radio coverage.
Most importantly, these nodes must consume low energy to
extend their lifetime to a fullest possible extent.

One approach to meet the requirement of extending
lifetime is to design energy efficient routing algorithms that
have the objective to balance the work load among the nodes
in the network. A load balancing algorithm aims to balance
work load among each node in the network in a uniform or
approximately equal manner. Ideally, when the workload of a
node is the same as that of other nodes, then the residual
energy of each node will decrease at the same rate with

network operation. Over time, where there is no possibility to
replenish power supplies, the network will cease to operate
(die) when all nodes (die) reach zero energy at the same time.
While the uniform balancing of tasks across all nodes in the
network may not extend the lifetime of an individual greedy
node to a fullest possible extent, such as in the case of a lazy
node that does no work, load balancing in an approximately
uniform manner will extend the lifetime of the network to the
fullest possible extent. With uniform load balancing the
network will survive the longest and the purpose of the WSN
will be prolonged to its fullest extent. The needs of the many
exceed that of the one. The nodes cooperate to achieve a
greater system function.

The remaining parts of the paper are organized as
follows: section 2 discusses related work and identifies the
extensions and contributions of this work. Section 3 gives the
details of the methods to improve load balancing among
nodes in the network. Sections 4 and 6 discuss the simulation
experiments performed to compare the proposed algorithms
with other leading algorithms. Finally, conclusions and future
work are given.

2 Related work

Many routing protocols have been proposed to
efficiently manage the consumption of energy in WSNs. A
large number of these protocols are extensions of the data
centric protocol known as Directed Diffusion (DD) [1].

DD has four phases: interest propagation, exploratory
data, reinforcement message, and reinforced data. A sink
begins the process by expressing an interest for some data by
flooding the network with a data interest packet. Each node
that receives an interest packet establishes a gradient, from
itself, directed towards the sending node. When a source node
receives an interest for some data, for which its sensors
support, the source node sends exploratory data packets to the
sink along the gradients previously established by the interest
propagation. The gradients act like wells for attracting data
from a source to a sink. When the sink receives exploratory
data packets, the sink responds by reinforcing the node from
which it received the first exploratory data packet (This is the
basic (simplest) DD behavior). The reinforced node will, in
turn, reinforce the node from which it received the first
exploratory data packet. In this way the least-delay path
(gradient path) between the source and the sink is established.
Finally, the source node sends reinforced data packets along
the discovered least-delay reinforced data path to the sink.
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This basic form of DD aims to minimize the delay in data
packet transmissions. However, basic DD exhibits high
energy consumption, high traffic, and unequal load
distribution of the nodes. Most significantly, the nodes along
the least-delay path will die prematurely because they will
consume energy at a greater rate than other nodes.

Recently, much work has been done applying load
balancing to WSNs [2] and, more specifically, directed
diffusion. In [3], multiple paths are constructed between the
sink and the sources. Data are spread and distributed along
different paths according to several energy-related
parameters, and, as such, the load across different nodes tends
to balance. One of the problems of this and other multiple
path approaches are that an insufficient amount of paths are
generated due to the multiple distinct routes merging at some
point in the network. While the merging of distinct routes can
be seen as an advantage in terms of increasing the data
aggregation capability, the nodes in the merged path will
consume more energy than others; consequently, the network
will be unbalanced and die prematurely. To overcome this
problem, [4] proposed to force inactive nodes to take part in a
routing path according to a local (greedy) algorithm. Similar
to this work, the work in [5] proposed a multipath routing
scheme, which creates several paths between source and sink.
A node is selected to be on a path if it has high residual
energy and large distance (low signal strength) from the
sender. The rationale behind selecting distant nodes is to
reduce the amount of hops that would otherwise result in if
closer nodes were selected. However, in this algorithm, it is
possible that distant nodes can be selected even though a
more energy-efficient path to the source may exist. In this
case, the nodes along the longer path would expend more
energy, and thus, this would lead to premature network death.
The work proposed in the present paper is similar to [5], but
it differs by not choosing to select nodes based on their
relative distance from the sender. This paper uses only
residual energy to establish paths, since energy consumption
is the primary parameter to preserve. Another approach taken
to reduce the energy consumption of DD is to reduce the
amount of interest packets and exploratory data packets (path
discovery traffic) sent in the network. To reduce the path
discovery traffic in the network, a possible method is to
impose a sending restriction by creating a hierarchical
structure, whereby in each layer, the parent nodes can only
send traffic to their direct children and vice versa. Instead of
flooding the network with interest packets, as is done in basic
DD, a hierarchical structure limits the receiving nodes and
thus reduces traffic; however, the trade-off is that the
reliability is reduced as compared to flooding. One example
is the Hierarchical Data Aggregation (HDA) scheme
described in [6]. The HDA algorithm first forms a
hierarchical layer structure during the interest propagation
phase. During this phase each node will identify its
corresponding parents and children. Hence, the structure
limits communication between only parents and children of
any two neighboring layers. In a network where sources were
carefully placed at the last layer of the node hierarchy, HDA
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was able to achieve significant improvements compared to
DD. However, simulations performed by the present work
showed that HDA performs unsatisfactorily in terms of load
balancing, as there was high variance in the distribution of
residual energy at the time of first node death. Furthermore,
the variance in the distribution of residual energy was even
greater for realistic node arrangements where sources were
situated at any layer of the structure.

The present paper extends the work of HDA by using
latest residual energy information of the nodes at a higher rate
instead of source count to establish parent-child relationships
and thus routing paths. Furthermore, this paper implements
the extension in a more realistic hierarchical structure where
sources were randomly scattered throughout the network
hierarchy at any layer of the structure. Through the
mentioned extensions, this paper achieves a better degree of
energy balancing among nodes and higher network life time
as compared to the original HDA. Also similar extensions
will be utilized to improve the basic form of DD as well.

3  Improved HDA scheme description

Following subsections describe the phases of the
proposed scheme by highlighting the key differences and the
similarities with the original version of HDA.

3.1 Interest propagation and hierarchy

formation

The sink node initiates the process by periodically
broadcasting an interest packet of a specific data type, the
type of data in which it is interested. The sink is assigned as a
“level 0” node in the structure. The sink includes a “level 17
indicator in the interest packet, which the receiving nodes use
to establish their position in the structure. In other words, the
children of the sink are positioned at “layer 1.” The receiving
nodes will add the sink as their parent and relay the interest
packets towards their neighbors, informing them that their
position in the structure is “level 2.” In general, a receiving
node establishes its level from the level indicator of the
received packet (“level N”); adds the sending node to its
parent list; and relays the interest packets to its neighbors,
informing them of their position in the structure is “level
N+1.” This process continues until all nodes have been
assigned a level in the structure, and each node will have
discovered its parents. When a node receives its first interest,
it determines its level to be the level indicated in the packet
(say N), and records the neighbor sending this interest to be
its parent. After receiving the initial interest, if another
interest message containing the same level indicator (N) is
received, the node adds the sender of such message to its
parent list. If a received interest message contains a level
indicator N+2, then the message must have been sent from
the next highest level (N+1) node, and, therefore, the sender
should be its child. Any other interests with different level
numbers (i.e. neither N nor N+2) should be ignored. Thus
each node will acquire knowledge about all its parents and
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children. For more details see [6].

In addition to the level information and other parameters
embedded within interest messages, this paper proposes that
each sending node includes its residual energy in each packet
it sends. Due to the broadcast nature of wireless transmission,
each node can learn the residual energy of their neighboring
nodes without any additional transmission, and without
having the message addressed to them. Ultimately each
parent node will learn the residual energy levels of its
children and vise versa. The residual energy is sent in
Reinforcement Message Packets (RMPs), but also in
Reinforced Data Packets (RDPs). Including residual energy
in RDPs is also another contribution of this paper since other
work has not considered this advantage. Since the RDPs are
the most frequent messages sent, every node will have the
most frequently update of residual energy of other nodes.
Furthermore, another contribution of this work is that a sink
will send Interest Message Packets (IMPs) only to those
nodes that have an energy level above an empirically
determined threshold. This decision is to limit propagating an
IMP only to those nodes with sufficient energy might seem to
overly limit the reduction of an already limited set of
recipient nodes (children of the parent) and potentially cause
a termination of interest propagation. However, this would
not be the case because, if a node has energy lower than a
certain threshold, it should not be given the task to receive,
process, and relay an IMP, since it will most likely deplete its
energy, die, and cause the network to cease operation. The
simulation shows that this approach has better load balancing
and longer network lifetime. As an alternative to
broadcasting, a multicasting approach could be adopted and
will not affect the comparison purposes with the original
version of HDA or with basic directed diffusion (where they
broadcast to every neighbor) as the energy dissipation is
handled in a similar manner. This paper denotes this
extension as “INT Energy Piggyback with INT Threshold” as
will be referred to in the Experimental Results Section.

3.2 Exploratory data propagation

If a node receives an interest message, and if the node
supports that data type, i.e., the node is a source, then it will
initiate the exploratory data sending process periodically. The
exploratory messages will be propagated to the parent nodes
only. The period of sending exploratory data will be extracted
from the interest messages. The exploratory data sending
frequency will be less than the interest propagation frequency.
This paper models message propagation as a unicast
transmission in order to align with DD for comparison
purposes, even though a much better improvement can be
achieved if multicast message transmission was adopted.

Another extension of this paper is that, at the exploratory
stage of routing, since every node is aware of the current
residual energy of their parents due to the inclusion of that
information in interest packets, each node will adopt the
energy threshold approach during each periodic transmission
of exploratory data. In other words, a node (which includes a
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source) will unicast only to those of its parents which have
residual energy above a given threshold, and thus balance the
energy among its parents. This paper refers to this approach
as “INT Energy Piggyback with exploratory data Threshold,”
as will be referred to later sections. Also, to compare with the
original HDA, each node that receives an exploratory data
message from a distinct source increments the source count
thus establishing source node count in its node sub tree.

3.3 Reinforcement message propagation

Once the sink receives exploratory data corresponding
to an interest that it sent previously, the sink will initiate
Reinforcement Message Packet (RMP) propagation. In this
phase every parent node includes either the source count
details that they learnt previously, its residual energy, or both
source count and residual energy in the reinforcement
message packet. This is done so that their children can
acquire this information and use it to decide which parent to
send reinforced data, accordingly, later, in the reinforced data
packet stage. The RMP frequency is the lowest among all
message delivery frequencies, and, as such, the nodes will be
updated with this information at the slowest possible rate, and
will have old details about their parent nodes. The
simulations show that this leads to unsatisfactory load
balancing as the nodes are relying on old data. This is the
exact approach adopted in old version of HDA. This extends
that work by updating residual energy in the fastest possible
manner, in the reinforced data stage, as discussed earlier. This
paper denotes this process as “RMP Source Count Piggyback
and RMP Energy Piggyback,” respectively.

3.4 Reinforced data propagation

Once a corresponding source receives a RMP for a
supported data type it will initiate the Reinforced Data Packet
(RDP) propagation process. This is the fastest message
propagation process among all message propagations. That is,
the periodic rate of sending RDPs is the fastest compared to
IMP, EDP, and RMP stages. The corresponding interval will
be obtained from the RMPs.

This paper recognized that the residual energy was
being updated at the slowest rate possible in the original
HDA work. Since the RDP process is the fastest message
propagation process, residual energy update would be greatly
increased compared to the residual energy updated at the
RMP rate. This together with the fact that radio transmission
is inherently broadcast, this paper proposes to allow nodes to
snoop the reinforced data packets to extract the residual
energy of their neighbors, when their neighbors, acting as
children, sending reinforced data to their parents.

Thus, in this phase every child node includes either the
source count details that they learnt previously, its residual
energy, or both source count and residual energy in the
reinforced data packet. All neighboring nodes will “hear” and
record this information. Children, of the children that send
reinforced data packets to their parents, use this information
to decide which parent to send subsequent reinforced data
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according to the parent node which has the highest source
count, to the parent node that has the highest energy, or a
combination of both sourced count and highest residual
energy. The receiving parent can aggregate the data received
from its children nodes and relay to its parents and so on.
Simulation shows that by updating the residual energy during
the reinforced data packet stage, the variance of the load of
the nodes in the network is much better balanced and the
network lives longer.

4  Experimental results

A Java simulation was created to test the energy
efficiency of the improvements made to the original version
of HDA scheme. The results were compared with the original
version. A 25m by 25m grid was created, and different
numbers of nodes, ranging from N = 360, 400, ..., 600 were
placed in this area. The source to node ratio was maintained
at 2.5%. Each node was given equivalent resources; same
type and speed of processor; same amount of memory for
buffering; radio range of R = 4m; and initial energy of
E=2x10" Joules. During the operational state of the network,
the energy consumption was set as follows: E_tx = 2 Joules
for transmission and E_rx = 1 Joule for reception of each type
of packet. The event triggering times for interests,
exploratory data, reinforcements and reinforced data were 5 s,
10s, 15 s and 1 s respectively.

4.1 Residual energy variance

The effect of the proposed modifications with respect to
energy variance of the network was analyzed and compared
with the original HDA protocol. Fig. 1 shows the variance of
residual energy of the nodes in the network as a function of
the number of reinforced data sent in the network. As
expected the variance increases with increasing reinforced
data transmission, since not all nodes can take part in the
transmission of reinforced data, due to their physical location
in the network. The basic HDA protocol updates source count
(or residual energy) at each transmission of reinforcement
message packets, which has the lowest periodic rate compared
to IMP, EDP, and RMP phases. As shown in Fig. 1, the
proposed method of updating residual energy at each
reinforced data packet stage has a much lower variance than
that of the original HDA protocol, because of the increased
rate of updating residual energy. Plus, delivering packets only
to the nodes having a energy level beyond a threshold level
contributed to further lowering the variance. For example
such a threshold was considered in IMP stage.
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Fig. 1. Variance of residual energy vs average number of reinforced data
events generated within the network.

4.2 Network life time

The lifetime of the network was determined by
measuring the total number of reinforced data messages that
the network nodes were able to deliver before they died, i.e.,
before the residual energy level of any given node fell below
a certain threshold. The best performing variant of the
original HDA protocol was found to be the “Agg. Source
Count, RM Source Count Piggyback” method, which
aggregated reinforced data packets based on the source count
learned through the periodic transmission of reinforcement
message packets. In other words, the parent node that
contained the maximum number of sources in its sub tree was
chosen to be the receiver and aggregator of reinforced data
packets. The best performing variant of the proposed
protocol was found to be the “Agg. Energy, INT and RD
Energy Piggyback, INT Thr” method. This method selected
the parent node to be the receiver and aggregator of
reinforced data packets based on its residual energy learned
through the IMP and RDP stages. The residual energy was
piggybacked in interest message packets and reinforced data
packets. In addition this method selected receivers of interest
data packets based on their residual energy being higher than
a threshold. As shown in Fig. 2 the proposed version was able
to consistently deliver more reinforced data packets and,
therefore, live longer, than the original HDA algorithm.
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Fig. 2. Average number of reinforced data generated within the network vs.
number of nodes with a source to node ratio of 2.5 %.
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Fig. 3. Residual energy and mean residual energy presentation of each node
at 20s intervals for improved version of HDA with INT & RDP
energy piggiback and INT threshodling.

4.3 Energy balancing

The energy balancing performance of the two protocols
was compared by measuring the residual energy distributions
of each node for 600 nodes in the network, and for intervals
of time ranging from 20s to 200s, incremented by 20s. As
shown in Fig. 3 (proposed version) and Fig. 4 (original
version), the proposed version shows consistent improvement
over the original version of HDA. The average residual
energy of the proposed protocol at each time 20s interval
(graphs a to j, of Fig. 3) was higher than that of original HDA
of the graphs a to j of Fig. 4. Furthermore the spread of
energy is quite noticeably less in the proposed version than
that of the original HDA for each time interval.

S5 Improved directed diffusion

This paper’s idea of updating residual energy at the
reinforced data packet stage was also applied in the flat
network of basic DD. The sink and the source were placed on
the extreme ends of the network so that the maximum number
of hops would be required. The simulations showed that by
using the proposed residual energy based routing and higher
rate of residual energy updates, the overall performance of the
basic DD was improved. For comparison purposes, the same
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Fig. 4. Residual energy and mean residual energy presentation of each node
at 20s intervals for original version of HDA with RM source count

piggyback.

event timings, residual energy, and number of nodes were
used as in HDA.

5.1 Interest propagation

Initially, the network enters the neighbor discovery
process, and each node registers other nodes as its neighbor if
they are within the radio range of 4m. The sink floods the
network with an interest message packet. The interest
message contains the event type the node is interested in and
the interval for the next event. Whenever a node receives an
interest message, it will add the sending node to its “gradient
list.” The gradient list is used to selectively route back
exploratory data packets towards the sink. We simulate our
network with only one interest sent out periodically.

5.2 Exploratory data propagation

Eventually the interest message reaches a node that can
serve the interest. Corresponding node, which in this case
identified as the “source” node will forward the requested
data back to the “sink” along the gradients. This data is
termed as exploratory data (ED) which is sent out
periodically. In the proposed improvement of DD, the
residual energy value of each node is piggybacked (included)
in the exploratory data packet. When a node receives an
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exploratory data packet, it will update its sender’s list with
the new residual energy value of the sender. In the basic
directed diffusion, only the timestamps of the senders of the
exploratory data packets are recorded and updated.

5.3 Reinforcement message propagation

When the exploratory data reaches the sink, it initiates the
Reinforcement Message Packet (RMP) process. In the basic
DD, the node unicasts the RMP to the node which passed the
ED packet first. In the proposed improvement, the RM packet
is sent to the node with the highest residual energy. This
attempts to apply load balancing within the network. The
RMPs are sent periodically with the lowest event frequency.
When the sink receives the first exploratory data packet, it
waits one ED packet interval to gain complete information
about the residual energies of the sending nodes.

5.4 Reinforced data propagation

Once the source receives reinforcement message packet,
it arranges for the reinforced data packet (RDP) to be sent
back at a higher rate towards the sink. Reinforced data is sent
at the highest rate within the network. The proposed
improvement piggybacks the residual energy value of each
node onto the RDPs. In this way the residual energy values
are updated across the network at a higher rate compared to
slower ED updates. As the simulations show, by updating the
residual energy at a higher rate, the network lifetime
increased. Reinforced data is relayed only to the node which
reinforced the sending node (sent the reinforcement message
packet). Eventually a shorter path is developed and the data is
sent out by the source at a higher rate towards the sink.

6  Experimental results

A Java simulator was developed for both basic directed
diffusion and the proposed improvement. The network was
simulated for different number of nodes from N=350, 400,
450,..., 600. Initial residual energy for each node was equal to
2x10* Joules; radio range = 4m.The energy consumption by a
node for Transmission, E tx=2 J and for Reception, E rx=1.
The event triggering times for interests, exploratory data,
reinforcements and reinforced data were 5's, 10s, 15 s and 1
s respectively as in HDA.

6.1 Residual energy variance

As shown in Fig. 5, the proposed improvement has a
lower variance (23%) in residual energy for large number of
reinforced data packets than that of the basic directed
diffusion.
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events genenerated within the network.

6.2 Network life time

Similar to the section 4.2, we compare the network
lifetime of both basic DD and improved DD schemes. Fig. 6
plots the node density of two networks versus the number of
reinforced data passed by the nodes before any one node died
in the network. Clearly the proposed improved version of DD
(with piggy backing residual energy in exploratory data and
reinforced data packets) delivers more reinforced data packets
than the basic DD .The proposed improvement has a longer
network lifetime (28 %) compared to basic DD.
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Fig. 6. Average number of reinforced data generated within the network vs
number of nodes for basic and improved DD with ED & RD energy
piggybacked.

6.3 Energy balancing

In four different phases, before any one node died, the
network's residual energy distribution of each node was
plotted and compared for both cases of basic DD and
proposed improved version of DD with piggy backing
residual energy in exploratory data and reinforced data
packets. By comparing the Fig. 7d (basic DD) with Fig. 8d
(improved version), it is clear that the proposed improvement
was able to live longer by judiciously choosing nodes based
on their residual energy and by gracefully lowering the
average variance of residual energy near the “death floor”
much better than basic DD.
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Fig. 8. Residual energy and mean residual energy presentation of each node
for the improved DD with ED & RD energy piggybacking.

7 Conclusions and future work

This paper presented an energy efficient method of load
balancing for wireless sensor networks. The proposed method
updated residual energy during the reinforced data packet
stage, the highest data propagation process in examples of flat
(Directed Diffusion) and hierarchical networks Hierarchical
Data Aggregation). The simulation, analysis, and comparison
with hierarchical data aggregation and basic directed
diffusion show that the proposed method has a lower variance
in residual energy and a longer lifetime than both hierarchical
data aggregation and basic directed diffusion. In addition, the
interest message packet flooding was reduced and the
network lifetime increased by limiting the nodes that could
receive interest packets by their residual energy. The
proposed method showed a 25% improvement in residual
energy at the time of network death and an average
improvement of 10% in extending the lifetime of the network
as compared with hierarchical data aggregation. As compared
with Directed Diffusion, the proposed method showed a 23%
improvement in residual energy at the time of network death
and a 28% improvement in extending the lifetime of the

network. There was very little appreciable cost to
piggybacking the residual energy values to existing packets.

Future work includes evaluating the same algorithm
with many sinks and many sources to verify the algorithm’s
scalability assertion; in other words, since residual energy is
updated opportunistically (piggybacked onto to already
purposed data packets), the cost of updating residual energy
is very low, amounting to the cost of transmitting a few bytes
at each data transmission time. Also, future work includes an
investigation of how bad paths can be self-healed by the
network. In other words, even though a node may have
higher residual energy than its neighbors, passing a packet
through that node might lead to entrance to a bad path, and
the network would need to recover from that. Finally, the cost
of delay needs to be determined. In other words, choosing the
highest residual energy node might lead to a path which has
higher delay. The impact the algorithm has on delay needs to
be quantified.
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Abstract - The present paper proposes a code obfuscation
framework to improve the security of WSNs. The obfuscation
techniques employed in this framework aims at countering

reverse engineering by compromising the disassembly stage of

reverse engineering tools. We combine the obfuscation
techniques with control flow redirection to protect sensitive
data within the program code, making the disassemblers
interpret sensitive data like program instructions. Using the
proposed framework an attacker who wants to reverse a WSN
program node in order to extract or modify sensitive data will
spend much more time and effort.

Keywords: Wireless Sensor Networks, Code Obfuscation
and Security.

1 Introduction

Recent advances in micro-electromechanical systems
and wireless communications technologies have enabled the
building of low-cost and small-sized sensors capable of
sensing, processing and communicating through wireless
links. Wireless Sensor Networks (WSNs), composed of tens,
hundreds and sometimes thousands of these small devices, are
commonly used to monitor physical and environmental
variables as temperature, humidity, and noise. WSNs are used
for a wide range of applications, such as structural
monitoring, natural resources mapping, tracking and
monitoring of military targets, and smart environments
control [1].

On the one hand, WSN offers new broad perspectives
for various applications. On the other hand WSN poses a
series of new challenges. In addition to challenges related to
resource constraints, WSNs are subject to vulnerabilities
associated with wireless communication and ad-hoc
organization, both inherent characteristics of this type of
network. Furthermore, in scenarios involving unprotected
hostile outdoor areas, WSNs are prone to different types of
attack that can compromise reliability, integrity and
availability of this network [1]. In this paper we are interested
in attacks that aim to compromise sensor nodes in order to
violate its integrity or to extract confidential information of
the code program.

A common approach to protect against node
compromise attacks is code obfuscation. Programmers
obfuscate their code with the purpose of making it difficult to
discern and extract data from the code. It is becoming

increasingly common to obfuscate code to protect intellectual
property [2, 3]. However, the code may also be obfuscated to
hide malicious behavior [4, 5]. A straightforward obfuscation
technique is based on cryptography: the software developer
encrypts sensitive data to maintain it unclear for an attacker.
Nevertheless this sort of protection is based on the security of
the cryptography key, which of course must be stored within
the code. Once discovered the key, all sensitive data can be
revealed. Furthermore, the processing overhead of encryption
and decryption can be prohibitive since every access to the
encrypted sensitive data demands their decryption and
subsequent encryption after their use.

Another obfuscation technique 1is the instruction
substitution of a program code performed at the assembly
level producing a code semantically equivalent to the original
code but syntactically different [6]. Depending on how the
instructions are replaced and arranged within of the program
code, the discovery of sensitive data using instruction
substitution technique is harder than purely using
cryptography. Moreover, the protection obtained by applying
changes in the program code is not based on a single element
(cryptography key) but on different kinds of substitutions that
are performed along the program. So code obfuscation based
on the instruction substitution can be used to protect sensitive
data with a greater degree of resilience against automated
reverse engineering tools and less overhead in terms of
processing and memory usage than cryptography.

This paper proposes a code obfuscation framework for
WSN that provides an efficient way to protect sensitive data
stored at sensor nodes. The proposed framework combines
obfuscation techniques that disrupt the disassembly generated
by disassembler tools with control flow redirection to hide
sensitive data within the program code. By deterring the
disassembly stage, further reverse engineering stages may be
questionable and any subsequent analyses circumspect. More
specifically, we customized state-of-the-art code obfuscation
techniques for MICAz motes to acquire locations in which
sensitive data can be hidden and, consequently, protected
from reverse engineering tools.

In this paper we use the proposed framework to protect
sensitive data — cryptographic keys, watermark or serial
number — of WSN nodes. Therefore the contributions of this
work are: (i) a code obfuscation framework for WSN for
countering the disassembly stage of reverse engineering
without increasing considerably the use of sensor resources
(presented in our experiments) and (ii) a mechanism to
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protect sensitive data by combining the obfuscation
techniques with control flow redirection, making possible to
store sensitive data in program locations whose sensitive data
bytes are disassembled like program instructions by reverse
engineering tools . This paper is organized as follows. In
Section 2 we give an overview of reverse engineering.
Section 3 presents the TinyObf framework including the
description of its logical architecture and the data protector
mechanism with state-of-the-art code obfuscation techniques
implemented and customized for the MICAz motes. Section 4
shows the experimental evaluation using application samples
for the TinyOS. Section 5 discusses the related works and
finally in Section 6 we present our concluding remarks.

2 Reverse Engineering

Reverse engineering of a program is the process that
tries to reconstruct from an executable code a high-level
language more readable for a human being. It is commonly
divided in two stages: disassembly and decompilation. The
disassembly stage translates an executable code into assembly
language, which is the mnemonic notation of an executable
machine code. The decompilation stage tries to construct
high-level structures from the assembly language.

There are two main algorithms for disassembling: linear
sweep and recursive traversal. Figure 1(a) shows the linear
sweep algorithm that starts the disassembly process in the
first byte of the text segment of the program and follows
translating linearly until the end of the segment. The main
weakness of this algorithm is that it is prone to disassembly
errors when the text segment contains embedded data. Figure
1 (b) shows the recursive traversal algorithm that considers
the control flow to disassembly a program. Thus, whenever
the algorithm detects an instruction that can take more than
one path, it tries to predict the next byte to be translated
according to the control flow. The main weakness of this
algorithm lies in how he tries to determine the next set of
bytes that must be translated, because inaccuracies in
determining the possible targets of an instruction can result in
disassembly errors.

3 The TinyObf Framework

This section presents a generic code obfuscation
framework that can improve security of WSNs. This
framework uses obfuscation techniques that compromise the
disassembly stage in order to protect sensitive data by making
the reverse engineering process harder.

3.1 Logical Architecture

The logical architecture of the TinyObf framework,
shown in Figure 2, consists of five components: Obfuscation
Manager, Security Manager, Compiler, Obfuscator and Data
Protection and two databases: Security Profiles and
Obfuscation Rules.

The Obfuscation Manager is responsible for managing
the operation of the other components. The Security Manager

is the component that defines the security profile for the
sensor node. A security profile specifies which obfuscation
techniques will be applied and the obfuscation degree of the
application (how many times each obfuscation technique will
be applied). This component chooses the profile that has a
higher security priority and a higher obfuscation degree
among the security profiles of their application contained in
the Security Profiles database. The compiler is the component
responsible for compiling the source code. The Obfuscator
component deals with the instruction substitution of a binary
code according to the respective security profile. The Data
Protection is responsible for hiding/protecting sensitive data
in dead execution spots, i.e. spots in the code segment that
never execute but whose bytes are, in fact, interpreted like
program instructions by disassembler tools.

The Security Profiles and Obfuscation Rules databases
are previously filled by a specialist at the pre-initial stage; the
Security Profiles by the Application specialist and the
Obfuscation Rules by the Security specialist. The Security
Profile database contains for application the following fields:
security profile identification, application name, obfuscation

global startAddr, endAddr;
proc DisasmLinear(addr)
begin
while(startAddr <= addr < endAddr) do
I:= decode instruction at address addr;
addr += length(/);
done
end

procmain()

begin
startAddr := address of the first executable byte;
endAddr := startAddr + text section size;
DisasmLinear(ep);

end

(a)

global startAddr, endAddr;

proc DisasmRec(addr)

begin

while(startAddr <= addr < endAddr) do
if (addr has been visited already) return;
| := decode instruction at address addr;
mark addr as visited;
if (/ is a branch or function call)
for each possible target t of / do
DisasmRec(t);

done
return;
else addr += length(/);
done
end

procmain()

begin
startAddr := program entry point;
endAddr = startAddr + text section size;
DisasmRec(startAddr);

end
(b)

Figure 1: Disassembly Algorithms: (a) linear sweep and (b)
recursive traversal.
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Figure 2: Logical Architecture of the code obfuscation framework.

techniques and degree of obfuscation. The Obfuscation Rules
database stores the information used by the Obfuscator
component to perform all the code obfuscation techniques in
a specific hardware platform. Its fields are: name of
obfuscation technique, set of instruction that will be replaced,
set of instructions that mimic the same behavior of the
instructions that will be replaced. This database is unique for
each hardware platform and the security specialist must
customize all obfuscation techniques to different instruction
sets. In this paper we present the state-of-the-art code
obfuscation techniques customized for MICAz motes. These
techniques are: call obfuscation [7], return obfuscation [7],
false return obfuscation [8] and jump obfuscation [3].

3.2 TinyObf Operation

The TinyObf framework has as input a source code, the
platform, which the code will be compiled, and the sensitive
data that should be protected. All the operations of the
framework occurs offline, before the deployment of the
program code. First, the Obfuscation Manager component
requests to the Security Manager component the security
profile that fulfils all the applications embedded in the source
code of the sensor node. Next, the Obfuscation Manager
requests to the Compiler component the compilation of the
source code in a specific platform. Then, the Obfuscation
Manager precedes the obfuscation and data protection
procedures by calling the respective components: Obfuscator
and Data Protection. The Obfuscator is responsible to apply
the obfuscation techniques with their associated degree
accordingly with the security profile for the binary code
generated by the Compiler. It also deals with control flow
redirection to create dead execution spots for later use by the
Data Protection. Finally, the Obfuscation Manager requests to
the Data Protection for hiding the sensitive data inside the
dead execution spots in obfuscated binary code. After all, the
obfuscated binary code can be installed in the sensor.

3.3 Sensitive Data Protection

We combine obfuscation techniques with control flow
redirection to disrupt the disassembly stage and for protecting

sensitive data. The disassembly stage deals directly with the
binary code, which once disassembled, is not syntactically
rich. Therefore the identification of parameters, procedure
boundaries, procedure calls, and returns is done by making
assumptions. Examples of such assumptions are: the
sequence of instructions at a procedure entry (prologue) and
at a procedure exit (epilogue), the parameter passing
convention, and the conventions to make a procedure call.
These assumptions are often referred, by researchers, as a
‘standard compilation model.” However, these ‘standards’ are
compiler specific; they are not industry standards. Even for a
given compiler the standards may vary depending on the
optimization scheme selected. When these assumptions are
not reliable, such as for obfuscated or optimized code, the
produced disassembly may be questionable and any
subsequent program analyses circumspect.

We consider four obfuscations techniques to disrupt the
assumptions adopted by disassembler tools: call obfuscation,
ret obfuscation, false ret obfuscation and jump obfuscation.
These techniques can change the control flow of a program
making it possible to create dead execution spots while
keeping the program behavior unchanged. However, the bytes
contained in these spots will be translated as program
instructions by disassembler tools due to the assumptions
earlier described. We use these spots to embed sensitive data,
which can be any data that the software developer wants to
protect. Examples of these sensitive data are usually
cryptographic keys, serial numbers or even watermark.

3.3.1 Call Obfuscation

According to the existing assumptions used by
compilers, the next instruction to be executed after a function
end is the instruction located after its respective function call
instruction. Thus, the disassembler algorithms commonly
disassembly the bytes stored after a CALL instruction.

This behavior can be used to obfuscate a program,
redirecting the return of a function to another location. The
semantics of the CALL instruction is based on stacking the
subsequent instruction address (the function’s return address)
and transfering the flow of execution to the address specified
n the operand of the CALL instruction. One way to
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accomplish call obfuscation can be obtained by replacing the
CALL instruction to other set of instructions while keeping
the same behavior.

For example considering the ATmegal28L instruction
set [9], commonly used for MICAz motes in a WSN, we can
replace a CALL instruction by a combination of four LDI
instructions, four PUSH instructions and a RET instruction.
This combination first pushes the return address of the
function and then pushes the address of the function to be
executed. The instruction RET removes the address from
stack and transfers the execution flow to the function that
should be executed.

Figure 3 illustrates a non-obfuscated and an obfuscation
function call. The stack used by ATmegal28L stores 8-bit
data coming from one of the general registers (R16 to R31).
However, the memory address is 16 bits length, so it is
necessary two LDI instructions and two PUSH instructions to
load a memory address on the stack. In Figure 3(a) the
‘functionl’ is called at address 0x02DD. When RET
instruction is encountered at address 0x0310 the control flow
goes back to the address 0x02DF. The Figure 3(b) shows an
example of call obfuscation. This requires relocating the
original instruction ‘CPC RO, R3’ at address 0x02DF to the
address 0x0300, and then pushing this address and the address
0x0305 (address of the ‘foo)’ to the stack. This obfuscation
technique also adds the RET instruction located at the address
0x02ES5 to keep the original program semantics. When the
RET instruction stored at address 0x02E5 is executed, the
memory address of ‘foo’ is getting from stack and the control
flow is transferred to it. The same occurs when the RET
instruction of the ‘foo’ is executed, i.e., the return address
0x0300 1is retrieved from stack and the control flow
transferred to it. It is noteworthy that the memory interval
between 0x02ES5 to 0x0300 is a dead execution spot, which
can be used to store sensitive data or to add junky bytes, in
this case is used to store four bytes 0xOE940102 that can be a
cryptographic key used by the application. However when
disassembly the addresses 0x02E6 and Ox02E7 it will be
translated as ‘CALL 0x0102°.

3.3.2 Return Obfuscation

According to the existing assumptions used by
compilers, when the disassembler encounters a RET
instruction it believes that it reaches the function end.
However it is possible to change (to obfuscate) the RET
instruction for semantically equivalent instructions by directly
manipulating the return address stored at the top of the stack.
This behavior can obfuscate a program because the
disassembler could not identify the proper end of a function.

For example, considering the ATmegal28L instruction
set, Figure 4 shows how we can replace a RET instruction by
a combination of POP instructions, opaque predicate’ [10],
conditional branch and an indirect jump. First, two POP
instructions are used to retrieve the return address of the ‘foo’
from the top of stack. Then, a simple opaque predicate,

! Predicate that always evaluate to either the constant true or
the constant false regardless of the values of their inputs.

represented in our example with the compare instruction ‘CP
R30, R30’, always evaluates to the true constant making the
following conditional branch instruction ‘BREQ 0x02’
redirecting the control flow to the indirect jump instruction
‘IJMP’ at 0x0316 address. Finally, the ‘IJMP’ instruction
redirects the control flow to the same target of the ‘RET’
instruction. The conditional branch instruction ‘BREQ 0x02°,
in our example, creates two bytes of dead execution spots
(0x0314 and 0x0315 addresses), which are used to protect the
cryptographic key 0x0E940102, which is translated by the
disassembler tool as CALL 0x0102.

000002DD: LDI R30,0X00
000002DE: LDI R31,0X03
000002DF: PUSH R30
000002E0: PUSH R31
000002E1: LDI R30,0X05
000002E2: LDI R31,0X03
000002E3: PUSH R30
000002E4: PUSH R31
000002ES: RET
000002E6: 0xOE94
000002E7: 0x0102

000002DD: CALL foo <0X0305>
000002DF: CPCRO,R3 €-~;

]‘\0x00300

[~ foo:
00000305: PUSH R28
00000306: PUSH R29

(0)(00305

00000310: RET 00000300: CPC RO,R3 <=

@) > foo:
00000305: PUSH R28
00000306: PUSH R29

00000310: RET

(b)
Figure 3: Example (a) non obfuscated and (b) obfuscated by
call obfuscation.

— 000002DD: CALL foo< 0X0305 >
000002DF: CPC RO,R3

[~ 000002DD: CALL foo < 0X0305 >
[ 000002DF: CPC RO,R3 -,

—foo:
00000305: PUSH R28
00000306: PUSH R29

foo:

[ 00000305: PUSH R28
00000306: PUSH R29

00000310: POP R31

00000311: POP R30

00000312: CP R30,R30

+|-++00000313: BREQ 0x02

00000314: 0X0E94

i| 00000315: 0x0102 |
>00000316: IIMP

00000310: RET ========

CALL0x0102

(b)
Figure 4: Example (a) non obfuscated and (b) obfuscated by
return obfuscation.

3.3.3 False Return Obfuscation

This code obfuscation technique tries to compromise
disassembler algorithms based on the RET instruction
assumptions. In this case, when the disassembler encounters a
RET instruction, it believes it reaches the end of the function
and therefore the following instructions are not disassembled
as instructions of the function. This behavior can be used to
obfuscate a program forcing a premature end of a function
using a false RET instruction, i.e., a RET instruction that does
not characterize the end of the function. Thus, the
disassembler will not consider the bytes stored in memory
addresses subsequent of the false RET instruction.
Furthermore, this technique makes a static program analysis
tool believes that the next instruction is the instruction stored
at the memory address located after function call.

Figure 5(a) shows an example of a non-obfuscated
function foo. After the function execution, the instruction
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‘CPC RO, R3’ should be executed. In Figure 5(b) we have an
example of how to use a false return obfuscation to force the
premature end of ‘foo’. First we use two instructions LDI and
two instructions PUSH to stack the false return address
0x030E. Thus, a disassembler will believe that ‘foo’ ends at
the 0x030B address. However instructions stored between
0x030C and 0x030D can be considered dead execution spots
since the instructions stored at these addresses will never
execute. In our example, false ret creates two bytes of dead
execution spots (0x030C and 0x030D addresses), which are
used to protect the cryptographic key 0x0E940102 which are
translated as CALL 0x0102 by the disassemble tool.

— 000002DD: CALL foo <f 0X0305 >

000002DF: CPC RO,R3 =mmm-. 000002DF: CPC RO,R3

[— 000002DD: CALL foo< 0X0305 >

|—foo:
00000305: PUSH R28
00000306: PUSH R29

—foo:
00000305: PUSH R28
00000306: PUSH R29 -
00000307: LDI R30 ,0X0E
00000308: LDI R31, 0X03 | Ox030E
00000309: PUSH R30
0000030A: PUSH R31
(a) :-|+--0000030B: RET
H 0000030C: 0x0E94 ‘ CALL 0x0102
H 0000030D: 0x0102 7(
> 0000030E: MOVW R16,R24

0000030E: MOVW R16,R24

00000310: RET ==mmmmmmmmmms

00000310: RET

»)
Figure 5 : Example (a) non obfuscated and (b) obfuscated by
false return obfuscation.

3.3.4 Jump Obfuscation

This obfuscation technique is based on using a function
called “branch function” that is capable of redirecting
unconditional jump instructions of a program. It is used
mainly for two purposes: (i) obscure the control flow of the
program forcing an attacker to analyze an abstracted function
(branch function) instead of a simple jump instruction and (ii)
mislead the disassembly leading the disassembler to continue
the disassembly process at the instruction following the
CALL instruction.

Figure 6 shows an example of using a CALL instruction
to the branch function ‘f* that replaces the unconditional jump
‘RIMP 0x0305°. The semantics of both instructions are the
same, to redirect the control flow to the address 0x0305. In
this example, two bytes of dead execution spots (0x02DF and
0x02EO0 addresses) are created, which are used to store the
cryptographic key 0x0E940102, which is translated as ‘CALL
0x0102’ by the disassembler tool.

00002DD: RIMP 0X0305

(@

00002DD:  CALL foo
000002DF: 0x0E94 |
000002E0: 0x0102 |

(b)
Figure 6: Example (a) non obfuscated and (b) obfuscated by
jump obfuscation.

CALL0x0102
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4 [Experimental Evaluation

This section details the experiments with TinyObf in
order to evaluate its efficiency in terms of the difficulty
imposed for extracting sensitive data and its impact in terms
of the resource consumption of the sensor.

The experiments were performed using the AvroraZ
[11] to simulate a WSN. This network was composed by
MICAz motes, which use 8-bit AVR microcontrollers
(ATmegal28) marketed by Atmel. The disassemblers chosen
to evaluate the proposed framework were: avr-objdump [12],
which uses linear sweep algorithm to perform the disassembly
and IDA PRO [13], a commercial disassembler tool which
basically uses transversal recursive algorithm.

The metric commonly used to measure the difficulty
imposed by code obfuscation techniques to analyze a program
was confusion factor CF (1) [3, 14, 15]. This metric calculates
the number of units of the program (instructions, basic blocks
or functions) that were incorrectly identified. The CF is
defined by following equation: where A is the set of addresses
of actual instructions, i.e. those that would be performed by
the program, P is the set of address of instruction perceived
by disassemblers and |A - P| is the set of addresses of
instructions that are incorrectly identified by disassembler.

CF=|A-P|/|A| (1)

The impact of TinyObf in terms of resource
consumption was measured using the following metrics:
program size, processing cycles and energy consumption of
CPU cycles (measured using AvroraZ). All of these metrics
were calculated for the original and the obfuscated programs.
We used three program samples of TinyOS 2.1.1 to perform
the experiments: (i) RadioSenseToLeds, that broadcasts at
4Hz the value of a platform's default sensor, (ii) IDS (lymph
node) and IDS (dendritic cells), both components of an
Intrusion Detection System (IDS), program based in human
immune system, and (iii) Delphos, program used to predict
damage in wind turbines using Wireless Sensors and
Actuators Networks (WSANs). The last application is a
decentralized system where all decisions are processed inside
the network. The objective of this system is to predict when a
turbine will perform in a state of damage and act in his
operation to prevent accidents, reduce maintenance costs and
prevent delays that occur in power generation.

4.1 Results

In the following we show the results of our experiments
considering the four metrics: confusion factor, program size,
processing cycles and energy consumption. We also use the
TinyObf framework to protect four bytes of data (sensitive
data for each application). For all programs analyzed, the
disassembler tools do not identify the functions boundaries
neither the sensitive data, in our case, a cryptographic key
0x0E940102, translated as shown in the Section 3 as a call
instruction to the address 0x0102 (‘CALL 0x0102°).
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4.1.1

Figure 7 shows the CF for all applications using four
obfuscation degrees. We can see that the CF increases as the
obfuscation degree grows. So when we increase the degree of
obfuscation, more difficult is to understand the program code.

Confusion Factor

03 - -

" [>—> RadioSenscToLeds
+— IDS (lymph nodc)

== IDS (dendritic cells)
+—s Delphos =

02~
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Obfuscation Degree (%)
Figure 7 : Effect of code obfuscation on the program

understanding.
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4.1.2 Program Size

When we apply obfuscation techniques, some instructions
can be changed or added to the program. Figure 8 shows the
overhead in the program size after the obfuscation. Notice that
as the obfuscation degree grows the difference between the
original program (0% obfuscation degree) and the obfuscated
programs is irrelevant even when the whole program is
obfuscated. So the size overhead carried by obfuscation is
considered worthless compared to the benefits of increasing
the difficult to data discovery and program understanding.

2e+05 T T -
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Figure 7: Effect of code obfuscation on the program size.
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4.1.3 Processing Cycles

The changes performed by obfuscation techniques did not
reflect negatively at time execution because few instructions
were added to obfuscate a program then little more processor
cycles is needed to do the same task. Figure 9 shows the
increase in processing cycles of the obfuscated program
compared with original program. Notice that as the
obfuscation degree grows the difference in terms of
processing cycles between original program (0% of
obfuscation degree) and obfuscated program is irrelevant even

when the whole program is obfuscated. So processing cycles
overhead carried by the obfuscation techniques is considered
worthless compared to the benefits of increasing the difficult
to data discovery and program understanding.
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Figure 9 : Effect of code obfuscation on the processing
cycles.

4.14 Energy Consumption

We also measure the energy consumption of changing or
adding instructions in a program. Figure 10 shows the energy
consumption of additional CPU cycles. Notice that as the
obfuscation degree grows the difference of energy
consumption between original program (0% of obfuscation
degree) and obfuscated program are much less compared to
the benefits of increasing the difficult to data discovery and
program understanding.
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Figure 10 : Effect of code obfuscation on the energy
consumption.

5 Related Works

There are plenty of studies proposing obfuscation
techniques to protect intellectual property [2, 3, 6, 8, 16, 17].
Two of them are specific for WSN [16, 17]. The others [2, 3,
6, 8] disrupt disassemblers for x86 platform. The present work
customizes these obfuscation techniques in order to use to
other platforms, such as WSN.

The approach used by Gu [16] to improve security on
WSNs is based on diversity. Each program deployed on WSN
is different from one another. The diversity applied is given
through obfuscation techniques that are capable to create
different versions of the same program but semantically
equivalent. This approach makes the exploitation of
vulnerabilities difficult by adversary who wants to
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compromise a WSN. This difficulty occurs because all the
effort used to analyze one device is not helpful to compromise
other devices because each program is different from one
another. A great challenge of this is how to spread a different
program for each sensor because this is a very costly task.
WSNs usually consist of many nodes and deploy a different
program for each sensor may take a long time because deploy
is done individually for each sensor. The main difference
between his proposal and the present proposal is the strategy
to counter reverse engineering. The obfuscation techniques
used by him tracks the decompilation stage. Notice that, since
we use obfuscation techniques that disrupt the disassembly
stage and it occurs before the decompilation one so any
difficult imposed in the disassembly will propagate errors
throw the decompilation stage. Both proposals technique are
complementary and can be combined to obtain a higher
degree of difficulty in understanding the program. We also
combine the obfuscation techniques with control flow
redirection in order to hide/protect sensitive data.

The method presented by [17] combines randomization and
code obfuscation to protect executable code of WSN nodes.
Randomization is defined as the composition of randomly
arranged pieces of code while maintaining the program
functionality. The work describes two obfuscation stages.
First, it performs data obfuscation and second it obfuscates the
functions that perform data obfuscation since the function are
contained within of the program code. Even applying
obfuscation in two different stages, the obfuscation techniques
used by [17] are the same as in [16]. Thus the obfuscation
used in this work is complementary.

6 Conclusions

In the present work we presented a framework that
improves the security of software embedded in wireless
sensor networks. Our contribution is twofold. On one hand,
we describe a series of customized obfuscation methods that
counter reverse engineering by increasing the resilience of the
binary code against disassembly. On the other hand, we
increase the protection from disclosure of sensitive data
stored in WSN nodes. The effectiveness of our proposed
solution is supported by our simulation results: while the
confusion factor was increased, indicating an increasing of
software protection, the overhead caused by the code
transformations was negligible, be it in terms of energy
consumption, execution time or size of code. The obfuscation
techniques applied confuse the disassembler tools in terms of
instruction translation and sensitive data disclosure.
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Abstract—This paper presents a three-step methodology for
stochastic deployment of wireless sensor networks. While the
first step uses simulation to elaborate strategies for a given
deployment scenario, the second step consists of applying

vertical variance trimming techniques to reduce the number of

non-redundant alternative strategies. The final step consists
of formulating and solving the problem as a multi-attribute
decision problem using grey number theory due to the
uncertain character of simulation data. Decision-makers can
use this methodology to determine the best deployment
strategies based on mission specific goals. This methodology
can be used to simplify the decision-making process and
provide decision-makers the ability to consider all factors
involved in the wireless sensor network deployment problem.
The methodology can be easily customized to include
numerous quality factors to further compare deployment
strategies and identify the one that best meet applications
requirements.
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multi-
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1 Introduction

Recent advances in micro electro-mechanical systems have
led to the development of tiny low-power devices that are
capable of sensing the world and communicating with each
other. Such devices may be deployed in vast numbers over
large geographical areas to form wireless sensor networks
(WSN). WSNs provide the means for autonomous monitoring
of physical events in areas where human presence is not
desirable or impossible. Therefore, they are expected to
facilitate many existing applications and bring into existence
entirely new ones. Several proposed applications of WSNs
include disaster relief, environmental control, military
applications and border security [1].

In each application, the sensor nodes are deployed over the
area of interest and tasked with sensing the environment and
communicating with each other in multi-hop fashion to
transmit the information back to a base station, also known as
the information sink [2]. From the sink, the information is
collected and typically relayed to a central location, across
remote sites, where it is processed and analyzed.

For the most part, WSNs are highly application-dependent.
This means that details such as node design, form-factor,
processing algorithms, network protocols, network topology,
and deployment scheme are customized for the proposed
application. ~ Among these, the deployment scheme is
considered extremely important, since it directly influences
parameters such as network complexity, connectivity,
coverage, cost, and lifetime.

WSN deployments schemes are classified as deterministic or
stochastic.  Deterministic deployments typically result in
optimal efficiency; however, due to the size and density
required to provide appropriate network coverage in large
geographical areas, careful positioning of the deployed nodes
is impractical. Furthermore, several applications of WSNs
are expected to operate in hostile environments [3]. This
makes pre-defined deployment in some cases impossible;
consequently, stochastic deployments become the only
feasible alternative [1]. For these applications, sensor nodes
may be dropped from a plane, delivered in an artillery shell,
rocket or missile, or catapulted from a shipboard [2]. In these
cases, the WSN has the utmost challenge of guaranteeing
connectivity and proper area coverage upon deployment [4].
This requires detailed planning to find deployment strategies
that meet application requirements in terms of network
connectivity, coverage, cost, and lifetime.

This paper presents a decision-making methodology for
stochastic deployment of WSNs. The methodology uses
simulation, statistical analysis, and a utility-based multi-
attribute decision process based on grey number theory to
provide an innovative and unique approach that helps
decision-makers  determine  goal-oriented  deployment
strategies from a set of alternatives. Furthermore, the
methodology provides significant contribution to the current
body of research by providing an extensible technique that
takes into account important parameters, such as connectivity,
coverage, cost, lifetime, involved in the deployment of
WSNs.

2 Background Work

The deployment problem has been the topic of much research
work; however, the majority of the methodologies
concentrate on carefully positioning nodes to meet application
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requirements [5, 6]. Insufficient work has been done to
improve decision-making in stochastic deployment of WSNs.
Furthermore, most of the current work provides
methodologies that take into account one or two parameters at
the expense of other network parameters. In [7], the authors
present a methodology to maximize coverage and
connectivity in randomly deployed WSN. In [8, 9], the
authors present a methodology for decreasing node density
(i.e., cost). In [10, 11], the authors point out the lack of
research towards the WSN deployment problem and state that
“While WSN design, architecture, protocols and performance
have been extensively studied, only a few research efforts
have studied the device deployment problem”. Furthermore,
the authors point out flaws in recent publications by stating,
“Most of these works tackle the deployment problem only
from a perspective of coverage and/or connectivity. The
significance of deployment on lifetime is mostly overlooked”.

These methodologies fail to provide decision-makers with
holistic views that consider all parameters involved in the
deployment decision-making process and allow them to make
customized deployment decisions based on all application
requirements.

3 Methodology

WSN are application-specific, therefore it is impractical to
expect that the same solution can be used to address
deployments in all environments. The proposed methodology
is built on this fundamental assumption. For that reason, it
requires decision-makers to execute the methodology under
settings that provide appropriate characterization of
application-specific requirements. Consequently, customized
simulations specific to the deployment scenario at hand are
required. Simulations of WSN deployments can be carried
out using the popular ns2 simulator. Once simulation data are
collected, the methodology uses the Vertical Variance
Trimming (VVT) technique to eliminate statistically
redundant deployment alternatives. Therefore, VVT provides
a reduced number of deployment alternatives but equal
characterization of the original deployment scenario. Finally,
the reduced set of deployment alternatives is analyzed by
formulating and solving a multi-attribute decision problem
using grey numbers in order to rank deployment alternatives
based on deployment goals. Figure 1 shows an overview of
this methodology.

4 Vertical Variance Trimming

Vertical Variance Trimming (VVT) is a technique devised for
reducing the number of deployment alternatives based on
statistical analysis [12]. VVT works by determining the
effects of deployment parameters (e.g., number of nodes,
radio range, sensor range) on WSN network efficiency.
Typical WSN deployment assumptions include: (1) higher
network connectivity and area coverage is achieved by
deploying higher number of nodes; and (2) higher radio and
sensing range result in higher connectivity and area coverage.
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These are valid assumptions; however, the degree to which
they are significant in a stochastic deployment scenario needs
to be determined before making deployment decisions. To
accomplish this and reduce deployment alternatives, VVT
uses three fundamental techniques: Single Factor Analysis of
Variance (ANOVA) [13], Least Significance Difference
(LSD) [13], and Critical Metric Value (CMV).

Cost | | Lifetime |

/

| Coverage | |

\/

Vertical Variance Trimming
Data Reduction

!

{Grey System Utility Based Multi-Attribute Decision MakingJ

Figure 1. Methodology overview.

4.1

Single factor ANOVA is a statistical procedure that tests the
equality of two or more response means. In the deployment
case, ANOVA can be used to determine the effects of
deploying varying number of nodes at different radio and
sensor range, on overall network connectivity and coverage.
By using the F statistical test [13], the variance caused by
natural error can be compared to the one caused by varying
the deployment parameters. =~ When these variances are
similar, at least two deployment strategies are considered
redundant and minimization of the number of deployment
alternatives can be achieved. The test statistic /' is computed
using equation 1 [13],

Single Factor ANOVA

§Sr/(a—1)
SSg/(N —1)

St

0~ o2~
SZ

€y

where N is the total number of observations and a the total
number of treatments. A detailed explanation for computing
SSrand SSg is presented in [13].

There are two ways that single factor ANOVA can be used in
the WSN deployment problem. Table 1 displays identified
use cases for single factor ANOVA.

Table 1. ANOVA Deployment Use Case.

Case Number of | Radio Sensor Output
Nodes Range Range p
1 Variable Fixed Fixed Connectivity
2 Variable Fixed Fixed Coverage

In both cases, the effects of varying the number of deployed
nodes on network connectivity and area coverage are
determined by using a fixed set of values for radio range and
sensor range. Once statistical differences have been identified
using ANOVA, the LSD test is used to identify which
deployment alternatives are different from one another.
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42 LSD

The LSD test is used on pairs of deployment strategies to
determine their statistical equality. Two deployment strategies
are different if the difference in their mean response (i.c.,
connectivity, coverage) is greater than the least significant
difference. This is obtained for balanced experimental data as
specified in [13]. Otherwise, they are considered statistically
similar. When this occurs, decision-makers can eliminate the
redundant strategy that results in increased cost. Once all the
deployment strategies have been analyzed using LSD, the
CMYV is used to further reduce the deployment alternative set
to match specific application requirements.

43 CMV

After redundant deployment strategies have been removed,
the Critical Metric Value (CMYV) is selected to identify the
minimum value for the decision metric that decision-makers
are willing to accept for initial deployment. Deployment
strategies resulting in values higher than the CMV are
considered for initial deployment. Deployment strategies
resulting in values below the CMV are considered for re-
deployment to fill gaps and correct initial deployment. With
this final step, VVT reduces the number of deployment
alternatives significantly, which simplifies the application of
the utility-based multi-attribute decision making process.

5 Multi-attribute Decision Making Using
Grey Systems Theory

Multi-attribute decision making problems occur in situations
where a finite set of alternatives need to be evaluated
according to a number of criteria or attributes. The evaluation
consists of selecting the best alternative or ranking the set of
alternatives based on those attributes. The evaluation of
various strategies to deploy wireless sensor networks can be
approached by finding a set of criteria that provides the
optimal benefit by minimizing cost factors. Deployment
goals are customized based on specific application
requirements. For example, multi-segment WSN require high
connectivity and high coverage for the Sensing & Relaying
Segment (SRS), but high connectivity and low coverage for
the Relaying Segment (RS) [8]. Other examples include WSN
that use small autonomous vehicles after deployment to fill
existing connectivity gaps in the network. In these
applications, high area coverage with extended network
lifetime is desired over high connectivity. In general,
deployment strategies are composed of a fixed number of
deployed nodes, fixed radio range, and fixed sensor range.
For a given deployment scenario, there could be a number of
deployment strategies, each providing different levels of
connectivity, coverage, cost, and network lifetime. However,
many decision problems present data that is imprecise or
ambiguous leading to conflicting situations in which the
evaluation of alternatives becomes difficult. This is the case
when deploying WSNs. This information uncertainty has
been modeled using fuzzy sets [14] or grey numbers [15].
While the former has been around for some time, only

recently has interest been growing in the latter, since
uncertainty can be modeled and manipulated in more flexible
ways using grey number systems than fuzzy sets [15].

5.1  Grey Numbers and Grey Systems Theory

In practical applications, a grey number represents an
indeterminate number that takes its possible value from an
interval or a set of numbers. The symbol ® denotes a grey
number. The most basic types of grey numbers are [15]:

*  Grey numbers with only a lower bound: ® € [a, o] or

®(g), where a is a fixed number representing the
lower bound.

*  Grey numbers with only an upper bound: ® € [—o0, a]
or ®(a) where a is a fixed number representing the
upper bound.

* Interval grey numbers: ® € [g, E] where a and @ are
the lower and upper bounds respectively.

* Continuous and discrete grey numbers: The former
numbers can take any values within an interval while
the latter can take only a finite number of potential
values.

¢ Black and white numbers: When ® € [—o0, ], that is
when ® has neither an upper nor lower bound, it is
knows as a black number. On the other hand, when
® € [a,a] and a = @, it is knows as a white number.

After three decades of research, grey systems theory emerged
as new discipline with contributions in [15]:

* Grey algebraic systems, grey equations, grey matrices,
etc..

*  Sequence operators and generation of grey sequences.

¢ System analysis based on grey incidence spaces and
grey clustering.

*  Qrey prediction models.

* Decision making using grey target decision models.

* Optimization models using grey programming, grey
game theory and grey control.

5.2 Strategy Selection

The first step in grey system decision making approach
involves the selection of deployment strategies for a given
deployment scenario. These strategies are developed during
simulation of specific scenarios. The results are captured in a
strategy vector as follows:

S1
s=|% @)
STl
wherei=1,2, ..., n.

5.3 Scenario Attributes

When simulating a deployment scenario, a number of
strategies are developed. Each deployment scenario can be
characterized by the following attributes:
* Nodes: A deployment strategy consists of deploying a
number of nodes scattered over a well-defined
geographic area.
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*  Radio range: Each node has an antenna for transmitting
and receiving data. This antenna has a well-known
radio range.

*  Sensor range: In addition to an antenna, a node can
carry several sensors for monitoring specific
parameters in the environment (e.g., temperature, noise,
motion, etc.). These sensors have all well-defined
sensing ranges.

*  (Connectivity: Each deployment strategy can be defined
by the degree to which the deployed nodes are
connected. This is known as the connectivity of the
network resulting from the deployment strategy. In
general, connectivity increases when higher number of
nodes is deployed in a given strategy.

* Coverage: This is the area covered by the network of
nodes in a deployment strategy.

*  Power: The power consumed by the deployed nodes in
a given strategy.

These attributes can be represented in the following vector:

(3)

A=lasa; - ayl

forj=1,2, ..

., m.

5.4  The Deployment Scenario Matrix

For each deployment strategy, a value representing a benefit
or cost is generally associated with each attribute. Because of
the uncertainty of data in deploying WSNs, grey numbers are
used to represent benefits or costs in the decision matrix.
The overall assessment of a given deployment scenario based
on the scenario attributes is captured using the following
deployment scenario matrix:

®d;; ®dy; ... Qdin
®D — ®d21 ®dZZ . ®dZm
®dn1 ®dn2 ®dnm
[how] [l u] o [l tam]
®D = (o1 uzi] [z, uze] o [oms Uoml] 4)
[lnli unl] [an'unZ] - [lnm'unm]

where the rows represent strategies considered in the
deployment scenario while the columns represent the
attributes of that scenario. Note that the /; and u; represent
respectively the lower and upper bounds of grey number dj;
fori=1,2,..,nandj=1,2,.,m.

5.5 Goal Weights

In general, a deployment scenario will also be characterized
by very specific goals. For example, the goals of a
deployment scenario may consist of maximizing network
lifetime, maximizing connectivity, minimizing cost and
maximizing coverage in this listed order. The first goal
entails minimizing power usage in the deployment scenario
while the third goal entails minimizing the number of nodes
deployed in the scenario. Optimization goals consist mostly
of minimizing or maximizing one or more attributes
associated with a deployment scenario. However, these goals
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may not have the same importance in some cases. As a
result, a weight from O to 1 indicating the importance of a
goal is given to each attribute in each scenario. In the
absence of weights, all attributes are assumed to have equal
importance. A weight vector is created where w; represents
the importance of each attribute as follows:

)

Normalization of the Deployment Scenario Matrix

W = [w;wy -+ wp,]

5.6
The scenario matrix can be normalized by using the core of
the grey numbers in each column. If a grey number
®€ [a,_a] is continuous, then ® = %(g +a) is the core of
® [14]. Grey numbers in the matrix can be normalized by

using the sum of the cores in each matrix column as follows
[15]:

— L 21

L= 1 / = Y (6)
7 (Tl + 2 wy) Zia(ly +uy)
U;; 2u;;
u_ij ij ij (7)

%(Z?=1 ly+ Sguy) 2l +uy)
fori=1,2,.,nandj=1,2, ., m where /; and u; are as
defined in equation (4). The resulting normalized matrix is
®D.

5.7 Weighting of the Normalized Scenario Matrix

The normalized scenario matrix can be weighted by
multiplying the bounds of each grey numbers in the matrix by
the weight of its attribute. Let ®d_ij = [Tj,ﬁ] be a grey
number in the normalized matrix. Each grey number in the
matrix is multiplied by its attribute weight as follows [15]:

®d,, = ®dyxw; = [wily, wig] = [, 7;] (8)

fori=1,2,..,nandj =1, 2, ., m. The resulting weighted
normalized matrix is ®@D.

5.8  Benefits and Costs in The Weighed Normalized

Matrix
A simple weighted additive approach, similar to the

COPRAS-G method, can be used to compute the benefits and

costs of the attributes for each strategy in ®D as follows [16,
17]:

o,
P = EZ(ll] +uy €))

-
1l
[y

m
1 ~
R; = 2 Z (ll] + ﬁl\]) (10)

j=k+1

assuming that the first k£ attributes are benefits while the
remaining (m—k) attributes are costs in ®D.
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5.9 Relative Weight of Each Strategy

The importance of each strategy in the weighted normalized
matrix can be calculated as follows [16, 17]:

n
i=1 R

—7 (11).
R; Zi:lR_i

Q=P+

5.10 Utility of Each Strategy

The utility degree of each strategy can be calculated based on
its relative weight as follows [16, 17]:

Q;

max ¢/;
1<isn Ql

(12)

fori=1, 2, ., n. The strategy with the highest utility degree
is considered the best deployment strategy of the WSN under
consideration given the m scenario attributes.

6 Case Study

Using simulation, the methodology is executed using a
simplified deployment scenario consisting of rectangular
deployment area measuring 500 m x 500 m; 50 to 100 nodes
available for deployment with onboard radio capable of
transmitting between 50 to 100 meters and sensors capable of
covering between 30 to 60 meters. Cost is assumed to be
directly proportional to the number of deployed nodes, and
lifetime is related to transmission power. This power is
simulated using the Log-Normal RF propagation model,
whereby terrain obstructions are modeled as a zero-mean
normally distributed random variable with standard deviation
proportional to obstructions [18]. VVT was executed to
reduce the number of deployment strategies based on the
connectivity metric.

The case study identifies deployment strategies composed of
specific number of nodes and radio range. Since there are 50,
60, ..., n alternatives for the number-of-nodes factor and 40,
45, ..., r alternatives for radio range; the initial number of
deployment alternatives is nxr=78 . Using VVT, the
number of deployment alternatives was reduced to 51,
resulting in 35% reduction of deployment strategies. In
addition, a CMYV value of 90% was used to further reduce the
number of deployment strategies. The deployment
alternatives for connectivity are summarized in Tables 2 and
3.

Table 2. Original set of deployment alternatives.
Nodes Radio Ranges

50 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100
60 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100
70 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100
80 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100
90 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100
100 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100

Table 3. Trimmed set of deployment alternatives.
Nodes Radio Ranges

50 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100
60 50, 55, 60, 65, 70, 75, 85, 90, 95, 100

70 45, 55, 60, 65, 70, 75, 80, 85, 90, 95

80 40, 50, 55, 70, 75, 85, 90

90 40, 45, 55, 60 65, 70, 75, 80

100 50, 55, 65

Using the trimmed set of deployment alternatives, a
deployment scenario in which network lifetime is of highest
importance, followed by connectivity, cost, and coverage is
created. This scenario is shown in Figure 2. This scenario
shows 35 strategies where each strategy is characterized by
the following attributes: number of deployed nodes, radio
range of these nodes, range of the sensors on these nodes,
connectivity of the network deployed by these nodes,
coverage of this network, and its power usage. These
attributes are represented by grey numbers derived from
simulation experiments. The weights at the bottom of Figure
2 illustrate the priority goals of the deployment scenario. As
the weight of each attribute shows, power usage has the
highest weight, which means that network lifetime is of
utmost importance. Next, connectivity, number of nodes, and
coverage follow in importance based on their weights.

79

st Nodes [ Radio Range (m) | Sensor Range (m) | __C ivi [ Coverage | Power (mW)
rategy ——1 4 T [ u [ T [ u [T [ uw [T [ u T u
7 50 55 100 105 0 35 109.82 122.15 4461 59.36 209.74  237.91
12 60 65 95 100 30 35 108.22 118.70 51.04 134.78 183.07  209.74
13 60 65 100 105 30 35 116.71 123.29 51.04 134.78  209.74  237.91
19 70 75 95 100 30 35 114.55 19.77 56.72 184.11 183.07  209.74
23 80 85 90 95 30 35 113.08 17.70 61.67 246.20 157.90 183.07
33 50 55 100 105 35 40 109.82 122.15 56.14 99.97 209.74  237.91
38 60 65 95 100 35 40 108.22 118.70 62.40 138.08 183.07  209.74
39 60 65 100 105 35 40 114.55 123.29 62.40 138.08  209.74  237.91
45 70 75 95 100 35 40 114.55 19.77 67.93 187.14 183.07  209.74
49 80 85 90 95 35 40 113.08 17.70 72.71 248.97 157.90 183.07
59 50 55 100 105 40 45 109.82 122.15 66.17 100.41 209.74  237.91
64 60 65 95 100 40 45 108.22 118.70 7217 138.15 183.07  209.74
65 60 65 100 105 40 45 116.71 123.29 7217 138.15 209.74 237.91
| 70 75 95 100 40 45 114.55 119.77 7743 186.85 183.07  209.74
75 80 85 920 95 40 45 113.08 117.70 81.95 248.31 157.90 183.07
85 50 55 100 105 45 50 109.82 122.15 74.93 97.72 209.74 237.91
90 60 65 95 100 45 50 108.22 118.70 80.56 135.00 183.07  209.74
91 60 65 100 105 45 50 116.71 123.29 80.56 135.00 209.74  237.91
97 70 75 95 100 45 50 114.55 119.77 85.45 183.23 183.07  209.74
101 80 85 90 95 45 50 113.08 17.70 89.61 244.22 157.90 183.07
m 50 55 100 105 50 55 109.82 122.15 8263 91.91 209.74 23791
116 60 65 95 100 50 55 108.22 118.70 87.80 128.62 183.07  209.74
17 60 65 100 105 50 55 116.71 123.29 87.80 12862 209.74  237.91
123 70 75 95 100 50 55 114.55 119.77 92.23 176.29 183.07  209.74
127 80 85 90 95 50 55 113.08 117.70 95.92 236.72 157.90 183.07
137 50 55 100 105 55 60 109.82 122.15 89.51 82.97 209.74  237.91
142 60 65 95 100 55 60 108.22 118.70 94.12 119.01 183.07  209.74
143 60 65 100 105 55 60 116.71 123.29 94.12 119.01 209.74 23791
149 70 75 95 100 55 60 114.55 119.77 97.98 166.02 183.07  209.74
153 80 85 90 95 55 60 113.08 117.70 101.11 225.78 157.90 183.07
160 50 55 100 105 60 65 109.82 12215 95.80 70.91 209.74  237.91
165 60 65 95 100 60 65 108.22 118.70 99.73 106.19 183.07  209.74
166 60 65 100 105 60 65 116.71 123.29 99.73 106.19  209.74  237.91
172 70 75 95 100 60 65 114.55 19.77 102.93 152.42 183.07  209.74
176 80 85 90 95 60 65 113.08 117.70 105.39 211.42 157.90 183.07
[Weight | 0.30 T 0.10 T 0.10 T 0.40 T 020 T 050 ]

Figure 2. Deployment scenarios.

After normalization and weighting, the weighted normalized
matrix appears in Figure 3. Among the attributes of this
scenario, radio range, sensor range, connectivity and coverage
are maximized whereas number of nodes and power usage are
minimized. As such, the benefits of radio range, senor range,
connectivity and coverage are computed using equation (9)
while the costs of power usage are computed using equation
(10). Next, the relative importance of all strategies and their
utility degrees are computed using equation (11) and (12).
Figure 4 shows the final results where strategies 176, 153 and
127 are the top three strategies that are highly desirable in the
simulated scenario. Although strategy 176 requires a high
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number of nodes, it shows a high range of nodes and sensors
as well as a high degree of connectivity and coverage.

Strategy Nodes | Radio Range (m) | SensorRange(m) | C ivi i Coverage [___Power (mW)
u [ u [ u T [ u [ 1 u [ T [ u

7 0.0064  0.0071 0.0029  0.0030  0.0018  0.0021 0.0108 0.0120  0.0022  0.0029 0.0148  0.0168
12 0.0077  0.0084 00028 0.0029  0.0018  0.0021 0.0106 00117 00025 0.0067 00129  0.0148
13 0.0077  0.0084  0.0029  0.0030 0.0018  0.0021 0.0115 00121 0.0025 0.0067 00148  0.0168
19 0.0090 0.0097 0.0028 0.0029 0.0018 0.0021 0.0112 0.0118  0.0028  0.0091 0.0129  0.0148
23 00103 00110 0.0026 0.0028  0.0018  0.0021 0.0111 00116 0.0030 0.0122 00112 0.0129
33 0.0064  0.0071  0.0029  0.0030  0.0021  0.0024 0.0108 00120  0.0028 0.0049 00148 0.0168
38 0.0077  0.0084  0.0028 0.0029  0.0021 0.0024 0.0106 0.0117  0.0031 0.0068  0.0129  0.0148
39 0.0077  0.0084 0.0029 0.0030 0.0021 0.0024 0.0112 0.0121 0.0031 0.0068  0.0148  0.0168
45 0.0090  0.0097  0.0028 0.0029  0.0021  0.0024 00112 00118  0.0034 00092 00129  0.0148
49 0.0103 00110 0.0026 0.0028  0.0021  0.0024 0.0111 0.0116  0.0036 0.0123 00112  0.0129
59 0.0064  0.0071 0.0029  0.0030 0.0024  0.0027 0.0108 0.0120  0.0033 0.0050 0.0148 0.0168
64 00077  0.0084 0.0028 00029 0.0024  0.0027 0.0106 00117 00036 00068 00129 00148
65 00077  0.0084 0.0029 00030 0.0024  0.0027 0.0115 0.0121  0.0036 0.0068 0.0148  0.0168
4l 0.0090  0.0097  0.0028  0.0029  0.0024  0.0027 0.0112 0.0118  0.0038 0.0092 0.0129 0.0148
75 0.0103 00110  0.0026  0.0028  0.0024  0.0027 0.0111 0.0116  0.0040 00123 00112 0.0129
85 00064  0.0071 00029 00030 0.0027  0.0030 0.0108 0.0120  0.0037  0.0048 0.0148  0.0168
90 00077  0.0084 0.0028 00029 0.0027  0.0030 0.0106 00117 00040 0.0067 0.0129  0.0148
91 0.0077  0.0084  0.0029  0.0030  0.0027  0.0030 0.0115 0.0121 0.0040  0.0067 0.0148  0.0168
97 00090  0.0097 00028 00029 0.0027  0.0030 0.0112 00118 00042  0.0091 0.0129 0.0148
101 00103 00110 00026 00028  0.0027  0.0030 0.0111 00116 00044  0.0121 00112 00129
m 0.0064  0.0071 0.0029  0.0030  0.0030  0.0033 0.0108 0.0120  0.0041 0.0045 0.0148  0.0168
116 0.0077  0.0084  0.0028 0.0029 0.0030 0.0033 0.0106 0.0117  0.0043  0.0064 0.0129  0.0148
"7 00077  0.0084 00029 00030 0.0030 0.0033 0.0115 00121 0.0043  0.0064 0.0148  0.0168
123 0.0090  0.0097  0.0028 0.0029 0.0030 0.0033 0.0112 00118  0.0046  0.0087 0.0129  0.0148
127 00103 00110 0.0026 0.0028 0.0030 0.0033 0.0111 00116  0.0047 00117 00112 0.0129
137 0.0064  0.0071 00029 0.0030 0.0033 0.0036 0.0108 00120  0.0044  0.0041 00148  0.0168
142 0.0077  0.0084 0.0028 0.0029 0.0033 0.0036 0.0106 0.0117  0.0047  0.0059 00129  0.0148
143 0.0077  0.0084  0.0029  0.0030 0.0033  0.0036 0.0115 0.0121 0.0047  0.0059  0.0148  0.0168
149 0.0090  0.0097  0.0028 0.0029  0.0033  0.0036 0.0112 00118  0.0048 0.0082 0.0129 0.0148
153 0.0103 00110 00026 0.0028  0.0033  0.0036 0.0111 00116 0.0050 00112 00112  0.0129
160 0.0064  0.0071 0.0029  0.0030 0.0036  0.0039 0.0108 0.0120  0.0047  0.0035 0.0148  0.0168
165 0.0077  0.0084 0.0028 0.0029 0.0036  0.0039 0.0106 00117 0.0049  0.0052 0.0129  0.0148
166 0.0077  0.0084  0.0029  0.0030 0.0036  0.0039 0.0115 00121 0.0049  0.0052 00148 0.0168
172 0.0090  0.0097  0.0028 0.0029 0.0036  0.0039 0.0112 0.0118  0.0051 0.0075  0.0129  0.0148
176 00103 00110 0.0026 0.0028 0.0036  0.0039 0.0111 00116 0.0052 _ 0.0104 00112 0.0129

Figure 3. Weighted normalized matrix.

Strategy | Relative Weight | Utility

7 0.0420 86.40%
12 0.0443 91.15%
13 0.0432 88.80%
19 0.0447 91.98%
23 0.0466 95.83%
33 0.0436 89.66%
38 0.0450 92.52%
39 0.0437 89.94%
45 0.0454 93.32%
49 0.0472 97.15%
59 0.0442 90.81%
64 0.0455 93.63%
65 0.0444 91.28%
71 0.0459 94.41%
75 0.0477 98.21%
85 0.0446 91.74%
90 0.0460 94.52%
91 0.0448 92.16%
97 0.0463 95.25%
101 0.0481 99.01%
1M 0.0450 92.46%
116 0.0463 95.18%
117 0.0451 92.83%
123 0.0466 95.86%
127 0.0484 99.57%
137 0.0452 92.97%
142 0.0465 95.63%
143 0.0454 93.28%
149 0.0468 96.25%
153 0.0486 99.89%
160 0.0454 93.29%
165 0.0466 95.89%
166 0.0455 93.53%
172 0.0469 96.43%
176 0.0486 100.00%

Figure 4. Relative weights and utility degrees of all strategies.

With this information, the utility degree function derived
from the weighted normalized matrix can be used to establish
the goals for the deployment, rank the strategies and select the
best ones desired for deployment.

7 Conclusion

A methodology for quantifying stochastic WSN deployments
based on mission goals has been presented. This
methodology uses simulation, data reduction through VVT,
and a grey number-based decision making approach to rank
alternative strategies in different deployment scenarios. This
work presents a contribution to the current literature by
providing an innovative approach to decision-making that
considers all factors involved in the deployment of WSN.
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The approach can be easily customized to include numerous
quality factors to further compare deployment strategies.
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Redundant Hop-count Mapping in a Random Wireless
Sensor Network

Raymundo R. Hordijk and Oscar J.G. Somsen
SeWaCo, Netherlands Defense Academy, Den Helder, Noord-Holland, Netherlands.

Abstract - Networks composed of a large number of tiny
sensors, also known as “smart dust”, can provide long
range observation of phenomena that can only be detected
at short range or contact. Mapping is necessary so that
information from a particular sensor can be linked to a
location within the network. Previously we determined
that distances can be accurately measured by counting the
number of hops or retransmissions that are necessary to
transmit a message between two sensors and that these
can also be used to determine angles and relative
positions. In the present paper we investigate whether it is
possible to extend the number of nodes to four and
determine the angles more accurately. This works well,
especially for very large or very small angles.

Keywords: Networks mapping, tiny sensors, smart dust.

1 Introduction

Targets or events are often located by long range
systems such as radar or sonar. However, some
phenomena such as vibration or temperature can only be
detected at short range. Detection of such phenomena
require several sensors or even a network. We are
interested in a network that would contain a large (~10%)
number of tiny sensors. Sensors of millimeter size have
indeed been developed including energy generation and
storage, sensory element and communication [1]. This
type of network could be described as smart dust and has
been proposed to secure military terrain [2] or e.g. in a
vineyard [3].

Mapping is important in sensor networks. Information
obtained from a sensor is of limited use if its location is
unknown. In tiny, inexpensive sensors navigation aids
such as GPS are not available [4]. Alternatively the
communication aid can be used to determine distances [5]
or angles [6]. A tiny sensor is likely to be equipped with a
weak communication aid. It can only contact a limited
number of sensors in the immediate neighborhood. In
order to transmit a message across the network the
neighboring sensor nodes need to retransmit it to their
neighbors. This step has to be repeated a number of times
until the message has reached its destination. The number
of retransmissions or hops that is necessary to transmit a
message between two sensor nodes may be used to
estimate the distance between them.

Previously we have carried out simulations to investigate
the effectiveness of hop-counting as a distance measure
[2]. While the distance was typically overestimated the

fluctuation of the hop-count (observed distance) between
many simulated network realizations is small so that
calibration is possible. When each node communicates
with 5-10 neighbors, sufficiently large distances could be
estimated with 1% accuracy or better in a homogeneous
network. With three or more sensor nodes, the obtained
distances can be used to determine angles. We proposed a
protocol by which sensor nodes can use triangulation to
determine their position within a wireless network [7].
While some bad cases occur e.g. when the three nodes are
collinear. The angle measurements are much less
sensitive to the aforementioned overestimate and accurate
angles could indeed be obtained, even without
calibration.

So far we only considered the mapping of three nodes in
each network, in the present paper we consider a fourth
node which will provide more information to estimate
angles and relative positions. We investigate whether this
redundance does indeed improve the accuracy of angle
measurements. We present a number of simulations to
determine the accuracy of these estimates and the
possibility to use them to refine the position estimates
within the network.

2 Hop distance and three-node
simulations

The concept of hop-counting has been explained
previously [2]. Briefly, two nodes are neighbors when
they are within a hop-range from each other. A hop-route
is a series of nodes where each is a neighbor to the next.
The hop-count or hop-distance between two nodes is
defined by the shortest possible hop-route that connects
them. In an actual network this distance can be obtained
by transmitting a message that includes the number of re-
transmissions. A node may receive the message more
than once but will re-transmit only the one with the
lowest re-transmission number. This number is also its
hop-distance from the origin (original transmitter).

In a computer simulation hop-distance between two node
is done with a global search. This is most efficient with a
procedure similar to the above. We first determine which
nodes are neighbors to each other. Once a transmitting
node has been selected we first determine the nodes that
are located at a distance of one hop form this node, then
the ones located at two hops, etc. until the network has
been covered. This provides the hop-distance to all nodes
within the network.
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Figure 1: Example of a hop-count measurement with two transmissions.

Left: Transmission by nodes A and B. The colored rings illustrate the retransmission process (humber of
hops). Shortest hop routes are shown (red) for receiving nodes together with the straight line (black).

Right pane: Estimated positions. Dotted lines represent the ‘real’ distances between the reference nodes, and
solid lines the ‘hop’ distances. The two triangles were superimposed with nodes A in the origin and nodes B
on the positive x-axis and nodes C above this axis. Note that the result is a mirror image of the actual

triangle (in the left pane)

Figure 1 illustrates an actual situation. In this case a
network of 7600 nodes was simulated by randomly
scattered in an square area of size 1000 x 1000 m. The
hop-range (i.e. the range at which neighbors can contact
each other) was set to 25 m so that on average a node is
able to contact 15 neighbors. After initialization all nodes
determine a random time at which they will transmit a
message. The node with the earliest time actually
transmits the message and is denoted “A”. It arbitrarily
places itself in the origin. All other nodes postpone their
transmission. A collision may occur when a second node
transmits a message before the message of “A” has
travelled across the network. As shown the transmission
starts by A sending the message to its neighboring nodes.
These nodes forward the message to their neighbors and
so on until the message has travelled across the network.
The forwarded message includes the number of times that
it has been forwarded and each receiving node can use
this as an estimate of its distance to node A.

Once the first message has been received all nodes
(except “A”) determine a new random time at which they
will transmit a message. Again the node with the earliest
time is the actual transmitter and is denoted “B” it places
itself (also arbitrarily) at the positive x-axis and includes
its position estimate in the message. Again all other nodes
postpone their transmission and use the number of times
that this message has been forwarded as their distance
with respect to node “B”. As can be seen in figure 1, the
shortest hop routes between transmitting and receiving
nodes do not exactly follow the lines of sight and thus the
distance derived from them overestimates the actual
distance. The extent of this deviation depends on hop-
range, node density and the length of the route.

As illustrated in figure 1, the distances observed in the
above two transmissions can be used to estimate the
shape of triangle ABC. In a simulation this can be
compared to the triangle that can be determined from the
actual positions of the nodes. We have studied this
previously [7] and found a difference in distance and

angle estimates. Since all three distances are
overestimated the obtained triangle is larger than the
actual triangle. However, since this overestimate is
typically constant, the angles in triangle ABC form much
better estimates of the actual angles especially when they
are in a moderate range (between 20° and 120°). The
orientation of the triangle cannot be determined. Also,
two triangles can be constructed, which are each other’s
mirror image. However, based on the distances measured,
triangle ABC provides the best possible map of the
network.

3 Four-node simulations

An opportunity to improve the accuracy of the map
occurs when more messages are transmitted. Figure 2
illustrates the extension of the process with a third
transmission. The symbols (A, B, ...) for the nodes have
been replaced by numbers (1, 2, ..) so that it will be
possible to continue to a arbitrary number. The node
density was reduced to 5100 so that the hop range now
includes an average of 10 neighbors (all other parameters
were unchanged). The effect should be that the quality of
the position estimates becomes less and the correction by
including node 3 becomes more necessary and more
visible.

As before, nodes 1 and 2 transmit a message and node 3
estimates its position relative to these nodes. Only the
first transmission is shown explicitly in figure 2. The next
step is that also node 3 transmits a message. With this
information the distances between nodes 2, 3 and 4 are
determined and used to estimate the position of node 4.
Circles are drawn around the estimated positions of nodes
1, 2 and 3 and the intersections are determined. Three
interactions are found near to each other (other
intersections are far from this region and can be
disregarded). These are the estimates of the position of
node 4. Their average is determined and used as the best
estimate.
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Topleft: User interface for the simulation. Shown is the transmission by node 1
i S ' | | that is received by nodes 2, 3 and 4. See figure 1 for an explanation of the
e | | m
£  — symbols.
iR /

\ /'l | Topright: The shortest routes between nodes 2, 3 and 4. Blue dots represent the
L other nodes in the network.
’ Left: Position estimate for node 4: Circles are drawn around the estimated
) positions for nodes 1-3 (crosses) using the measured distances to node 4. Three
n intersections are found near to each other (dots). Their average is taken as the
position estimate for node 4.

To investigate this we generated 50 random networks and
analyzed the performance of position estimation using
two- and three transmissions. The results are shown in
figure 3. Since the positions of the nodes are determined
relative to each other, the performance of the approach
should not be determined by the positions themselves.
Rather, figure 3 shows a comparison of the angle (2-1-4).
Shown are the initially estimated angle (using only nodes
1 and 2 as a reference) and the corrected estimate (using
also node 3). In the central region (angles between 40°
and 100°) the initial estimates are best. The correction
regularly improves this estimate, though not in all cases.

Larger initial errors occur in the extreme regions (angles
below 20° or above 120°). In those cases large errors
occur in quite a number of cases. The reason for this is
that at those angles node 4 is more or less collinear with
nodes 1 and 2 so that distance measurements are not
suitable to determine its position. This is where the
inclusion of a third reference node is most needed. In
general this node will not be collinear with nodes 1 and 2.

Therefore the position of node 3 is estimated with more
accuracy and in turn node 3, in combination with node 1
or 2 should give a more accurate position estimate for
node 4. This is indeed observed. In the extreme region,
the correction with node 3 almost always leads to a more
accurate estimate of angle 2-1-4. However, also in this
case there are exceptions.

To get a better understanding why correction with node 3
does not always improve the position estimate of node 4,
we have shown a few cases explicitly. In case | the angle
2-1-4 was initially estimated accurately at 140°. After
correction the estimate was some 10° off. An explanation
for this can be found in the corresponding diagram. In
this case node 3 was even more collinear with nodes 1
and 2 than node 4 itself. Thus, the position estimate for
node 3 is likely to be inaccurate. While node 3 is a good
extra reference, in principle, to improve the position
estimate for node 4, the uncertainty of its own position
leads to a decreased accuracy.
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Figure 3: Corrected estimate angles.

Left: Estimates for the angle determined by nodes 2, 1
and 4. Shown are the estimate using nodes 1 and 2
(crosses) and the corrected estimate using nodes 1, 2
and 3 (circles) versus real angle. Three cases are
indicated where the corrected estimate is further from
the real angle than the initial estimate.

Top: Situation of the cases indicated in the graph. The
blue line marks the initial estimate of the position of
node 4 using only nodes 1 and 2. For other symbols
see caption of figure 2. The black and blue line form
(the initial estimate for) angle 2-1-4.

Case Il is especially unfortunate. In this case angle 2-1-4
is not extreme and indeed the initial position estimate for
node 4 was accurate. However, in this case node 3 is
more or less collinear with nodes 1 and 4. Thus the
position estimate of node 3 is probably accurate and
nodes 2 and 3 provide a good basis to determine the
position for node 4. But the position estimate determined
with nodes 1 and 3 is much worse and reduces the
accuracy of the final estimate. Yet another problem
occurs in case I1l. In this case node 3 is very near to node
1. In that case the position estimate obtained by using
these two nodes as reference is very inaccurate. While the
other two estimates (using nodes 1 and 2 or nodes 3 and
2) are more accurate, the final result also shows a large
error.

4 Discussion

We are investigating whether hop-distances, i.e.
distance estimates obtained by counting the number of re-
transmissions of a message as it passes through the
network, can be used to reliably estimate positions of
nodes within the network. Of course, only relative
positions can be determined with this approach. The map
that is finally obtained can be rotated or even mirrored
with respect to the actual network. It is not possible to
distinguish such cases using only distances. Also the size
of the map is somewhat overestimated since hop-
counting tends to overestimate the distance [2]. However,
angles can be obtained with better accuracy [7] and
provide information of the network structure that can be
used for many purposes.

The type of mapping that we investigate is incremental.
The first step occurs when a (random) node transmits a

message. It will arbitrarily place itself in the origin. All
receiving nodes then know their distance from the origin,
but angles cannot yet be determined. When a second node
(that has arbitrarily placed itself at the positive x-axis)
transmits a message the receiving nodes know their
distance from both nodes and can begin to estimate their
position. There are still two possibilities. One above and
one below the x-axis. When a third node (that has
arbitrarily placed itself above the x-axis) transmits a
message the receiving nodes can use their observed
distance with respect to this node to decide between the
aforementioned possibilities and arrive at a unique
position estimate.

As of the third transmission it also becomes possible to
refine the position estimates. This is what we have
investigated in our present research. Our results indicate
that the position estimate is indeed improved in many
cases, though not in all. The improvement is most
noticeable when the receiving node is more or less
collinear with first two transmitting nodes. In that case
these do not provide a suitable basis to determine it
position using only distances. If the third transmitting
node is not on the same line it helps to provide a much
more suitable basis and can considerably improve the
position estimate.

However, the enhancement does not occur in all cases.
This might have been caused by inaccuracy of the
distance measurements themselves, but this does not
appear to be the case. In the cases that we have studied
the position of the third transmitting node is usually the
cause. Either it itself more or less collinear with the first
two transmitting nodes so that its position estimate is
inaccurate. Or it is in a position where it does not provide
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a suitable basis to accurately estimate the position of the
receiving node, even if the first two nodes did provide an
suitable basis. These are the cases where the position
estimate becomes less accurate by the correction.

The procedure for the position enhancement that we used
here is still very coarse. We simply used the average of
the three estimated positions independent of the above
considerations. It should therefore be possible to improve
the procedure. If the receiving node notices that the third
transmitting node is not suitable to enhance the position
estimate it might discard one or both of the two estimates
and take the average of the remaining ones. An even
better approach is possible if the accuracy of the three
position estimates can also be estimated. In that case a
weighted average of the three estimates could be
obtained.

If the positions of the three transmitting nodes is less than
optimal a receiving node may not yet be able to
determine its position accurately. However, this should
not be a major problem since the mapping process does
not stop at this third transmission. At some later time a
fourth transmission will occur and all receiving nodes
will establish their distance from four transmitting nodes.
If the first three transmitting nodes did not provide a
suitable basis, the fourth one might. In fact, if the
transmission occurs only for the mapping process the
transmitting node need not be random. Each node could
evaluate whether it provides a suitable addition to the
basis and should therefore send a message or that it
should better wait first for another, possibly more
suitable, node to transmit a message. Since the size and
shape of the network is not known at first, it is not
possible to determine which node is the most suitable
addition to the basis but some kind of selection is
possible to make it more likely that it is. This selection
may already be possible for the third and maybe even the
second transmission.

The mapping process continues with each transmission.
At some point a set of nodes spread all over the network
should be available as a basis for position estimates.
Some of the older nodes may be discarded from this set
because they are less accurate, may no longer be accurate
or simply because of limited data storage capacity. The
above problems should no longer occur since this basis
should always be suitable. With a sufficiently large basis
set it may even be possible to estimate sensor positions in
three-dimensions.

There are many advantages of using this mapping process
with a changing set of basis nodes [8]. The system shows
graceful degradation. Since any node can be part of the
basis there are always sufficient basis nodes. If a node
stops working it will automatically disappear from the
basis. Also the basis set can be relatively large. This is
especially useful if the network shows obstructions so
that a transmission cannot always follow a straight path
[9]. This will initially lead to false position estimates.
However the basis of correctly positioned nodes grows
until it spans the entire network and provides correct
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estimates everywhere. A main advantage is of course that
there is no need for separate more expensive nodes to
function as a positioning basis.

Of course there are also disadvantages. Each node has to
perform many calculations to continually update and
enhance its position estimate. Also separate positioning
nodes may be equipped with accurate positioning devices
such as GPS. The fact that this is not available in our
network leaves the entire mapping process dependent on
relatively inaccurate hop-distance measurements. This
should be overcome by using indeed a relatively large
basis set. However, the advantages of a flexible
positioning basis set are large enough to continue
researching this process.
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Abstract - The performance of polling-based MAC scheme for
Wireless Body Sensor Networks (WBSN) is investigated in this
paper. The objective is to study the suitability of the polling
mechanism to gather the quasi real-time data from sensors
placed in a human body. The main parameters used for study
are packet loss, packet waiting time and buffer size at sensor
nodes. To accomplish the objectives, a simulation platform is
developed in C++ where the polling mechanism, the buffers
and the sensor sources are all implemented. Due to the lack
of sensor node models for WBSN applications, five sensor
sources are developed based on the On/Off source model. The
simulation results showed that the polling method is a very
promising access scheme for the scenarios examined. The
results also showed that source configurations can greatly
affect the network performance.

Keywords: Wireless Body sensor
performance; simulation; On/Off sources

network; polling;

1 Introduction

Wireless Sensor Networks (WSN) are composed of tiny
electronic devices performing remote monitoring and have
applications in different areas, such as, environment,
plantation, human body, and others. In the near future these
networks will be more present in various environments and
scenarios.

With the great development of the microelectronic field,
the sensors that are the nodes of WSNs became smaller, and
some models can be referred to as nano-sensors. Due to the
small size of the nodes and batteries, in addition to the the
limited energy storage capacity, the sensors can be placed in
locations of limited access, resulting in difficulties recharging
or exchanging the batteries. Thus, the sensor nodes, apart
from the operation with features designed, must mainly save
energy.

Among the tasks performed by the sensors, one that
more degrades the battery is the communication. Since the
environment of transmission among the sensors is the air, if
more than one node begins to transmit packets
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simultaneously, collisions will occur, and packets must be
retransmitted. In the case of WSNs where the sensors are
distributed over large geographic areas, these communications
are complex because in addition to try to reduce the
collisions, each node must discover a route and forward the
packets to the next node. For wireless body sensor networks
(WBSN), where the sensors are located in a restricted area
(human body), the use of the centralized node or sink node is
more convenient because it simplifies the communication, and
it is able inclusive to avoid completely the collisions. Using
the centralized or star configuration, the medium access
control (MAC) scheme can be ordered, preventing that more
than one node begin to transmit packets at the same time,
avoiding packet collisions.

The main MAC scheme proposed in the literature for the
WBSN is the standard 802.15.4 with beacon enabled star
configuration which provides very low energy consumption
[1]. However, since the scheme is not designed for WBSN
applications some drawbacks have been pointed out [2] and
recently many schemes of MAC protocols specifically for
WBSN have been proposed [2-16]. Some proposals are
variation of standard 802.5.4 [5], [8] and [11] and others are
based on TDMA access technique [3], [4], [7], [10], [14], [15]
and [16]. Each of the proposals explores some special features
based on medical needs. For instance in [3-4] to deal with the
light and heavy loads in the normal and urgent situations, a
context aware MAC is proposed. To guarantee QoS of a
WBSN in [12] it is proposed a MAC protocol based on
random access technique. The proposal presented in [10], the
heart beating is used for the purpose of clock synchronization.
In [6] the beacon used for wake-up sensor nodes is used for
battery charging, increasing the network life time.

In all of the above proposals, the nodes must be woken up
periodically to synchronize the node clock with the
centralized node clock using the beacon signal.

In this paper, the polling-based access scheme that
avoids the need for periodical synchronization is examined.
The polling access technique inspects each node in a
predetermined sequence. At each inspection, if the sensor has
data, it is transmitted - If not, the next node of the cycle is
inspected, and so on, until the last node is completed. The
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cycle starts again once all nodes have been inspected. When a
node is not inspected it can be in an “Off” state, thus saving
energy. Another advantage of the polling access technique is
that it allows for a different order of access to the sensors
enabling QoS capability in WBSN.

This paper is divided into five sections. The second
section is related to the operation of the polling access scheme
for the wireless body sensor network. In the third section, five
different sources developed and the scenarios to be analyzed
are described. The simulation results obtained in different
scenarios are presented in section four. Finally, the main
conclusions are presented in section five.

2 WBSN and Scheduling

A WSN composed by biological sensors designed to
monitor vital signs of a human body is usually called Wireless
Body Sensor Network (WBSN). The WBSN - composed of
many sensor nodes with processing, communications and
limited energy capabilities - has the function of monitoring
various activities of the human body, facilitating the
attendance of patients who require remote medical attention.

Fig. 1 shows the configuration of a WBSN as proposed
in [17]. As it can be seen in Fig. 1 the human body was
divided into many regions: the head (region 1), thorax (region
2), two upper members (regions 3 and 4), abdomen (region 5)
and two lower members (regions 6 and 7). Many sensors can
be inserted in these regions.

|
. /Sensor Nodes

2R

° ) Sink Node

W|reles;

cormecqon Internet

W|reless connection
connection!

Gateway
(mobile phone)

\

Figure 1. Environment of the WBSN studied.

Basically, there are two classes of MAC mechanisms:
ordered and random access. In the former, a centralized node
(or sink node) is used to organize the dispute for the output
link. In the latter, each node transmits packets randomly to the
physical medium and collisions may occur. For the WBSN, a
centralized node is more convenient because collisions can be
avoided, thus saving energy.

In this paper, an ordered MAC mechanism called polling
is used. The idea is to use the similar time sharing system
connecting the mainframe computer to the terminals in early
times of computing. This scheme is chosen because it does
not need frame synchronization as TDMA requires and still
can keep almost a real-time treatment of messages for a
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reasonable amount of nodes. Fig. 2 shows the polling scheme
proposed in this paper. The sink node, in normal operation,
defines a cycle to attend the nodes. Based on this cycle, the
sink node interrogates each sensor individually to check if
there are packets to transmit. If there are, the sensor node
receives a permission to start transmission while the others
wait their turns. Thus, while a sensor node transmits packets,
the others are performing their monitoring activities, awaiting
their turns to transmit, and can store the generated packets in
the buffer. After data transmission, a sensor node can await
sleeping, thus saving energy.

A’

Polling Operation

“\._ Polling Sequence

Figure 2. Polling Operation.

The communication protocol for the polling access
scheme proposed in this paper can be simplified using the fact
that the sensors are located near to the sink node. In normal
operation the sink node broadcasts a packet carrying the node
number to be investigated, i.e., it is sending an authorization
to a sensor node to transmit the packets. This authorization
packet has in the header enough bits for bit and frame
synchronizations of a node. If a node has packets to transmit,
it recognizes the node number and starts to transmit. After the
transmission, the sensor node waits for acknowledgement in
case of the need for retransmission. If a node doesn’t have a
packet to transmit, the transceiver can stay in an off state and
only switches to on state if it has a packet to transmit. The
sink node recognizes that a node is in an off state after the
transmission of an authorization packet and waiting for a
while. If the data packet from the polled node doesn’t arrive,
the sink node infers that the node doesn’t have a packet to
transmit and goes to another node in sequence to poll. Thus,
in this protocol, the sink node does almost all the
communication function, leaving the sensor node with only
the packet transmission function.

The incoming packets to the sink node are queued at the
output buffer to be relayed to the Internet or to a dedicated
network where data are processed and stored as shown in Fig.
2.

3 Source Models and Description of the
Scenarios for Analysis

For the analysis of the proposed polling-based MAC
scheme, the sensor node modeling as the packet sources is
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very important. Five different source models are proposed in
this paper - all using the On/Off scheme for performance
evaluation by simulation.

The first one is called Constant On/Off Source. This
source generates one packet at each on interval, and the
packet has a fixed size so that the intervals have an equal
length obtained by dividing the packet size by the peak rate.
In the off interval case, an average value is defined, and the
off intervals are generated using negative exponential
distribution.

The Constant On/Off Source operates in continuous
monitoring mode, in which the sensors are always collecting
the information and sending it to a sink node or a server. The
sensors are processing all the time so they may have a shorter
lifetime, but all the measurements are sent.

Four different sources based on the Constant On/Off
Source that target energy saving have also developed. These
sources have features that represent the behavior of sensors in
the event-driven monitoring mode, where sensors send only
relevant information to the event observer. The idea, for
instance, is to define a sensor that is monitoring body
temperature and send only those measurements that are above
a certain value. The other criterion could be to transmit just
the packets that are outside a certain range.

Based on these assumptions, a function that generates
random values representing the measurement performed by
the sensor was created. To select the packets that must be
transmitted or discarded, the value generated is compared to a
parameter supplied during the source configuration.

Table 1. FEATURES OF THE DEVELOPED SOURCES

Constant
On/Off Send all packets generated.
Source
Threshold
On/Off Send only packets carrying information above a threshold.
Source
Controlled Send only packets containing information above a
Threshold :

threshold or next packet when discarded packets reached a
On/Off -

predefined number.
Source
C())u;/—(r)a]\(?ge Send only packets carrying information that are outside a

certain range.
Source
Controlled Send packets satisfying Out-range On/Off Source criterion
Out-range f

or next packet when discarded packets reached a
On/Off :

predefined number.
Source

To simulate sensors sending only measurements that are
outside a certain range, two parameters should be informed to
calculate that interval. These parameters are the average value
and the percentage variation of this value. For example, in a
sensor responsible for heart-beat monitoring, it is wished that
only the measurements representing risks for a patient’s life
be sent. For instance, the normal heart-beat for a particular

patient is 100 beats per minute, and it can vary between 80
and 120 per minute, then should be informed to the program
the average value 100 and the percentage variation of 20%.
Thus, in this case, only packets showing heart-beat
measurements less than 80 or greater than 120 should be sent.

In the above-mentioned criteria, it is possible that there
may be a hiatus where the nodes do not transmit any packet
because no measurement satisfies the specified criteria for the
transmission. Thus, to avoid a long silence of the sources, the
discarded packets are counted and when this counting reaches
a certain value the next packet is sent, regardless if the
measurement satisfies the criteria established or not.

Tab. 1 shows the features of each developed source.

The following parameters shown in Tab. 2 are used for
the generation of the five traffic sources.

Table 2. PARAMETERS FOR TRAFFIC GENERATION
Packet size 904 bits
Peak rate 39322 bits/sec
On Interval 22.989 msec
Off Interval 206.901 msec

The used packet size is the average packet sizes
presented in the papers [18], [19] and [20]. The value of the
peak rate was obtained in [21] and [22]. The On interval in
Tab. 2 corresponds to the packet size divided by the peak rate.
The Off interval is obtained considering that the sensors stay
in the off state for 90% of the time [23]. From the sink node,
the data are transmitted to a gateway, which can be a mobile
device, as shown in Fig. 2. The sink node also contains the
FIFO scheduler. The gateway forwards the information to the
server. Different types of the sensor nodes, listed in Tab. 1,
are placed in several parts of the body regions according to
Tab. 3.

Table 3.  SCENARIOS CONSIDERED
Scenario 1 Scenario 2 Scenario 3

Region 1 | Constant Constant Source | Constant Source
(node 1) Source
Region 2 | Constant Constant Source | Threshold Source
(node 2) Source
Region 3 | Constant Constant Source | Controlled
(node 3) Source Threshold Source
Region 4 | Constant Threshold Controlled
(node 4) Source Source Threshold Source
Region 5 | Constant Controlled Out-range
(node 5) Source Threshold Source

Source
Region 6 | Constant Out-range Controlled Out-
(node 6) Source Source range Source
Region 7 | Constant Controlled Controlled  Out-
(node 7) | Source Out-range range Source

Source

Tab. 3 shows the three scenarios considered in the
simulations, which aim to verify the performance of the
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WBSN proposed. In Scenario 1, the Constant Source is used
in many body parts to study the performance of the polling
scheme to deal with heavier packet traffic, since the source
constantly generates the packets. In the second scenario,
mixed sources are configured having mostly Constant
Sources. The third scenario is mixed with different types of
proposed sources.

Each source was simulated with 10,000 packets, and the
buffer sizes used are one, three, five or one thousand
position(s). The choice of these values is justified by the fact
that the nodes have little memory, and the last situation is
equivalent to a fictitious buffer due to the limited energy of
the nodes and can be considered infinite depending on the
generation rate of packets. Since there are not frequent
variations in measurements of physiological signals such as
temperature and pressure, some losses can be accepted
without impact to the system. A buffer of one-to-three
positions was also used in [18].

At the sources using the controlled parameters, a
signaling packet indicating the sensor node is active is sent
every ten packets not transmitted.

The same output link of 250 Kbits/sec used in [21] is
adopted. The data for statistical analysis are collected after
discarding the first 2,000 packets to guarantee that statistical
equilibrium is reached.

4 Analyses of Results

To analyze the behavior of the WBSN presented in Fig.
1, the three scenarios shown in Table 111 are studied. The aim
is to analyze packet loss and queue time at sensor nodes using
the polling medium access control. Moreover, the goal is also
to verify the influence of the different sensor configurations in
the WBSN performance.

Fig. 3 shows the simulation results for Scenario 1,
according to the packet loss.

Packet loss - Scenario 1

Buffer 1
B Node 2

Buffer 3
M Node 3

Buffer 5
ENode 5

Buffer 1000

M Node 1 ENode 4 SNode6 ENode7

Figure 3. Packet loss in the first scenario.

As can be seen in Fig. 3, the packet losses in all nodes
are very high - ranging from 7 % in node 1 to 16% in node 6 -
for the buffer with one position because all the generated
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packets are transmitted. However, because of the increase in
the buffer size for three positions, the packet losses become
reasonable, reaching at most 4%. It shows that a buffer size
with five positions has losses less than 1% and for one
thousand positions no packet loss is observed. The packet
loss using Constant Source types is not critical because the
sources are sending packets constantly and any lost packet can
be interpreted at the final server using an interpolation
technique.

In Fig. 4 the average queuing time of packets is shown.

Average Queue Time - Scenario 1

Ul

Buffer 1000

160
140
120

% ool mﬂéllllﬂﬂém

Buffer 1 Buffer 3 Buffer 5

MNode1 BENode2 MNode3 ENode4 HENode5S Node 6 E Node 7

Figure 4. Waiting time of packets in first scenario

The minimum waiting time is about 30 msec in node 1
for one buffer size and the maximum is about 140 msec in
node 5 for the one thousand buffer size as can be seen in Fig.
4. The waiting times are not long and are appropriate for quasi
real-time processing.

In the simulations of all scenarios it has not considered
the walk-time necessary, after the transmission of a packet, to
move the inspection from one node to another node. This time
in the case of WBSN is small and could be considered a
constant value. The propagation time from a node to a sink
node is also not considered.

Fig. 5 shows the simulation results for Scenario 2,
according to the packet loss.

Packet loss - Scenario 2

Buffer 3

Buffer 1
MNode1l ENode2 MNode3 ENode4 BENode5 M Node6 ENode?7

Buffer 5 Buffer 1000

Figure 5. Packet loss in Scenario 2.

In the second scenario - where the traffic is generated in
three sensors using the Constant Sources, in which all the
generated packets are transmitted - it can be seen the nodes 1,
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2 and 3 have more significant packet loss, reaching 8.14% at
node 3. This fact is justified considering that all three sources
have been configured with the parameters shown in Table II
and, thus, the arrival times of packets will be similar. Since
the service is cyclical, beginning with the first node, followed
by the nodes 2, 3 and so on, node 3 has to wait for two nodes
to be attended to in order for its turn to come, thus having
much more loss, which is confirmed in the Fig. 5, with one
buffer position. In other nodes, with one buffer position, the
loss reached is at most 2.50% at node 7, which uses the
Controlled Out-range Source for the generation of packets.

Comparing these values with the simulations using larger
buffer sizes, the discarding has decreased considerably, and
when the buffer size is set at five or one thousand positions,
the packet loss has not happened in any of nodes.

Fig. 6 shows the percentage of packets not transmitted
due to the restriction imposed at the sources.

Percentage of packets discarded by

the restrictive criteria - Scenario 2

70% 62,65%

61,94%
53,04%

60% 53,05%
50%
40%
30%
20%

10%

0,00%  0,00%  0,00%

0%

Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7

Figure 6. Percentage of packets discarded in Scenario 2 by the restrictive

criteria.

Due to the use of Constant Sources in nodes 1, 2 and 3
there are no rejected packets in these nodes as can be seen in
Fig. 6. In other nodes using sources with restrictive criteria,
the rejection percentage exceeds 50% in all nodes, being the
largest one in node 4 using the Threshold Source.

It can be pointed out that the figures presented in Fig. 6
are not affected by buffer sizes because the packet rejections
are done using restrictive algorithm before the queuing in the
node buffer.

It can also be concluded that the implementation of the
restrictive algorithm is very important to save energy,
considering the high energy consumption in a packet
transmission.

Fig. 7 presents the simulation results of the queue time in
the buffer for Scenario 2. The same influence of polling
attendance of Fig. 4 is also observed - in this case with node 3
having more time to wait to transmit its packets. In other
sources not using Constant Sources, the waiting times are
smaller due to controlled packet generations.

When the buffer size is increased the waiting times are
longer and have similar behavior, showing that the big buffer
sizes are not necessary. A buffer with 3 positions is enough
for low packet loss and capable to transmit almost all packets
generated.

Fig. 8 shows the packet loss for Scenario 3 in function of
the buffer sizes.

In Scenario 3, as the number of sensors with Constant
Source is restricted to Sensor 1, the number of packets
transmitted is reduced. Consequently, the packet loss is
decreased.

Fig. 9 shows the average percentage of packets not sent
due to the restrictive criteria applied at the sources for
Scenario 3.

Average Queue Time - Scenario 2

Buffer 1 Buffer 3 Buffer 5 Buffer 1000
MNode 1 ENode2 MNode3 ENoded ENode5 NNode6 ENode7

Figure 7. Waiting time of packets in second scenario.

Packet loss - Scenario 3

Buffer 3 Buffer 5 Buffer 1000

MNode 1 ENode2 MNode3 ENode4 EANode5 ENode6 ENode7

Figure 8. Packet loss in the second scenario.
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Figure 9. Percentage of packets discarded in Scenario 3 by the restrictive
criteria.
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Comparing Scenarios 2 and 3 in relation to the
discarding of packets, nodes 1, 2 and 3 using Constant
Sources have higher losses in Scenario 2, as is expected.
Furthermore, since the cyclical service starts at node 1, this
node becomes the most favored of the three nodes having
lowest discarding. In the third scenario, since a diversity of
sources is used - mainly those using the controlled parameters
- the node that produces the highest discarding is node 7. This
node is the last to be attended to in the cyclic polling so it has
a longer waiting time to transmit and may even not transmit
any packet in a given cycle, discarding all packets because
they are inside of the predefined range or below of a
threshold.

It can be seen in Fig. 9 that there is no rejected packet in
node 1 due to the use of Constant Source as also observed in
Fig. 6. However, the rejection percentages are high in other
nodes using sources having restrictions to send packets as
occurred in Scenario 2. The Threshold and Controlled
Threshold Sources have higher rejection percentages ranging
from 62.57% to 62.34% as can be seen in nodes 2, 3 and 4.
Fig. 9 shows the Out-range and Controlled Out-range Sources
also have significant losses reaching about 53% for all three
sources as can be observed in nodes 5, 6 and 7.

Energy saving can also be observed in Scenario 3 by
avoiding the packet transmission, although some energy is
spent for the processing of restrictive algorithm.

In Fig. 10 the queue times for the third scenario are
illustrated.

Average Queue Time - Scenario 3

Buffer 1

Buffer 3 Buffer 5 Buffer 1000

MMNode 1 ENode?2 MNode3 ENode4 ENode5 HNode6 HENode7

Figure 10. Waiting time of packets in third scenario.

By reducing the number of transmitted packets, the
queue times are reduced in Scenario 3 compared to Scenarios
1 and 2, as expected. The reduction is significant in most of
the nodes as can be verified in Fig. 10. In Scenarios 1 and 2,
the average queuing times are 50.43 and 23.87 msec,
respectively, while in Scenario 3 it is 21.21 msec, considering
a buffer with one position. Moreover, the worst cases for
Scenarios 1 and 2 occurred in node 5 (or 6) and in node 3,
with queue times of 68 and 40.89 msec, respectively, while in
Scenario 3, the longest queue time is 50.93 msec in node 7
using Controlled Out-range Source.
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The use of diversity of the traffic sources is beneficial to
the queue time and packet loss in most of the nodes.
Moreover, the predominance of event-driven types of sources
is also important. For the WBSN applications, a maximum of
three buffer positions may attend the expectations of QoS for
the packet discarding and queue time.

On the other hand, it is observed that for five and one
thousand positions of buffer sizes, there is a similarity
between Scenario 2 and 3 in the queue times because there are
no significant variations in the values presented.

Since the polling mechanism has the function of traffic
admission controller and by using a link of 250 Kbits/sec at
the sink node there are no packets waiting at FIFO buffer for
the three scenarios studied. The service time or system time is
3.5 msec in all analyzed scenarios.

5 Conclusions

In this paper the polling access scheme for Wireless
Body Sensor Network (WBSN) was studied. The main
technical advantage of the polling access mechanism is the
non-necessity of frame synchronization and it has centralized
control of sensors convenient for WBSN. The objective of the
paper is to study the suitability of the polling mechanism to
gather the almost real-time data from sensors placed in a
human body. Thus, the main parameters used for study are
packet loss and waiting time at the buffer of a sensor node.
Since the sensor node for WBSN needs to save energy, the
minimum buffer size needed to keep the packets before their
transmissions was also examined. To accomplish the above
objectives, a simulation platform was developed in C++
Builder where the polling mechanism, the buffers and sensor
sources were all implemented. Since there is little sensor
node models for WBSN applications in the literature, five
sensor sources were proposed, all based on the On/Off model.
One of the sensor sources developed was Constant On/Off
Source which forwards the information continuously in the on
interval and stays silent in off interval. The other sensor
sources are event-driven, in which the information is
transmitted only if it satisfies a certain condition. In addition,
to facilitate the status management of the sensors, two other
event-driven sources were developed in which a message is
sent after a certain number of packets are not transmitted,
regardless if the requirement for the transmission of data has
been met or not.

The proposed human body environment for study
consisted of seven sensors placed in different parts of body,
forming a star topology, with the sink node at the network
core. In this environment, three scenarios were proposed. The
first scenario used a configuration with Constant Source in all
nodes, while in the second scenario three Constant Sources
are mixed with other types of sources. In the last Scenario five
sources are mixed in different parts of body.
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The simulation results for Scenario 1 in relation to the
packet loss, considering only one position buffer at sensor
node showed high losses ranging from 7% to 16%. The losses
became reasonable for three or greater buffer sizes.

In Scenario 2 the packet losses for three Constant
Sources are also high, reaching more than 8% in one of the
nodes and about 2% in the most favored node of the polling
scheme. However, these losses may not be critical for
Constant Sources, because they are constantly sending the
packets so that some lost information may be interpreted at
the final server using some interpolation technique. But these
sources must be used with care because of the high intensity
of packet generation. For the other four sensor nodes in
Scenario 2 the losses are smaller ranging from 1% to about
2%. But in these cases the losses may be critical because the
sensors are already doing some kind of data selection. To
overcome this situation, the results showed that for a buffer of
three positions the losses are almost insignificant.

For Scenario 3, in a mixed situation of sources, the
losses are more controlled reaching in the worst case about
5% for one position buffer and no loss in the case of buffer
with three or more positions.

The simulation results for average queuing times at the
sensors showed low waiting times for Scenarios 1, 2 and 3,
ranging from 8 to 140 msec considering all buffer sizes. It was
not considered the walk and propagation times in the
simulations because they are small and constant values. It can
be concluded that the polling access scheme is adequate for
quasi real-time applications.

The simulation results also showed that at the sink node
using the FIFO scheduler, no loss had occurred or no packet
was waiting in the buffer because the polling access
mechanism works as the admission controller and only one
packet is processed each time.

The polling access scheme showed a very promising
technique for WBSN applications but other scenarios will be
investigated and compared to other access schemes in future
works.
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Abstract—Security issues in wireless sensor networks have
been focused by extensive researches in recent years.
Security concerns are particularly critical in disconnected
or Unattended Wireless Sensors Networks (UWSNs). In this
setting, the sink periodically collects sensed data and
therefore the network will be left unattended most of the
time. An adversary can take advantage of this behavior to
modify or erase data. Thus, cryptographic techniques must
be employed to ensure privacy and integrity of the
information. In this paper, we consider network coding
along with data sharing to provide confidentiality and
integrity simultaneously. Moreover, every shared message
will be signed and encrypted in efficient time to make the
communication secure.

Keywords-component; unattended wireless sensor networks,
authenticity, confidentiality, integrity, time compelxity,
modifies generalized laguerre functions, collocation method.

1. Introduction

In the past decades, wireless Sensor Networks (WSNs)
attracted many researchers. A lot of them considered as
important issues such as: routing, security, power
awareness and data abstraction, but security is prior
common assumption in most of these works. On the other
hand, WSNs should collect small size and especially
secure data in real-time manner. This is a crucial property
as sensor nodes are small, low power with limited storage
capacity. Therefore, classical algorithms may not be
applicable, i.e. considering resource constrained sensors.
These algorithms cannot guarantee the security of data.
The aforementioned problem is even more critical in the
new generation of WSNs referred to as Unattended or
disconnected Wireless Sensor Networks (UWSNs) as
sink periodically leaves and returns to the network.

The disconnected networks are established in critical or
military environments. Hence, sink or collector is unable
to gather data in real-time manner. Moreover, the
network will be left unattended and will be periodically
visited by the itinerant sink. This property provides some
threats such as discovering and compromising sensor
nodes by the adversary without detection of
communication. The adversary, also, invisibly can
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perform to be intractable and unpredictable. A UWSN
adversary may have different goals; some are curious and
aim just to disclose data, while others aim to search data
to replace them with forged message. The third type of
adversary, known as the polluter, aims to inject invalid
data to corrupt network called DoS attack or mislead the
sink. In such setting, the main challenge is assurance
about data integrity for long time.

In this research, we propose a scheme that encrypts
shares and signs the generated data to provide
confidentiality and integrity. We also leverage an
efficient numerical solution for encryption; every sensor
with unique identification encrypts shares, in which
encryption is one-way without the knowledge of initial
boundary conditions. Then a linear signing algorithm is
applied to provide authentication and prevention of DoS
attack. The signed generated data will be broadcasted to
the neighbour sensors. Every neighbour uses network-
encoding for received shares and homomorphic signs to
remove previous signature and generate unique signature.
This process decreases the size of total received shares.

Organization: Section II reviews the related work of
UWSNSs. Section /I sketches our proposed algorithm
including applied network coding, homomorphic and
numerical encryption process. In section IV we have
demonstrated our scheme is efficient. We have ended this
paper with conclusion section.

II. Related Work

In UWSN setting, the adversary may have different
goals. Reactive adversary is the adversary who starts
compromising sensors after he identifies the target. To be
more precise, such an adversary is inactive until it gets a
signal that certain data must be erased, and then it wakes
up and starts compromising up to / sensors per round.
This is unlike the proactive adversary who can
compromise sensors before identifying the target i.e. he
essentially starts compromising sensors at round 1, before
receiving any information about the target sensor and the
target data collection round. He would choose and
compromise different sensors in a geographic area even
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before such signal is received. This powerful adversary
who usually referred to as mobile adversary can even
roam around the network and change from one set of
compromised nodes to another, making such attacks
more difficult to detect and prevent.

To defend against reactive adversary, many papers have
been proposed encryption based schemes. Encryption can
be employed to hide the collected information as well as
the identity of the sensors that collect it. If the key of
compromised node is not available, the reactive
adversary is unable to distinguish the specific piece of
collected data. However, proactive adversary can restore
the keys of the other earlier compromised nodes to
memorize encrypted data. These keys help adversary to
encrypt some forged data and place them with the target
data. Therefore, encryption is not enough to defend
proactive adversary.

The faults of these solutions are discussed by Di Pietro et
al. in [1]. They proposed super-encryption and re-
encryption techniques to defend against mobile
adversary. But they did not take into account the cost of
time, memory and energy consumption overhead. In
addition, the proposed solution have limitations because
of dependency on symmetric (shared key) encryption.
Symmetric setting prevents sensors to use data
aggregation techniques. Another solution is asymmetric
based scheme. Although it is more resource consuming
than symmetric solution, the sensors can decrypt the
ciphertext and perform data aggregation, eliminating
redundancy to minimize memory and communication
overhead. Therefore, in this scheme, extra efficiency
through data aggregation will be obtained by more
energy and memory consuming. In general, data
aggregation is more considered than energy and memory
consumption, since 1 bit transmitted may require the
power equivalent to execute 800-1000 instructions [2].

D. Ma et al. in [3] proposed 2 approaches: First, FssAgg-
BLS (a kind of signature) as ideal cryptographic tools for
achieving data integrity and authentication for UWSNs in
presence of active adversary. However, this public key
encryption setting imposes extreme computational
overheads on the network entities, which are intolerable
for UWSNSs applications. Second approach, FssAgg-Mac
is based on symmetric key encryption, hash chains and
Message Authentication Codes (MACs) which requires
full symmetric key distribution and does not allow to be
public verifiable. This makes it impractical for large
distributed UWSNs. Later D. Ma et al. developed
FssAgg-AR and FssAgg-BM in [4, 5] that more
computational and storage efficient than FssAgg-BLS.
However, all these schemes are still not efficient enough
for UWSNs and are effective only against the reactive
adversary that is relatively weak and easily to overcome.

11I. Proposed Scheme

Ren et al. [6] prove that in order to achieve perfect
secrecy, data sharing between neighbours is a suitable
way. Therefore, in our scheme, sensor node collects data

D and breaks it to equal shares d; d,..., d,. Using
following process, the sensor sends signed encrypted d;s
to the neighbours:

A. Share  Generation, encoding, and
broadcasting process

After sensor v; collects data D, it proceeds following

steps to achieve data integrity, confidentiality and also

authenticity.

1) Shares D into equal d;,d,, ...,d,.
2) Using our numerical encrypting method(refer to
section E), the sensor encrypts every d; to Y.
3) Every Y; will be signed by sensor v(known as
&)
4) Lastly, sensor v; broadcasts every ¢; to the each
neighbour.
Below we describe mathematically this algorithm. Set; is
the set of all neighbours of sensor j.

signing

Alg. 1: Collecting and sending data(D, set))

{
Shares D into d;,d,,..,d,.

Encodes d; by Yi=f(d,).
Sign Y; by 6,=Sig (Y})
Obtain pki={Y}||6|t||TS||CNT}

Broadcast every pk; to every neighbour sensor
belonging to Set,.

/
(t, TS,CNT will be defined in section B)

B.  fB-bounded moving(adapted from [7])

Every signedY; should disperse enough to defend against
mobile adversary.f is number of traversed hops up to
now while CNT is number of hops which should be
traversed. To determine f value, DLE variable is defined
to determine the location entropy of data d;. This concept
makes trade-off between number of hops and energy
communication. Moreover, more [ consumes much
energy communication but makes higher security against
mobile adversary. DLE helps us to determine suitable
value.

Finally, pk={Y;||5]|t||TS||CNT} is output of sensor v; to
another neighbour. More precisely, v; in which Y, & ¢,
CNT are encrypting vector of data share, signature of ¥,
sequence order of d; and CNT=/ respectively. Also, TS is
the time stamp of producing time. We define a
tupleUID={TS]||t}, that can uniquely identify a share.

C. Network Coding

In this paper, we use two kinds of sensors that were
called source sensor and forwarder sensor; source sensor
should collect data and broadcast, while forwarder sensor
receives the data from other sensors and then transforms
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theses data packets into one packet and then forwards the
resulting packet to the next hop. Furthermore, since
communications  consume  more  energy than
computations, forwarding nodes encode received packets
into one packet by using network coding solution.
Clearly, network coding technique increases overall
computation energy instead it significantly decreases
communication consumption. Finally, the forwarding
sensor signs the packet through homomorphic signature
(refer to section D).

1)  Basic setting

In this setting, we show the network with G=(V,E).
Source nodes and forwarding nodes
areS = {51'52! ""SP}QV and f = {flﬂfZI 'fL}gV
respectively. The inputs of forwarding nodes are
Y,ie[1, n]of pk; and output packets are Z;, je[1, p]. Source
nodes S, le[1, plpropagate packets pk; to the forwarding
nodes. Each forwarding sensor, after receiving Y; of pk;
from n incoming channels, computes following linear
combination Z; to transmit it to the j-the channel. The
linear combination formula is:

Zp = Yi=i(a)(Yy) ey
In formula (1),0=(e;, @,...,&,) is encoding vector. The
node randomly generatesa or « is pre-deployed, (depend
on static network topology). It is proven that random

coefficient optimises network performance with high
probability because of independency of network

topology.

2)  Random linear network coding algorithm

In proposed scheme, every forwarding node receives
some Y;ie[1,n]and encodes them via network coding as
explained in equation (1). Finally, it sends one packet
containing an encoded vector of size n. For simplicity,
we let pre-deployed encoding vector (). Consider, Alg.
1, for encoding n packets. The final output is encoded

vector of Z.
Ay ;- Qip Y. Zy
: e Z,
aip = :
: Z

1
ay dp Y; :
: -1
@ Xz e Qp Y, Z,

Figurel. Encoder Matrix

Our scheme is able to reconstruct thoroughly the primary
data from all received packets. Moreover, by using
aforementioned equation Y;s will be recovered in
polynomial time (adapted [7]). In section E, we will
propose a new numerical method to easily encrypt shares
with time efficiency. This innovative solution is
considerable either for sink or forwarding nodes, i.e. our
scheme either on the node side or origin sink side runs
efficiently.
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D. Applied linear Homomorphic signature over F,

In this paper, we utilize Boneh et al. scheme which is
inspired by Gentry, Peikert and Vaikuntanathan
[7]defined linearly over binary field [8]. This signature is
a short vector 8eZ™in AZ7(A), i.e. & is in both Ag(A)
and A}(A) simoltaneusly. Mod 2 relates the signature to

the message while mod ¢ is designed to prove
unforgeability of the scheme. This A is different for
signing every packet.

The source sensor signs every Y; using its identity based
private key and then sends (Y, &) to the forwarding
neighbour node. Forwarding node receives Y;s along with
their signatures.

Firstly, it checks the validity of signature. If it is not
valid, forwarding sensor removes it as bogus data.
Receiving enough valid data, forwarding sensor encodes
and generates a homomorphic signature from share
signatures without knowing the original messages (d;) or
the private key of source nodes. The detail of scheme is
as follow:

1) Parameter setup phase

Following, we define parameters that used in [5] to

describe applied signature. It is an m-dimensional lattice
whose points are defined on Z™. Also, is a full-rank

discrete subgroup of R™ and consist of vectors are
generated by orthogonal to a certain “parity check
matrix” A€Zg"™ modular integer ¢. The utilized lattices

are defined:
Aé(A) = {e€Z™: A.e = 0 modq} )
Ag (D) = {e€Z™: A.e = umodq} (3)
Ag(D) = {eeZ™ : IseLywithA'.s = emodq}
In formula (3), AZ(A)is a coset of lattice Aé(A)of
formula (2) such that Ag ) = Aé‘(A) + t in which ¢
holds in A.t = wmodgq.

2) Signature scheme

Firstly, we describe following functions that used in the
Boneh et al. scheme:

e TrapGen(g, n): this algorithm receives an integer
g and n holds in m = [6nlgq]. Also this
algorithm outputs (AeZg™™, SEZ™ ™), where
A is statistically close to a uniform matrix in
Zy™™ and S is a basis for Aé‘.

e ExtBasis(S, B): let m’ be an arbitrary dimension.

This algorithm gets (S,B = A|l A") where
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A'Engm'and SeZ™*™pe an arbitrary basis of
A™*(A) for a rank n matrix Ae Zy™™that outputs

a basis Tof A*(B) C Zm+m)x(mtm)
e SamplePre(4, 7, u, 9): this algorithm inputs
matrix A€Zyp*™, a basis T of Afi(A), a

parameter & and a vector u€Z"™. Then outputs a
sample which is statistically close to the
distribution ofD AL S

a) Signing algorithm

R
1- Choose a id < {0,1}" randomly. If id has already
been queried to the hash function H, then abort. (The
simulation has failed).

Setup(I1”"; k):On input of a security parameter n and a
maximum data set size k, do the following:

1. Choose two primes p, ¢ = poly(n)with g > (nkp)’.
Define [ :=[n/6 log q].

2.Set A;:=pZ".

3. Use TrapGen(g,I; n) to generate a matrix AqulX"along
with a short basis T, of Aé(A). DefineA, = Aé(A)and
T:=p.T,. Note that T is a basis of A; N A, = pA,.

4.Setv := p.,/n.logq.logn.

5. Let H:{0,1} — Fqlbe a hash function (modeled as a
random oracle).

6. Output the public key pkey = (A4, Ay, v, k, H)and the
secret key skey=T.

The public key pkey defines the following system
parameters:

e The message space is Fpnand signatures are
short vectors in Z".
e The set of admissible functions " is all F,-linear
functions on k-tuples of messages ian".
feFdefined by
f(my,...,my) = Y&, c;m;, we encode fby
interpreting the c; as integers in (-p/2, p/2].
Sign(skey,t,m,i).On input of a secret key skey, a
tagre{0,1}", a packetpkeyeF,;'and an index i, do:

e For a function

1. Compute a; = H(z||i) € F;.

2. Compute t € Z™such that ¢
andA.tmod q = «;.

3. Output o « SamplePre(A;A,, T, t,v) € (A1A,) +t.

mod p = pkey

Verify(pk, t,pk, o, f):On input of a public key pkey, a
tagr € {0,1}",a message m € F}', a signatured € Z"and a
functionf € F, do:

1. If all of the following conditions hold, output 1
(accept); otherwise output 0 (reject):

@ |lol| < k.%.v\/‘r_l
(b) o mod p = pkey.

Evaluate (pkey, 1, f, &). On input a public key pkey, a tag
T €{0,1}, a function f €F encoded as<f >=
(c,...,C) € ZXand a tuple of signatures(cy,...,oy) €
Z¥, output 0 = ¥, ¢; 0;.

After sink receives all signed encrypted shares, it verifies
the homographic signature and decrypts them to
reconstruct D.

In this signing algorithm, we apply linear signing and
efficient encoding algorithms. More exactly, we firstly
encrypt d; into Y; included in pk= {Y;||5]|t||TS||CNT } by
proposed numerical method. This encrypting solution
prevents adversary to read data because our numerical
encrypting solution Eq. (1) is a differential equation and
insolvable without knowing boundary conditions.
Boundary conditions are initial values of the Eq. (2)
which is available for receivers. We discuss about our
numerical technique in following section.

E. Numerical encryption process

In this section, we have an improvement in our last
scheme that was mentioned in [38]. In fact, we used an
Ordinary Differential Equation (which we denote as
ODE) that has an exact solution for encrypting the data.
This ODE can only be solved with its boundry conditions
and we use that as the decryption part on the receivers’
side; meanwhile senders have the exact solution that
would be mentioned in Eq. (3) for encryption. The ODE
would be well known, and the boundry conditions would
be the secret key of recievers for decryption.

The receives decrypt and solve this equation by modified
generalized Laguerre functions which are orthogonal
functions. Collocation method is used in this approuch
that reduces the solution of this problem to the solution of
an algebraic equation. Moreover, in the graph of the
Il Res lI?, we show that the present solution is more
accurate and faster in convergence for this problem.

Firstly, we introduce the well known equation from the
problem of flow and diffusion of chemically reactive
species over a nonlinearly stretching sheet. This equation
is well known by the adversary and recievers. This non-
linear ODE is [9-24, 35]:

d

da3f d?f df\z .o df _
dd;? + fddl-z + (ddi) id dd; 0 ey

Subject to boundary conditions,

f =0, f(0)=1

f'(dy) =0 as d; — oo, (2)

Thses boundry conditions are kept secret on receivers.

In the Eq. (1), id is identification of every sender sensor,
and in Alg. 1, data shares into d;,d,,..,d, that every d;is
entry of Eq. (1).

Here we note that the Eq.(1) subject to boundary
conditions Eq.(2) has an exact solution in [11,17] that is
used for enceypting the data:
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f(d ) — — ( _e_\/l"'(id)di) (3)

e Encryption:

Assuming that every d; is / bits (also known as share
length), then senders use a pseudorandom generator with
the expantion factor of / to mask the predictibility of d;.
For every d; we will generate a random number of the
length s, where s << [ for the preformance efficnecy.
Technically, that is defined G:{0,1}* — {0,1}}; also,
r € {0, 1}° is chosen randomly.

For every d;, the sensors computes ciphertext as follows:
YVi=fGr@d) lir 4)

Where f'is only known to sender sensors, and it will be
unpredictable for the adversary to guess d;s from the
ciphertexts as they are randomly being masked by our
pseudorandom generator. As a result of this encryption
we can also apply Cipher Block Chaining (CBC) mode to
this scheme where f(G(r)@d;) will feed the next mask
for d;,, instead of generating a new G (7). (assuming that
the range of the function f can be adapted to size s).
However, in practice, we found that CBC is biased
towards the output of the function as f'being used here is
clearly not a psodurandom function.

e Decryption:

We introduce the method encrypting and solving this
equation as follows. Also, different techniques have been
used to obtain analytical and numerical solutions for this
problem in [14, 22-24].

1) Modified Generalized Laguerre functions

The generalized Laguerre in polynomial manner are
defined with the following recurrence formula[25-28]:

Lix) =1, Lix)=1+a—x,
nli(x)=0C2n—-1+a—x)L%_;(x)
—(n+a—-1L%_,(x),

These are orthogonal polynomials for the weight function
we(x) = x%e ™. We define Modified Generalized
Laguerre Functions (which we denote MGLF) ¢; as

follows[25]:

qb}(x)—exp( )Ll(), L>0. (5)
This system is an orthogonal basis [36, 37] with weight
function w(x) = % and orthogonality property [25]:

(D Sdw, = (Co) Sams (6)

L2n!

where &,,,, is the Kronecker function.

Int'l Conf. Wireless Networks | ICWN'12 |

2) Function with

functions

approximation Laguerre

A function f(x) defined over the interval I = [0
be expanded as:

,00) can

fx) = X a;pi(x), @)
Where
_ (frd’i)w
U i ®)

If the infinite series in Eq. (7) is truncated with N terms,
then it can be written as [25].

) = E5 aigi(x) = ATp(x),  (9)
with
A= [ap,ay,ay, ..., ay_1]7, (10)
() = [Po(x),1(x), ..., Py—1()]". (1D
3) Modified generalized Laguerre functions
collocation method
Let w(x):f and x;, j=0,1,..,N—1, be the N

MGLF-Radau points that are the colocation points. The
relation between MGLF orthogonal systems and MGLF
integrations is as follows [25, 29-32]:
I fEwEdx = B) fGow; +
(F(N+2) )sz(f)ef (12)

(M!(2N)!

where 0 < & <o and
I'(N +2)
x]- AN
(L + DUV + Dpan (3)])
j = 0,1,2,...,N— 1.

In particular, the second term on the right-hand side
vanishes when f(x) is a polynomial of degree at most
2N — 1 [25]. We define:

N-1

@) = ) a0, (13)

j=0

4)  Solving the problem with modified generalized
Laguerre functions

To apply modified generalized Laguerre collocation
method to Eq. (1) with boundary conditions Eq. (2), at
first we expand f(d;) as follows:

f@d) = X5 aidy, (14
To find the unknown coefﬁ01ents a;'s, we substitute the
truncated series f(d;) into Eq. (1) and boundary

conditions in Eq. (2). Also, we define Residual function
of the form:

Res(d;) =
10 aid; (d) + X0 ai(d) BV a9 (dy) —
(E13 a;(d) — id BV ai(dp)  (15)
Y5 a9 (0) =0, (16)
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Y0 ai¢;(0) =1, (17)
Nd @) = 0. (18)
By applying d; in Eq. (15) with the N collocation points
which are roots of functions L% , we have N equations
that generate a set of N non-linear equations; also, we
have two boundary equations in Eq. (16,17). Now, all of
these equations can be solved by Newton method for the
unknown coefficients. We must mention Eq. (18) is
always true; therefore, we do not need to apply this
boundary condition.

All in all, we can find the polynomial approximation
function of f(d;); therefore, every Y; can be decrypted
on the recivers.

The absolute error between MGLFMs solution and exact
solution of the velocity profile f(d;) for id = 0.6 is
shown in Figure 2. This graph shows the error is
negligible; Also, we know that every d; is corresponding
to an integer value; therefore, the result of decrypting
must be rounded to the nearest integer value. In addition,
the graph of the || Res [I> for MGLF at id = 0.6 b, =
0.1is shown in Figure3. This graph illustrates the
convergence rate of the method.

1V. Performance Analysis

This approach proposed above is secure against chosen-
plaintext attacks (CPA-secure) because it uses random
masking mechanism. So the same message encrypts to
different values each time making it hard for the
adversary to guess the real data flow underneath the
masking. Also, we sign every encrypted shares that
makes this scheme secure against chosen-ciphertext
attacks(CCA-secure).

Besides, decryption is based on the modified generalized
Laguerre. Modified generalized Laguerre functions are
orthogonal functions that solved the system of non-linear
differential equations governing the problem on the semi-
infinite domain without truncating it to a finite domain.
Modified generalized Laguerre functions were proposed
to provide simple way to improve the convergence of the
solution through collocation method by N =20, a =
land L = 0.99. Figure 2 and Figure 3 show this approch
is more accurate and faster convergence in this problem.
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Figure 2. Graph of Error by MGLFMs solution for id=0.6
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solution.

3. Graph of

In addition, the code was writen in MAPLE 15
framework and the experiment was done on a Intel
Core(TM) i3 CPU and 2.53 GHz processor. Under these
conditions, the execution time of this solution was
reported 0.96 seconds which is more efficient than other
existing solutions. It is worth-mentioning that only the
owner of the boundary conditions can solve this equetion
in efficient time. To achieve a speed up, a reciever can
make a look up table, and store all coeficients of the
aproximation functions per each sensor id, after
numerically calculating them once. Of course the trade
off between memory and computation should be taken
into account as the size of the table grows depending on
the accurecy demand.

V. Conclusion

In this paper, we proposed an efficient scheme including
special technique to defend against curious, and search-
replace adversary as well as injection capable attacker. In
fact, we shared and encrypted data using a numerical
method (defence against curious, and search and replace
adversary), and efficiently signed every unit of data to
prevent injection attacks.

Moreover, based on an ODE and its boundary conditions,
a new function for every sensor is released because every
sensor has its special id. This equation is publically
known but the calculated function is infeasible to obtain
without knowing boundary condition. Hence, encrypted
packet of any function provides no information about the
original data. This technique is also firm against injection
attack which is the most rampant attack in general
unattended wireless sensor network. Furthermore, we can
claim that, our model is applicable and scalable to real
world applications and it is secure against statistical
traffic analysis attacks since it blocks chosen-plaintext
attacks and chosen-ciphertext attacks.
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Abstract— This paper proposes an alternative indoor posi-
tioning mechanism in wireless sensor networks (WSNs). The
proposed mechanism gives the filtered estimates for moving
target’s position and velocity in real-time, while removing
undesired noisy effects and preserving desired moving loca-
tions. The well known finite memory structure (FMS) filter
is adopted for the filtering. The filtered estimates for moving
target’s position and velocity have good inherent properties.
Especially, it will be shown that a constant acceleration
does not induce the error in filtered estimates for moving
target’s position and velocity. From discussions about the
choice of window length and normalized noise covariance, it
is shown that they can make the performance of the proposed
mechanism as good as possible. Via extensive computer
simulations, the performance of the proposed FMS filtering
based mechanism is shown to outperform the existing infinite
memory structure (IMS) filtering based mechanism for both
zero acceleration and nonzero acceleration.

Keywords: Indoor positioning system, Wireless sensor networks,
Finite memory structure (FMS) filter, Infinite memory structure
(FMS) filter.

1. Introduction

Recently, indoor positioning systems for wireless sensor
networks (WSNs) have become very popular and thus been
used successfully in a variety of scenarios, such as location
detection and tracking of products stored in a warehouse,
people within buildings such as hospitals and nursing homes.
Because of indoor channel characteristics, accurate estima-
tion mechanism is required for WSN positioning system.
In an outdoor environment, the Global Positioning System
(GPS) has been used in many outdoor applications for
localizing people, cars, as well as other objects. However,
GPS lacks the same level of efficiency when used within
indoor environments because of obstacles that can weaken
the signal of the GPS. Therefore, to track the positions
for indoor systems in the WSN, several mechanisms are
developed by measuring the distance or range value between
the target and anchor sensor as shown in [1]-[4].

However, the estimated position can be corrupted by a
couple of noises, the measurement noise and the system
noise. The measurement noise is caused by inaccuracies in

the tracking entity and the system noise is caused by turbu-
lence or human error and other environmental factors. These
noises occur due to multiple factors like environmental
intrusion, inaccuracies in sensor measurements, turbulence
affecting the target’s movement, and human inability to
navigate in a perfectly straight line. These noises must
be filtered out in order to draw a true path of a moving
target. Thus, several approaches introduce Kalman filter into
WSN systems [5]-[7]. The Kalman filter has been well
known as a recursive linear filtering model used to filter
random inaccuracies in measurements to predict the most
likely position and velocity of a moving target on real-
time position coordinate. However, the Kalman filter has
an infinite memory structure (IMS) that utilizes all past
information accomplished by equaling weighting and has
a recursive formulation. Thus, the Kalman filter tends to
accumulate the filtering error as time goes. In addition, the
Kalman filter has known to be sensitive and show even di-
vergence phenomenon for temporary modeling uncertainties
and round-off errors [8]-[12].

Therefore, in the current paper, an alternative indoor
positioning mechanism is proposed in WSNs. The proposed
mechanism gives the filtered estimates for position and
velocity of moving target in real-time, while removing unde-
sired noisy effects and preserving desired moving locations.
For the filtering, the proposed mechanism adopts the well
known finite memory structure (FMS) filter that utilizes
only finite information on the most recent window [9][10].
The filtered estimates for position and velocity of moving
target have good inherent properties such as unbiasedness,
efficiency, time-invariance, deadbeat, and robustness due to
the FMS.

Through discussions about the choice of window length
and normalized noise covariance, it is shown that they can
be considered as useful design parameters to make filtering
performance of the proposed mechanism as good as possible.
Finally, computer simulations shows that the performance of
the proposed FMS filtering based mechanism can outperform
the existing IMS filtering based mechanism.

The paper is organized as follows. In Section 2, an
alternative indoor positioning mechanism using the FMS
filtering is proposed for WSNs. In Section 3, a discussion
about the choice of window length and covariance ratio is
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shown. In Section 4, numerical simulations are performed
to evaluate the performance of the proposed mechanism.
Finally, conclusions are made in Section 5.

2. An Indoor Positioning Mechanism us-
ing FMS Filtering in WSN

To describe the random nature of moving target’s suc-
cessive locations in wireless sensor networks (WSNs), the

following discrete-time 6th-order state-space model with
sampling time 7T is introduced as shown in [5]-[7]:

o] = [0 310 ]+ [0

€

ey

o) = L6 B 1 1
where o T2/2
A = B=|0 1 T ,
0 0 1
C = D=[100],

and state vectors z(t) and y(t) along the X and Y directions
are defined by:

2, (t) yp(1)
202 | 2t) |, v 2| vt
xa(t) ya(t)

The state variable x,(t) and y,(t) represents the moving
target’s random positions, and x,(t) and y,(t) represents
the corresponding velocities at time ¢. The corresponding
accelerations are defined by x,(t) and y,(t). These state
vectors x(t) and y(t) cannot be observed directly, due to
the random disturbances by fading and shadowing. To take
these effects into account filtered estimates, the observation
vector [2(t) n(t)]T is modeled by independent additive errors
[v(t) v(t)]T. The system noise vector [w(t) w(t)]T and the
observation noise vector [v(t) v(t)]T are zero-mean white
Gaussian and mutually uncorrelated.

As shown in (1), the state vectors z(t) and y(t) can be
processed independently. Thus, in this paper, the moving
target for the X direction is considered only. The moving
target’s successive locations for the X direction in the WSN
can be represented by the discrete-time 3rd-order state-space
model with sampling time 7"

z(t+1) = Azx(t)+w(t),
z2(t) = Cz(t)+v(t) )
where
zp(t) . w
() = | =i | 2 3 ] wo® | T .
A = [6‘ f} c = [C o,

with

<[ T o[

and the variances of w(t) and v(¢) are @ and r, respectively.

The main task of the proposed indoor positioning mech-
anism is the filtering of moving target’s random position in
real-time, removing undesired noisy effects, while preserv-
ing desired position. For the filtering, the well known finite
memory structure (FMS) filter in [9][10] is adopted. For the
state-space model (2), the filtered estimate Z(¢) for moving
target’s position, velocity and acceleration processes linealy
the only finite observations on the most recent window
[t — M, t] as the following simple form:

o]

where the gain matrix H and the finite observations Z(t)
are represented by

yé:[l 0]

Hp,

i) - | - w20 = | | 200

H
Z(t)
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> e

The algorithm for filter gain coefficients h(:) in (4) is
obtained from the following algorithm as shown in [9][10]:

h(j) = QHM)@G)CT/r,  0<j< M, (6)
where
O(l+1) = dDI+ATQUM—-1-1)AT'Q AT,

QU+1) = [T+ATanAaA QA TQmA™!

+Cc*C/r,
with @(0) = I, Q0) = CTC/r,and 0 < | < M — 1.
H,, and H, are the first 2 rows and the last 1 row of H,

respectively. Note that Z(t) in (5) can be represented in the
following regression form:
Z(t) = Tazp({t— M)+ AX,(t) +OW,,(t) + V(tXT7)

where X, (t), W,,(t), V(t) have the same form as (5) and
I, A, © are defined as follows:
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Ultimately, filtered estimates ., (¢) and &,(¢) for moving
target’s position, velocity and acceleration are obtained from
(3) as follows:

Im(t) = H”Ei” = H,Z(t),
Ea(t) = H.Z(t). 8)

Filtered estimates Z,,(t) and &,(t) have good inherent
properties of unbiasedness, efficiency, time-invariance and
deadbeat since the FMS filter used provides these properties.
The IMS filter such as Kalman filter used in [5]-[7] does
not have these properties unless the mean and covariance
of the initial state is completely known. Among them,
the remarkable one is the deadbeat property which filtered
estimates Z,,(t) and Z,(t) tracks the actual state vector
Zm(t) and z,(t) exactly in the absence of noises. The
deadbeat property gives the following matrix equality as
shown in [9][10]:

C
CA
H : - { ?[Zl ] [T A
cAM
_oam_ [ AM ;\ialfPE
0
where
0
- — CE —
A- | CAE+CE
Mt CAE
Thus, the following identities are obtained:
M—1
H,I = AM H,A = AR,
1=0

HI = 0, HA =0, )

which will be used later.

As mentioned before, although the state space model
(2) is developed with the consideration of random-walk
acceleration, a constant acceleration can occur in actual
situations. In this case, it will be shown in the following
theorem that a constant acceleration on the observation
window [t — M,t] does not induce the error in filtered
estimate &,,(t) for moving target’s position and velocity.

Int'l Conf. Wireless Networks | ICWN'12 |

Theorem 1: A constant acceleration on [t — M, t] does
not induce the error in filtered estimate Z,,(t) for moving
target’s position and velocity.

Proof: When an acceleration is constant as Z, in the
observation window [t — M, ], the finite observations Z(t)
(7) can be represented in the following regression form:

Z(t){wa(t) = 24 for [t — M, 1]}
=Tt — M) + Az, + OW,,(t) + V(¢). (10)

Then, the filtered estimate &, (¢) for moving target’s position
and velocity is derived from (3), (9) and (10) as

Em(t) = Hp[Tzp(t— M)+ Az, + OW,(t) + V(1))
= H,lz,(t—- M)+ H,Az,
+H,, [OW,,, (1) + V(1)]
M-—1
= AMz,(t—-M)+ ][> A, E]z,
=0

+H,, [OW,, () + V(1)]. (11)

The actual state vector x,,(¢) for moving target’s position
and velocity at current time ¢ can be represented on the
observation window [t — M, t] as follow:

Lo () {xa(t) = T for [t — M, ]} = AMz,, (t — M)

M—-1
+[ Y A'E]z, + OW,n(t)
=0

12)

where © = [AM~1 AM=2...T 0]. Thus, using (11) and
(12), the estimation error of filtered estimate &,,(t) is as
follows:

EIm(t) —zm(t) = Hp[OWn(t)+ V(t)] — OW,,(t)

which does not include the acceleration term. This completes
the proof. [ ]

The Theorem 1 means that a constant acceleration does
not degrade the moving target’s tracking performance in the
proposed indoor positioning mechanism. Therefore, it can be
stated that the proposed FMS filtering based mechanism per-
forms well for the moving target with constant acceleration
as well as random-walk acceleration. This is a remarkable
result of the current paper and cannot be obtained from the
existing IMS filtering based mechanism in [5]-[7].

In addition, as mentioned previously, the proposed FMS
filtering based mechanism has the deadbeat property, which
means the fast tracking ability of the proposed mecha-
nism. Furthermore, due to the FMS structure and the batch
formulation, the proposed mechanism might be robust to
temporary modeling uncertainties and to round-off errors,
while the IMS filtering based mechanism might be sensitive
for these situations.
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3. Choice of Window Length and Nor-
malized Noise Covariance

The important issue here is how to choose an appropriate
window length M and normalized noise covariance Q/r to
make the filtering performance as good as possible. They
affect differently the performance of the proposed FMS
filtering based mechanism for the WSN.

The noise suppression of the proposed mechanism might
be closely related to the window length A/. The pro-
posed mechanism can have greater noise suppression as the
window length M increases, which improves the filtering
performance of the proposed mechanism. However, in case
of too large window length M, the real-time application
is somewhat difficult due to the computational load. This
illustrates the proposed mechanism’s compromise between
the noise suppression and the computational load. Since
M 1is an integer, fine adjustment of the properties with
M is difficult. Moreover, it is difficult to determine the
window length is systematic ways. In applications, one way
to determine the window length is to take the appropriate
value that can provides enough noise suppression.

The tracking ability of the proposed mechanism might be
closely related with the normalized noise covariance Q/r
when the window length M is determined. When the win-
dow length is fixed, the tracking ability of a filter increases
and the noise-suppressing ability decreases as ()/r increases,
and vice versa. Thus, Q/r is also a useful parameter in the
adjustment of the tracking and noise-suppressing properties
of the finite memory filtering based mechanism.

Therefore, it can be stated from above discussions that
both the window length M and the normalized noise covari-
ance () /r can be considered as useful parameters to make the
performance of the proposed mechanism as good as possible.

4. Computer Simulations

The performance of the proposed FMS filtering based
indoor positioning mechanism is evaluated via extensive
computer simulations and compared with the existing IMS
filtering based mechanism in [5]-[7].

Computer simulations are performed for two cases. The
first case considers ‘zero acceleration’ which the target
moves with constant velocity. The second case considers
‘nonzero acceleration’ which the target moves with both
constant and random-walk acceleration as shown in Fig. 1.
The sampling period is taken as T° = 5. The observation
noise variance is 7 = 402 and the state noise variance is
Q = 0.173%I. For the proposed mechanism, the window
length is taken as M = 20. To make a clearer comparison,
simulations of 30 runs are performed using different system
and observation noises and each single simulation run lasts
5007

Fig. 2 shows the mean of root-squared estimation errors
of the moving target’s position for all simulations. The

proposed FMS filtering based mechanism is comparable with
the IMS filtering based mechanism in case of zero acceler-
ation. On the other hand, the proposed mechanism is better
than the IMS filtering based mechanism in case of nonzero
acceleration for all simulations. Fig. 3 and 4 show the root-
squared estimation error for mobile position and velocity
using one sample simulation. It can be seen that the proposed
FMS filtering based mechanism is remarkably better than the
IMS filtering based mechanism on the interval where the
acceleration varies abruptly. These results might come from
the fast estimation ability due to deadbeat property and FMS
structure of the proposed indoor positioning mechanism.

0.08

Acceleration [m/s?]
° o
) °
5 (=2}
T T
i i

o
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Fig. 1: Nonzero acceleration

5. Concluding Remarks

In this paper, the alternative indoor positioning mechanism
using FMS filtering has been proposed for WSNs. The
proposed mechanism gives the filtered estimates for moving
target’s position and velocity in real-time, while removing
undesired noisy effects and preserving desired locations. The
filtered estimates for moving target’s position and velocity
have good inherent properties. Especially, it has shown that
a constant acceleration does not induce the error in filtered
estimates for moving target’s position and velocity. In addi-

Case of zero acceleration
1.0 T T

O  FMS filtering based mechanism
% __IMS filtering based mechanism

0.8 .

[m]

Simulations

Case of nonzero acceleration
10 T T T

PR Ny~

O'BWMM

0.6~

[m]

O FMS filtering based mechanism
% __IMS filtering based mechanism

0.4 I I I I I
5 10 15 20 25 30

Simulations

Fig. 2: Mean of root-squared estimation error of moving
target’s position for all simulations
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Fig. 3: Root-squared estimation error of moving target’s
position in case of nonzero acceleration
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Fig. 4: Root-squared estimation error of moving target’s
velocity in case of nonzero acceleration

tion, it has shown that they can make the performance of the
proposed mechanism as good as possible from discussions
about the choice of window length and normalized noise
covariance. Finally, through extensive computer simulations,
the performance of the proposed FMS filtering based mech-
anism has shown to outperform the existing IMS filtering
based mechanism for both zero acceleration and nonzero
acceleration.
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Abstract— Despite the minimal information provided by a binary
proximity sensor, a network of these sensors can provide significant
target tracking performance. This article deals with the performance
examination of such a network for tracking multiple targets. We began
with geometric arguments that address the problem of counting the
number of distinct targets, given a snapshot of the sensor readings.
Then necessary and sufficient criteria provided for an accurate target
count in a one-dimensional setting, moreover, a greedy algorithm
defined that determines the minimum number of targets that is
consistent with the sensor readings. While these combinatorial
arguments bring out the difficulty of target counting based on sensor
readings at a given time, they leave open the possibility of accurate
counting and tracking by exploiting the evolution of the sensor readings
over time. To this end, we develop a particle filtering algorithm based
on a cost function that penalizes changes in velocity. Finally, an
extensive set of simulations, as well as experiments with passive
infrared sensors, are reported.

I. INTRODUCTION

ireless sensor networks are set of tiny equipment’s

that have sensing processing and communicating

competences together and provides lots of
applications [1]. Amongst them, target tracking is a unique
and important application that requires a cooperative
processing to obtain robust results [2]. We assay the problem
of tracking targets using an energy-efficient target tracking
of binary sensors. There are two kinds of binary sensing
models: the ideal binary sensing model and imperfect model.
In the ideal model, each node can detect the target whenever
it appears in the node's sensing range R (Figure 1(a)).
Actually, detection ranges often vary regarding the
environmental situations, such as the positioning of the
target and the sensor. These factors make target detection
near the boundary of the sensing range less predictable.
Mentioned fact leads to an imperfect model in which the
target is always detected within an inner disk of radius Rin
but it is detected only with certain nonzero probability in an
annulus between the inner disk and an outer disk of radius
Rout. No detection will happen out of outer disk (Fig. 1(b)).

Hossein Sharifi Noghabi

School of Engineering and Design
Sadjad Institute of Technology
Iran, Mashhad.
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Fig. 1. Binary sensing models: (a) ideal, and (b) imperfect.

Each sensor produces a single bit of output, which is 1 when
one or more targets are in its sensing range and 0 otherwise.
These sensors are not able to distinguish individual targets,
deciding how many distinct targets are in the range, or
provide any location-specific information. Despite the
minimal information provided by an individual sensor, a
collaborative network has been shown in prior work [3] to
yield respectable performance when tracking a single target:
the resolution with which the target can be localized is
inversely proportional to pRd-1, where p is the sensor
density, R is the sensing range, and d is the dimension of the
space. we study the problem of multiple targets tracking with
binary sensors, without a priori knowledge of the number of
targets.

Our focus is on the efficacy of collaborative tracking.
Thus we assume that all of the sensor readings are available
at a centralized processor, which can then estimate the
targets’ locations and trajectories. Distributed
implementations of our algorithms, in which neighbors
collaborate to estimate segments of trajectories, are possible,
but not considered here.

In this approach we present an innovative distributed,
energy-efficient, and fault tolerant target tracking algorithm
using binary sensor networks that is able to track a target in
both ideal and imperfect binary sensing models. Each awake
node can estimate target’s trajectory, location and speed
locally, in cooperation with its neighbors. Likewise, our
algorithm does not need synchronization for all networks
and can track the target in real time under various paces and
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moving in desultory directions. The algorithm in fault
tolerant when a node fails to senses a target inside its range
or lost packets because of collision.

The rest of the article is organized as follows: Section 2
literature review. Section 3 discusses our model and
parameters briefly and then discusses the problem of target
counting based on a snapshot of the sensor readings. Section
4, describes our particle filtering algorithm. Section 5
provides simulation results, while Section 6 describes our
experimental setup and results. We end with Section 7,
conclusion.

I1.RELATED WORKS

The problem of tracking multiple targets using sensor
networks has been explored in many references [4]. Owing
to its simplicity and minimal requirements, the specific use
of binary sensors for tracking applications has also drawn
considerable attention of late. However, most of the work
related to binary sensing has been applied to tracking a
single target [6]. The tracking techniques employed in the
large-scale deployment in [7] can be loosely interpreted in
terms of a binary sensing model, even though a variety of
sensing modalities and a variety of targets were considered
in [8] contained a distributed tracking method for a binary
sensor network, but assumed perfect knowledge about the
number of targets and their identities, unlike our approach.

In our work, we investigate both target counting and
tracking. Prior work on counting targets includes [9] but it
assumed more detailed sensing capabilities than simple
binary model. The classical framework for tracking is based
on Kalman filtering, with a linear model for the sensor
observations corrupted by Gaussian noise; for example, [10]
investigated the use of Kalman filtering for distributed
tracking. In recent years, the use of particle filters, which can
handle more general observation models, has become
popular [11]. However, most prior work about using particle
filters for tracking in sensor networks [12] has assumed a
richer sensing model than the binary model we consider.
Exceptions are the prior work in [13] on the use of particle
filters for tracking a single target using binary sensing, and
also the preliminary results from our conference publication
[5]. In this article, we build on [13] providing new analytical
design criteria that assist in the efficient and reliable
operation of our particle filter algorithm, and present a more
detailed simulation-based analysis to evaluate the
performance of the algorithm. In addition, we include
simulation results and new theoretical proofs for two
dimensions [14] only considered a one-dimensional setting).

I1l. PROCEDURE FOR PAPER SUBMISSION

A. Network Model and Assumptions

There are N nodes that randomly uniformly distributed a
delimited two-dimensional region for monitoring. Each node
has a unique ID and surely all the nodes together can cover
entire region. To simplify, it is assumed that sensors have
the same sensing range R under ideal sensing or the same
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radii Rin and Rout under the imperfect sensing. Nonetheless,
this approach can work even when ranges vary from sensor
to sensor. Each node begets one bit of information only
when there is a change in target’s status. Otherwise we get
no information about features of the target. While there is no
detection node remains silent to save energy and bandwidth.
When it generates a new bit of information, in will be sent to
the neighbors, nodes whose sensing ranges have intersect
with node’s coverage range.

Another assumption is that sensors are immobile. For
example, Unattended Ground Sensors (UGS) used in the
military and security applications to make this case worthy
of study. We also assume that each node knows its own
location. This assumption can be satisfied by using some
low-power GPS or localization methods [10]. Since in this
algorithm each sensor estimates target’s position concerning
to its location and range, in order to report these outputs,
they do not need to be acquainted of their position in planer
region. To estimate velocity, node requires position of
neighbors adjacent to each other which can be organized via
triangulation. Hence, it is not necessary for nodes to know
geographical location of each node. In order to estimate
trajectory, the location of neighbors specified by
triangulation and then locating each node’s geographical
situation on the basis of some of the neighbors having GPS
is a proper procedure [13] that can be done at the network
deployment stage, but it is not mentioned here. Sensors
exchange their location information through communication
at the network deployment stage. Each sensor has its own
local timer and can time stamp sent or received messages.
Additionally, we assume that the target moves with velocity
that is low relative to the node’s sensing frequency.
Consequently, time of discovery of the change in the target’s
presence within the node’s sensing range differs little from
the time at which the target moves within or out of this range
under the ideal binary sensing model.

B. Snapshot-Based Inference

Our investigation began with asking under what
circumstances an algorithm can reliably determine the
number of distinct targets in the field, given a snapshot of
the sensor readings. In order to develop fundamental
geometric insights, we restrict attention in this section to an
idealized model in which each sensor’s coverage area is a
circular disk of radius R: each sensor detects a target without
fail if it falls within this disk, and does not produce false
positives or negatives. While we develop our basic ideas and
theorems in one dimension, we comment on their relevance
and extensions to higher dimensions as appropriate.

C.Binary Sensing

Some spatial separations amongst the targets are clearly a
necessary precondition for accurately disambiguating among
different targets, but what does that mean, and how much
separation is enough? For instance, is the following simple
condition adequate: each target moves sufficiently
(arbitrarily) far from the remaining targets at some point
during the motion. Let us call this the condition of individual
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separation. Unfortunately, as the following simple result
shows, only this factor is not enough to count the number of
targets accurately.

Even arbitrarily large individual separation is not sufficient
to reliably count a set of targets using binary sensors. We
give a construction in one dimension establishing the claim.
Imagine a group of m targets moving at uniform speed along
a straight line L. Initially, all targets are together and appear
as one target to the sensor field. Now let target 1 speed up
and move away from the rest of the group. Once it moves
sufficiently far to the right, we can infer that there are at
least two targets. Next, target 1 stops and waits until the rest
of the group meets up with it, and then they all resume their
motion. Then target 2 separates from the rest of the group
and repeats the action of target 1, and so on. One can easily
see that, in this scenario, every target achieves large
individual separation from the rest, and yet no binary
sensing-based algorithm can ever decide whether there are
two targets or m targets, for an arbitrary value of m.

D.The Geometry of Target Counting

We begin with some geometric preliminaries. Suppose we
have N binary proximity sensors deployed along a line. Each
sensor’s range is then an interval of length 2R. We use the
notation Ci to denote the interval covered by sensor i (that is,
sensor i outputs 1 if and only if a target falls in Ci). We
assume that the domain of interest is covered by the union of
the {Ci}, thus, there are no gaps in coverage. Any
positioning of targets along the line leads to a vector of
binary outputs from the sensors. In particular, we have
contiguous groups of “on-sensors” separated by groups of
“off-sensors.” Geometrically, the on-sensors inform us about
the intervals on the line where the targets might be, and the
off-sensors tell us about the regions where there are no
targets. If we let | be the set of sensors whose binary output
is 1 and Z be the set of sensors whose output is 0, then all the
targets must lie in the region F, which we call the feasible

target space:
F=Jc - ¢
iel jeZ

The region F is a subset of the line, whose connected
components are unions of portions of the sensing ranges of
the on-sensors. An example is shown in Figure 2.

The feasible target space has an interesting geometric
structure. While each on or off sensor contributes exactly 1
bit, the information content of the off sensors seems richer,
especially in localizing the targets: the 1 bit only tells us that
there is at least one target somewhere in the sensor’s range,
the 0 bit assures us that there is no target anywhere in the
sensor’s range. This observation leads to the following
geometric property of the region F.

gl
[ ONg  »

OFF L OFF

12

ONe %

Fig. 2. A sample illustration for the feasible target space (F). Here, g1 and
g2 represent the contributions of the “ON” sensors to F.

LEMMA 1. Any two connected components of the feasible
target space F are separated by at least distance 2R.

PrROOF. Choose a point x that is between two connected
components of F. Since x must lie in the range of some
sensor, and x _€ F, that sensor must have binary output 0.

A sensor with binary output zero eliminates length 2R of the
line for possible locations of the targets, and so the “gap”
containing the point x must be at least as wide as 2R.

IV. TRACKING ALGORITHM

To demonstrate our basic idea, we use the example in Figure
4, which shows a target moving through an area covered by
three nodes. At first, the target is outside of the sensing
ranges of the nodes. Later, it falls in the sensing range of
node Nx at time t1, and then sensing ranges of Ny at time t2
and Nzat time t3. At last, it leaves sensing ranges of nodes, in
that sequence, at times ts, ts, te, respectively.

The initial idea of the tracking algorithm under the ideal
model was mentioned in [13, 14] and it can be mentioned
briefly as follows. At the time of arrangement, first each
node initializes its neighbor’s status to “0” on its own list.
whenever a sensor received “1” from a adjacent node it
updates the status of that neighbor to value 17 on the list. At
the moment at which the node senses a change in target’s
existence within its range, it identifies the arc of its sensing
range border circle that the target is crossing. The target
location is estimated as the middle point of the
corresponding arc and broadcasted to neighbors. We can use
two different local times when the target tracked in different
locations to estimate its velocity. A weighted line fitting
method is used to find a line, approximating a fragment of
the target trajectory, that best fits the estimated target
locations.

A. Initialization and Information Update

First, each node generates a list of its neighbors. Each record
of the list saves these information including: neighbor node
identifier, intersection points of the sensing circles of the
node and its neighbor, an angle corresponding to the arc
defined by these intersection points, and one-bit information
produced by the neighbor, initialized to “0”. As soon as
receiving value “1” from a adjacent sensor, the sensor alters
the status of the related neighbor in the list.

B. Location Estimate

To determine the location, we use different combinations of
angles related to intersection points. As an example in Figure
3, If the neighbors both outcome bit “1”, the corresponding
central angles are combined by “&” operation that returns
the intersection of these two angles. As shown in

Figure 3(a), the common angle of £ 103 and £ 204is /£
203, so the node Ny estimates the target location as the
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middle point of arc “23” when it senses that the target just
N,:1 :

N.:1

1| |4
N, N N, N,

¥
(a) (b) (© (d)
Fig. 3. Instances of angle combinations

N1

N,:1 N0

moved within its sensing range. One special instance is
shown in Figure 3(b), where the common angle is just one of
the two angles.

C. Tracking Multiple Targets: The CLUSTERTRACK
Algorithm

We call our proposed scheme CLUSTERTRACK. The
method is specifically designed to prevent a subset of targets
from monopolizing all of the available particles. To this end,
instead of looking for clusters at the end, we monitor their
formation throughout the tracking process, and limit the
number of particles per cluster. We still retain K particles at
each time instant. However, instead of picking the K best
particles, we pick the K best particles subject to the
constraint that the number of particles per cluster does not
exceed a threshold H. A cluster is defined as a group of
particles that are “similar,” where similarity between two
particles is measured in terms of a distance metric to be
specified. Thus we scan the set of particles in increasing
order of cost functions as before, but we retain a particle
only if the number of similar particles retained thus far is
less than the threshold H. This procedure enhances the
likelihood that the particle filter catches all of the targets. In
order to ensure that we do not end up scanning the entire
sequence of particles at each instant, we can also put a limit
L (L > K) on the number of particles that we consider. In this
case, we stop the search for particles when either K particles
have been retained, or L of them have been scanned,
whichever happens first. The actual number of particles
retained at time t is denoted by Kt, where Ki<K.

At the final time instant, we take the best particle from
each of the clusters obtained, and designate it as our estimate
of the trajectory followed by one of the targets. An
alternative would be to choose a “consensus path” (e.g.,
based on a median filter at each time instant) for each
cluster.

The pseudo code description for the CLUSTERTRACK at a
particular time instant t is given in Algorithm 1. Cluster j
represents the jth cluster, count j denotes the number of
particles retained in Cluster j, Nc is the number of clusters, H
is the maximum number of particles to be retained from a
particular cluster, and L is the maximum number of particles
to be inspected in order to find the surviving particles at time
t. We work under the assumption of smooth target
trajectories (i.e., the targets do not have abrupt velocity
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changes), and hence pick a cost function that penalizes
changes in velocity.

Let P = ("x[1], . . . , “X[t]) denote a particle. The
instantaneous estimate of this particle’s velocity vector at
any time n € [1, t-1] is the increment in position "X[n+1]
="x[n]. The instantaneous contribution to the cost, in moving
from time n to n+1, is taken to be the norm of the change in
velocity

cln] = ||(&[n + 1] — &[n]) — (&[n] — Z[n — 1D]|

= ||&[n + 1] + &[n — 1] — 2&[n]||

where || + || denotes Euclidean norm. Assuming that rapid
accelerations are unlikely in smooth paths, the cost c[n]
should be inversely related to the probability that a target
moves from the location "X[n] at time n to "X[n + 1] at time
(n + 1), given that it had moved from “x[n— 1] to “X[n]
between time instants (n-1) and n. The net cost function
associated with the particle P is simply taken to be the sum
of the incremental costs:

S ielnl.

V. TARGET MODELING

Since a moving target has dynamics time variant, a
number of models can be established to describe a target’s
motion. Even though more models can give better overall
estimates, it is less efficient since more time will be required
to yield the estimate. In the sense of acceleration of a target,
the

constant  velocity  (uniform) and  acceleration
(maneuvering)modes are most commonly considered to
build models. In this project, these two models are also
used. Linear accelerations are normally quite small and thus
can be reasonably covered by a process noise in a nearly
constant velocity model, i.e. the constant velocity motion
plus a zero-mean noise with an appropriate covariance
representing the small acceleration [8]. Alternatively, this
mode can be described as a constant velocity model with no
process noise. On the other hand, the acceleration mode has
the acceleration increment during the sampling time, and this

should be included in the state space model. When the
state space equation is given by:

x(K) = Fx(k —1) + Gw(k —1) €
X is the state vector of a target defined as:
x=[¢ & & n 7 il @)

where & and 77 denote longitudinal and lateral position
respectively. In (3.1), W signifies process noise, which is
zero-mean, white, and Gaussian with covariance Q(k).-

The state transition matrices and the noise gain matrices
for each mode can be written in the following forms:
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where subscripts 1 and 2 in equations 3 and4 denote
mode 1 (constant velocity motion) and mode 2 (acceleration
motion) and T is the sampling time. Process noise
covariance is simplified under the assumption that the
process noise variance in each coordinate is equal and
constant. In this case,

Qk) =0, =07, =q
and g can be chosen by usiﬁg theu following inequality:
0.5Aa,,, <+/0 <Aa,,,
where A, is the maximum acceleration increment

over a sampling time.
The measurement model can be written as:

2(K) = Hx(K) +v(K)

{1 0000 o}
H,=H,=

000100

The measurement matrix implies that only the position of
the target is measured from each sensor.
The mode sequence is assumed to be a first order
Markov chain with transition probabilities:

0.95 0.05
Ty =

0.05 0.95
These transition probabilities imply that a target keeps its
current mode with high probability rather than changes its
mode. It is obvious that the results of our tracking algorithm
become more accurate with an increasing number of
neighbors reporting the status of the target. To evaluate the

role of the adjacent nodes in tracking a target, following
simulation configuration was used: 800 nodes distributed

over an area with 800 units by 800 units. Each node’s
sensing range, R (Rout for imperfect model), differed from 40
to 150 units. To evaluate impact of sensor spatial density,
first we assume fix range for sensing range, 40m, then,
increase it to 150. If we diminish the area from 800m by
800m to 213.3m by 213.3m, in both of them number of
neighbors changes but in the second also the spatial density
of nodes per square meter increases. In terms of simulation
for this concern placement of each node in relation to other
nodes, remains constant and velocity of the target is adjusted
proportionally to the sensing range, and stay constant if
calculated in sensing range units.

All the paths limited inside the square area with length of
800— Rmax located in the middle of the simulated region in
order to exclude the boundary effect, where Rmax is the
maximum range (150 units) in the simulation. For the
random turn trajectory, the length of each linear piece of the
trajectory is random but proportional to the sensing range.
As in [17], we set Rmin = 0.9 x Rout under the imperfect
binary sensing model.

A. Tracking with Ideal Sensing

We considered five targets, and generated trajectories over
20 time instants for each of them. In keeping with our
assumption of smooth target trajectories (i.e., no abrupt
velocity changes), we picked the velocity of a particular
target, at each instant, randomly within £20 % of some mean
value (using a uniform distribution). The model applies, for
instance, if we consider the motion of vehicles on a freeway,
over a reasonably short time window. The parameter pR was
taken to be 1 (i.e., the separation between consecutive
sensors was equal to the sensing radius, so that the coverage
areas for two adjacent sensors had 50% overlap).

With (roughly) constant velocity motion, as long as the
velocities of two targets are not equal, they are guaranteed to
separate out at some point of time. We therefore simulated
two types of scenarios: (a) targets starting out well separated,
getting close to each other, and then separating out again; (b)
targets starting in close proximity to begin with, and then
separating out. We found that our algorithm performed fairly
well in both settings. Sample plots are shown in Figures 4(a)
and 4(b), each corresponding to a single simulation run. We
see that the algorithm succeeded in catching and tracking all
targets. We note that the performance of the algorithm varied
across simulation runs, and, over multiple runs, the
algorithm generated between five and seven trajectories,
with five of the trajectories almost invariably providing good
approximations of the true paths. For example, the results
from a simulation resulting in seven estimated trajectories
are shown in Figure 4(c), where the additional spurious
estimates are marked by the special characters. Note that we

Got spurious estimates of both types, low-cost smooth
estimates (the estimate marked by “0”), and also high-cost
estimates with sharp transitions (the estimate marked by ).
In general, the emergence of low-cost spurious estimates
was governed by the nature of the true trajectories: if the true
trajectories allow smooth transitions from one to another,
low-cost spurious estimates can arise. On the other hand, the
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high-cost spurious estimates were seen to emerge only in (a
subset of) those cases when the algorithm had to be rerun,
because the trajectories generated in the first go could not
satisfy the lower bounds on the target count.

The accuracy of location estimation resulting from our
algorithm with fewer number of neighbors (sensing range of
40 units which means a node has 5 neighbors) is the same
with outcomes of algorithm (1) with high number of
neighbors (sensing range 150 units which means a node has
87 neighbors) under ideal binary sensing model. This can be
proved by two ways, distributing enough sensors for other
methods which is high and unnecessary for our approach.
First we can use all distributed nodes to gain better accuracy
and make our algorithm more fault tolerant. Because sensors
fail with different reasons but our algorithm will still provide
adequate accuracy even with failing of some of redundant
nodes for location estimation. On the other hand our
algorithm can works with some scheduling methods which
means turning off some of the adjacent sensors to store
energy. Our tracking algorithm achieves the same location
estimate accuracy as algorithm (1) even when almost 95% of
adjacent nodes are turned off.

We also analyzed the number of messages exchanged and
their corresponding energy cost. Let the target move from
point O1 to point O2 with velocity v(t) over time dt as shown
in Figure 7. Area Ro contains sensors that will broadcast bit
“0” when the target moves from Oz to Oz, and equal size
area Ri1 contains sensors that would transmit bit “1”. Hence,
the total number of messages generated by the target moving
from O1to O2will be 2Ap, where A is the size of area Ro, p is
the sensor density per unit square. A can be computed from
Eqg. (2), yielding A = (2a+sin(2a))R2 = 4R2a. Thus, the total
number of messages generated is 4Rpv(t)dt. If over time tr,
the target moves distance D, then the number of messages
produced is:

t,
f 4Rpv(t)dt = ARpD.
t=0

To verify this analysis, we performed two groups of
simulations over an area of size 800 by 800 covered by 800
sensor nodes (the same density in each group). We set the
sensing range R, 40 units in one group and 150 units in
another. In both simulations, the target moves along a
random trajectory (the same for each group) with a constant
velocity and over the same distance. We ran the simulation
20 times for each group changing the topology of the
network in each run. The exchanged messages were counted.
The total number of messages exchanged is 474 when R =
40 units and 1759 when R = 150 units.

The ratio is 1759/474 = 3.71 which is close to the ratio of
sensing ranges 150/40 = 3.75.

We used a small testbed with five PIR sensors placed
uniformly along a line; see Figure 5. Each sensor sent a
measurement to the base station when it changed state, and
the base station was interfaced to a PC through a serial port.
The data got time stamped at the PC, so that each of the final
set of measurements included: value, position (mapped from
node ID), and time. For the ground truth regarding target
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trajectories, the (human) targets were provided with separate
sensor nodes (equipped with localization engines) with
buttons, which they pressed as they passed by a set of known
locations on the way. While each sensor in our experimental
set up sent a measurement when it changed state, our
problem formulation in Section 4 is based on the assumption
that all sensors send their measurements at regular time
instants. To apply our algorithm, therefore, we sampled the
collected data at regular time instants, and assumed that the
reading of a particular sensor at any time was the same as the
one after its last toggle. Another implementation issue we
faced was that, even when a target was detected as it entered
the field of a sensor; the sensor output became 0.
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Fig. 4. Example scenarios to depict the performance of Mode Probability in

Longitudinally Moving Target Tracking
(without measurement noise)

immediately after the detection, and kept toggling between 0
and 1 as the target moved toward the sensor. A probable
reason for this is that the modules we used are meant for
triggering a relay that resets after a certain amount of time,
with the aim of minimizing false alarms, at the cost of some
missed detections. To deal with this issue, we simply
decided to neglect every 1 —0 transition that was

VI. CONCLUSIONS

Target tracking is one of the most important applications of
sensor networks that can be done by collaboration between
sensors. In this approach authors proposed a new algorithm
for binary sensing models.

Reducing the target tracking error is one of the important
criteria in developing novel system. To achieve this aim, the
sensor fusion technique and the Interacting randomized
algorithm are applied. Since the Kalman filter based on a
single state space model has a defect in the case that a target
changes its mode, the proposed algorithm using more than
two different models is inevitable. Even though sensor
fusion and proposed algorithm are totally different
techniques, these can cooperate to provide the optimal
estimates. By comparing the simulation using a single
sensor and the proposed algorithm. The error reduction is
greater when three sensor data are fused. The advantage in
using the proposed algorithm is not only error reduction but
also mode prediction.
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Fig. 5. Experimental setup and sensor characterization: The figure on the
left shows the experimental setup, with the sensor modules placed
uniformly along a line. The plot on the right shows the probability of target
detection versus distance for a particular sensor module.

The introduced algorithm which is real-time distributed
target tracking scheme without time synchronization for both
the ideal and imperfect binary sensing models energy
efficient and fault tolerant. In simulation phase, the accuracy
of new algorithm tested under ideal model and outcome
showed great precision. The analysis also demonstrated that
for the assumption simulated, the application of sensors that
hardly sense the target by the algorithm served to enhance
the accuracy of localization minimized the estimation error
for 50% in comparison with utilizing only sensors that do
sense the target so significantly. Results of comprehensive
simulations of this algorithm performed under different
conditions and scenarios also verified that the presented
algorithm overcomes other algorithms in terms of its
accuracy of measuring the target location, velocity and
trajectory applying the binary sensor networks.
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Study on the Smart Application for Wireless Sensor
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Abstract - Smart phone and its applications are currently
bringing about significant changes in our lives and it is
expected that applying such technology in the area of
agriculture could increase the value added and productivity of
agriculture with its various uses. This paper proposed smart
application for monitoring and managing livestock farm in
real-time anytime, anywhere. In the ubiquitous livestock farm
system, wireless sensor networks environment sensor and
CCTV are installed at livestock farm for collecting and
monitoring livestock farm environment and video information
on livestock breeding such as illumination, humidity,
temperature and gas. The livestock farm environment and
video information collected in such way can be used by user to
monitor the livestock farm in real-time through the use of
smart application of smart phone to control the livestock farm
facilities anytime, anywhere. This smart application can
provide user convenience and increase productivity by
allowing users to control their livestock farm facilities.

Keywords: Wireless Sensor Networks, Livestock farm,
Smart Application, Ubiqiutous

1 Introduction

Mobile phone that had been primarily be used to make
and receive calls has changed into application-centered
mobile Internet device, which led to the paradigm shift in the
mobile telecommunications industry[1][2].

Accordingly, ensuring high-quality applications is becoming a
new element of competitiveness. Applications are the core
element of smart phone and the applications for personal
entertainment and everyday life purposes are forming the
majority thus far. However, applications for business purposes
are expected to be developed according to the advancement
and development of devices and mobile standardization
technology [3][4].

The percentage of smart phone users in Korea has surpassed
40% currently [5], and the introduction of smart phone is
bringing about not only significant changes in the IT industry
as well as our everyday lives but also many studies on various
usages of smart phone[6][7].

2 Corresponding Author

Applying smart phone and its applications in the area of
agriculture that is labor intensive where the application of IT
technology has been relatively lacking can increase the value
added and productivity of farming as it can be utilized in
various ways.

It has become inevitable for the livestock industry of Korean
agricultural industries, in particular, to face direct competition
with the livestock industries of advanced nations due to the
recent increase in feed price and the signing of FTA(Free
Trade Agreement). In addition, many livestock breeders are
experiencing difficulties from the increase in production cost
such as fee, raw & subsidiary material and energy costs, in
addition to the increase their death rate from various diseases

[81[%].

Accordingly, the purpose of this paper is to proposed a smart
application for monitoring and controlling the livestock farm
environment and facilities by using smart phone in order to
solve various issues the Korean livestock industry is currently
experiencing.

In the WSN(Wireless Sensor Networks) based ubiquitous
livestock farm system, WSN environment sensor and CCTV
that collect information on livestock breeding environment
such as the illumination, humidity, temperature and CO2
inside/outside livestock farm are installed to collect and
monitor livestock farm environment and video information.

The livestock farm environment and video information
collected in such way can be used by the user to monitor the
livestock farm anytime, anywhere through the use of smart
application of smart phone and the user is able to control the
livestock farm facilities, thereby providing user convenience
and resulting in productivity increase.

The composition of this paper is as follows. Chapter 2
explains the structure of the WSN based ubiquitous livestock
farm system for smart application, as well as the process of
service provided. Chapter 3 explains the implementation and
operation of the proposed smart application. Lastly, Chapter 4
concludes the paper through conclusion
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2 Design of the Ubiquitous Livestock
Farm System

2.1 System Structure

As shown in the Figure 1, the WSN based ubiquitous
livestock farm system consists of physical layer that consists
of sensor, CCTV and livestock farm facilities; and the middle
layer that maintains the optimal livestock breeding condition
by supporting the communication between the physical layer
and the application layer and converting the livestock farm
information into database to provide monitoring and control
services; and the application layer in which various interfaces
that support the livestock farm environment monitoring and
facility control services exist
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A 2
Layer f]
rsRsaEE . & Livestock farm Livestock farm
i i i e video monitoring facility control
service | service J
_ % l
— g v [Livestock FarmManagemenbServer
s —oot_someomoanobal
: ! \
Livestock . H
Sensor Video Data Farm | s Web P
Manager Manager Facility server M server [
Middle manager i}  Datebese i
— A} /

Layer
Operating System

Physical
Layer Environment | ccrv | e
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Figure 1. Ubiquitous Livestock Farm System Structure

The physical layer consists of environmental sensors for
collecting livestock farm environment data, CCTVs for
collecting livestock farm video data and livestock farm
facilities for creating optimal livestock breeding environment.
The environmental sensors are installed in livestock farm to
collect livestock breeding environment data such as
illumination, humidity, temperature and gas, and the sensor
nodes, upon autonomously creating a network, wirelessly
collects physical data obtained from the sensor nodes and
measure environment changes. CCTVs are installed both
inside and outside of livestock farm and the indoor CCTVs
are installed to collect livestock farm and livestock video data
and the outdoor CCTVs are installed to prevent theft, fire, etc.
The livestock farm facilities refer to the devices that control
the environmental elements that affect livestock growth such
as illumination, temperature, humidity and gas, and they
include lighting device, humidifier, air conditioner, ventilation
fan, etc.

The middle layer consists of sensor manager for managing
environment data collected from the physical layer sensors,
video data manager for managing video data collected from
CCTVs, livestock farm facility manager for managing
livestock farm facilities, livestock farm database that stores
livestock farm data and livestock farm management server for
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monitoring livestock farm and controlling its facilities. The
sensor manager stores into livestock farm database the
livestock farm environment data collected from the physical
layer environmental sensors by formatting them into storable
format, converting them into units according to measurement
elements and using update inquiry for the processed data. The
livestock farm facility manager, upon receiving control signal,
operates/manages livestock farm facilities, and plays the role
of storing the status of livestock farm facilities into livestock
farm database. The video data manager provides stream data
to the web. The livestock farm database stores in respective
tables the livestock farm environment data such as
illumination, temperature, humidity and gas collected from the
sensors installed inside and outside of livestock farm, in
addition to storing the livestock farm video data collected
from CCTVs, livestock farm facility status and control data
and the environment standard values for auto-control and
status notification. The livestock farm management server is
located between the user and the livestock farm database, and
periodically tests and notifies the user the environment data
stored in the livestock farm database, and compares them with
the environment standard values stores in the livestock farm
facility control table to control the facilities.

The application layer consists of applicant services that
support various platforms such as laptop, web, PDA and smart
phone, and it provides users with livestock farm environment
monitoring service, livestock farm video monitoring service
and livestock farm facility control service.

2.2 Service Process

The WSN based ubiquitous livestock farm system
provides with ‘livestock farm environment monitoring
service’, enabling the observation of internal/external
environmental information of livestock farm, ‘livestock farm
video monitoring service’, providing with livestock farm
video in real time, ‘livestock farm facilities control service’,
enabling the automatic control and manual control of
livestock farm facilities by producer based on the
environmental standard values, and ‘danger alarm service’,
giving notification of dangerous situation at the livestock farm.

The livestock farm environment monitoring service shows the
livestock farm environmental data, collected at the
environmental sensors measuring the environmental elements,
such as luminosity, temperature, humidity and CO2, to
producer through GUI so that producers can identify the
environment changes of internal and external of the livestock
farm. Figure 2 shows the operation process of livestock farm
environment monitoring service.

The detail of this service is that it collects livestock farm
internal/external environmental information giving impacts to
livestock growth such as luminosity, temperature, humidity
and CO2 from the environmental sensors installed at
inside/outside of livestock farm and transmits the information
to sensor manager periodically. The sensor manager will
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analyze the received data and extract each sensing value.
Their formats will be changed and they will be saved in each
table of livestock farm database. The livestock farm
management server transmits livestock farm internal/external
environmental information saved in the livestock farm
database to producer and the producer can monitor the
environmental information of livestock farm through this
information.
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Livestock Farm

Manager Database
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Sensing Data
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=1
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Sensing Data
Transmission

Figure 2. Environment Monitoring Service Process

The livestock farm video monitoring service provides
producer/consumer with video of livestock farm /livestock-
individuals through CCTYV installed in the livestock farm. The
CCTV sends the livestock farm video to video data manager
and the video data manager provides with this information by
web through Internet. Users can confirm the livestock farm
video information through Internet. Figure 3 shows the
operation process of livestock farm video monitoring service.
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Figure 3. Video Monitoring Service Process

The livestock farm facility control service enables the
livestock farm management server automatically control the
livestock farm facilities, or, the producer manually control the
livestock farm facilities based on the collected information at
the CCTV and environmental sensors installed at
inside/outside of livestock farm.

Figure 4 shows the operation process of livestock farm
facilities automatic control service. The automatic control
service saves the information collected from livestock farm at
livestock farm database. The livestock farm management
server calls up the information and compares it with the
environmental standard values saved in the livestock farm use
database. If it is more than or short of standard value, it will
confirm whether the livestock farm facilities are operating as
saved in the livestock farm database. Then it will send the
control signal to livestock farm facility manager and control
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the livestock farm facilities. When livestock farm facilities
operate, the livestock farm facilities status information is
saved in the livestock farm database and it will be notified to
user.
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Figure 4. Facilities Automatic Control Service Process

Figure 5 shows the operation process of livestock farm
facilities manual control service.
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The manual control service saves the information collected
from livestock farm in the livestock farm database and the
livestock farm management server sends the information to
the user in real time. If the user wants to control the livestock
farm at this time, the user will send the livestock farm
facilities control signal to livestock farm management server
through GUI. The livestock farm management server will
check whether the livestock farm facilities are operating
through livestock farm database and send the control signal to
livestock farm facilities manager to control the livestock farm
facilities.

The danger alarm service tells the weather change and
livestock farm status change to farmers in real time and takes
emergency measure to prevent danger in advance. The data
sensed at the environmental sensor is sent to the sensor
manager. The sensor manager extracts the sensing values from
received data and saves them in the livestock farm database.
The saved sensing values will be periodically monitored by
livestock farm management server. If it would be more than or
less than the standard value, it will be notified to the element
where the event had occurred. Figure shows the operation
process of danger alarm service.
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Figure 6. Danger Alarm Service Process

3 Implementation and Result
3.1 System Test-bed

Figure 7. Ubiquitous Livestock Farm System Model
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For the purpose of verifying the smart application, a
virtual livestock farm model was produced in which
environment sensor and web cam were installed for the
livestock farm environment and video monitoring of the
livestock farm.

In addition, environmental control facilities such as light,
heating fan and ventilation fan were installed in the livestock
farm to maintain optimal livestock breeding environment, and
for the purpose of system control and monitoring test,
ubiquitous  livestock farm system application was
implemented as shown in the Figure 8.
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Figure 8. Web GUI (Test-bed)

The proposed smart application was implemented and
operation in the virtual livestock farm and the result showed
that applying the proposed smart application in an actual
livestock farm would also yield the same result of being able
to maintain optimal livestock breeding environment.

Figure 9. i0S based Smart Application (Testbed)

3.2 System Field Application

The effectiveness of the proposed smart application was
confirmed through the result of test conducted by applying the
system to a livestock farm model, and the system was applied
and implemented at actual livestock farm.
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The environmental sensor was installed, as shown in the
Figure 7, in order to collect environment information such as
the livestock farm temperature, humidity, illumination and
CO2, and the installed sensor nodes transmit the livestock
farm environment data through the WSN sensor gateway
inside the livestock farm.

Figure 10. Installation Site

In addition, CCTV was installed, as shown in the Figure 8, for
the purpose of 24-hour video surveillance of inside the
livestock farm. The camera is used to identify the causes of
any thefts or accidents or to check the current livestock farm
condition in real-time by surveying and recording the inside of
livestock farm 24 hours. The captured video is transmitted to
the livestock farm management server and stored in the
database upon being classified according to the livestock farm
ID and camera number.

3

Figure 11. Environmental Sensor and CO2 Sensor

The livestock farm facilities that include lighting, humidifier,
heating fan, air conditioning unit and ventilation fan were
installed to control the livestock farm environment that could
affect the livestock growth such as illumination, temperature,
humidity and CO2, and according environment control
devices were installed at the livestock farm as shown in the
Figure. These are used to control the environment control
devices to create an ideal livestock breeding environment
inside the livestock farm.

Figure 12. DVI and CCTV
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The livestock farm facilities that include lighting, humidifier,
heating fan, air conditioning unit and ventilation fan were
installed to control the livestock farm environment that could
affect the livestock growth such as illumination, temperature,
humidity and CO2, and according environment control
devices were installed at the livestock farm as shown in the
Figure. These are used to control the environment control
devices to create an ideal livestock breeding environment
inside the livestock farm.
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Figure 13. Ubiquitous Livestock Farm System Web GUI

3.3 Smart Application

Figure 14. i0S based Smart Application (iPad2)

As for the iOS-based smart application development
system, Xcode 4.1.x IDE that operates based on MAC OS X
10.7.x was used to develop an application for the latest update
of i0S 5.x. The Figure 14 shows the developed iOS-based
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smart application operation, and (a) indicates the sensing
value sensed through the sensors installed inside/outside the
stall, and (b) controls or shows the livestock farm facility
equipment. In addition, (c) is the video collected through
CCTV and for controlling the CCTV, and (d) is for entering
the standard value for the automatic control of livestock farm.

The application development environment for developing
Android OS-based smart application, it operates in JDK 1.6
version of Window XP Service Pack3 OS, and Eclipse 3.6
(Helios) is used as the basic tool for Android development. As
for the Android OS, the most commonly used version Android
SDK 3.0 (Honeycomb) was used. The Figure is an operation
screen of the developed Android OS-based smart application
and it has the same function as i0OS-based smart application.

Figure 15. Android OS based Smart Application (Galaxy Tab)

The smart application developed, as described above, was
applied to an actual livestock farm, and it was able to collect
the livestock farm environment and video information through
the sensor and video surveillance camera and constantly
monitor and control the livestock farm condition through its
user intuitive GUL

4 Conclusions

For the purpose of ensuring systematic and scientific
livestock farming technology, this paper proposed smart
application for wireless sensor networks based ubiquitous
livestock farm system.
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The WSN based ubiquitous livestock farm system for smart
application consists of the physical layer for collecting pig
farm information as well as environment control, and the
application layer that consists of interface that supports
service, and the middle layer that maintains livestock breeding
environment in optimal condition by supporting the
communication between the physical and application layers,
converting the livestock and pig farm information into
database and providing monitoring and control services.

For the purpose of verifying the proposed smart application,
environment sensor and CCTV were installed at the livestock
farm model to test the proposed smart application, and the
proposed smart application was implemented at an actual
livestock farm. The implement result showed that it was able
to constantly monitor and control the livestock breeding
environment of the livestock farm by using smart application,
through which it was able to enhance livestock production
efficiency and productivity and provide user conveniences.

Furthermore, it is expected to contribute to the reduction of
labor force and the production of high-quality stock farm
products, as well as ensure the competitiveness of the
livestock industry.
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ABSTRACT

Wireless sensor networks comprise of multiple nodes of
sensors that are organized and distributed in such a
manner that they form a corporate network. Due to recent
technology advancements, WSNs have become more
feasible to be manufactured economically and technically
and are widely being deployed for computation,
communication and sensing purposes. The potential
requirement of WSNs in worldwide applications is
attracting their diverse usage hence have become most
demanding in the last decade. Since WSNs comprise of
nodes with limited energy, these nodes keep on operating
until they are exhausted. To get the desired services
précised and accurate, clock synchronization between the
nodes is a fundamental building block to these sensor
networks. This paper contains about all the issues that are
the reasons to fluctuate the time of the network, enables
the reader to grasp the concept of fluctuations, the drift
and the offset and the classes of synchronization.
Moreover few techniques are also suggested in the paper
to synchronize the whole network.

KEWORDS: Wireless Sensor Network, load balancing,
cluster routing, energy efficient routing protocol, static
network, multi-hop routing

1- INTRODUCTION

Time synchronization means that all the sensor nodes of
the network have a common notion of time. To achieve
the goal of successful and efficient communication, it is
necessary that the entire sensor network should be
synchronized. Providing a common reference clock to the
network is really challenging to achieve. Most of the
sensor networks employ a sleep-clock with a relatively
low frequency, to enable/disable a sensor for saving
energy. All other clocks are termed as the individual local
clocks for each node. Even if synchronized earlier, these
local clocks drift over time due to a number of reasons.

Clock synchronization =Synch of Clock drift + Synch of Clock offset

The difference of frequencies of clock tapping is termed
as clock drift and the difference of time between two
clocks is said to be the clock offset.

There are multiple reasons for the clock fluctuations.
Clock fluctuates as the time passes due to the available
batteries, temperature and such other similar physical
variations. This causes the change in supply voltage. Time
synchronization is the issue of MAC layer. Media Access
Control layer is used to provide addressing and control
mechanisms for channel access enabling the several
network nodes to communicate. The control mechanism
provided by the MAC layer is said to be MAP (Multiple
Access Protocol). Contention based technique CSMA/CA
(Carrier Sense Multiple Access with Collision Avoidance)
is the most common protocol and is widely being used.
This technique works as; First of all, the whole traffic
channel is checked. If it is found busy, then waited and
tried later, if found free, then transmitted.

Ideal clock rate of the network is equal to 1. This rate
varies when error occurs in the synchronized time of the
nodes. So these nodes are required to be synchronized by
some synchronization technique. In order to guarantee the
accuracy of the executed synchronization, it must be
maintained from following two aspects.

1. Offset Compensation

2. Drift Compensation

There are many protocols used to remove the error and
variation of time in a network and synchronize them.
Some protocols can only use offset compensation to
synchronize the time. Most of the synchronization
schemes perform drift compensation based on a short-
term linear clock model. However, from a long-term
perspective, an unwanted perturbation may occur in the
clock model. To perform the offset compensation, a
synchronization scheme should work based on an
accurate estimation of the offset between sensor nodes via
local time message exchanges. To achieve ideal
synchronization, accuracy of the estimated offset is really
critical. The existing synchronization techniques solve
this problem by estimating and then by removing the
delays in the process of transmission of the message.
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2. TIME SYNCHRONIZATION IN
WIRELESS SENSOR NETWORK

Lots of reasons have been sorted out in the available
literature that explores the issues of time synchronization
in sensor network. Upcoming paragraphs discuss this all
in detail.

2.1 Causes of Time Synchronization Error

Non-determinism is the main disease of the precise
network synchronization. Moreover, the wireless network
uncertainties of message delay are larger as compared to
wired networks. In order to understand the concept behind
the sources of these errors, it is a better approach to
fragmentize and segment the latency source of a message.
After decomposing, we come up with the following ten
times consumed during information communication.

1. Send time

2. Accesstime

3. Transmission Time

4. Propagation time

5. Reception time

6. Receive Time

7. Interrupt handling time
8. Encoding time

9. Decoding time

10. Byte alignment time

2.2 Factors Affecting Time Synchronization
in WSN

Some other factors which influence the time
synchronization in WSN are as follows;

1. Temperature

2. Phase noise

3. Frequency noise

4. Asymmetric Delay
5. Clock glitches

Sensor nodes should be sensitive to energy requirements
instead of handling these factors.

2.3 Time synchronization schemes evaluation
criteria

A nearly ideal technique fulfills all the enlisted evaluation
criteria and meets the desired application requirements
efficiently. These are;

1. Energy Efficiency
2. Scalability

3. Precision

4. Robustness

5. Lifetime

6. Scope

7.Cost and Size

8. Immediacy

2.4 Clock Models

Time intervals are measured by digital clocks which are
consisted of timers ‘h’ (also referred to as local clocks).
These are used to counts the steps as a reading h(t) at the
real time t. The increment to the counter is done by an
oscillator of frequency f. At real time t, the rate f is given
by the first derivative of the reading h(t) as h(t):
f(t)=dh(t)/dt.

If the earlier mentioned fluctuations caused by 2.2 (also
the Table 1) are arbitrary, the information from the clock
reading is null. The fluctuations are at different rates and
each rate leads to its own clock model. Available clock
models (Figure 1) are classified into three categories and
are explained below.

Constant
Rate
Model

Clock
Models

Bouqded Bounded
Drift :
Variation Drift
Model

» Model

Figure 1: Clock Models

2.4.1 Constant Rate Model

In constant rate model, fluctuation rate is supposed to be
constant. If the precision that is required is lesser than the
rate fluctuation, this model is quite feasible.

2.4.2 Bounded Drift Model

Since the rate of the deviation from the standard rate 1 is
supposed to be bounded, we can say this clock drift as
p(t)= f (t)—1=dh(t)/dt=1, and denote the corresponding
bound with —pmax < p(t) < pmax for all t. The reasonable
assumption is pi(t)>—1 for all the times t. This means that
the running backward (pi(t) < —1) of clock and its
stopping (pi(t) = —1) is not possible. So if the events a, b
with ta < tb are occurred at the node Ni, whose clock drift
pi is bounded according the previous equation that is
—pmax < p(t) < pmax for all t, then the Ni node can
calculate the lower and upper bounds Ali[a,b], Aui [a,b]
on the difference of the real time A[a,b] := tb—ta as the
following.

Al [a,b]:= h(th)—h'(ta), .....vveeeereeenn 1)
1+pmax
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AYi [a,b]:= h'(tb)-h'(ta) ...................... 2
1-pmax

Since bounds on the oscillator’s rate are given by the
vendor of the hardware, this model is sufficiently
reasonable. There are usually non expensive oscillators on
the nodes of the sensors so we can have pmax belonging
to [10 ppm, 100 ppm]. Note that in this model, the drift
can jump arbitrarily within the bounds specified in —pmax
< p(t) < pmax for all t. Variation of the drift is limited by
the upcoming model described below.

2.4.3 Bounded Drift VVariation Model

In this model, the variation 3(t) = dp(t)/dt of the drift of
the clock is supposed to be bounded.
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slowly varying conditions like the voltage of battery or
the temperature. This implies to make the drift
compensation possible. The nodes can calculate the
bounds of its drift for the time of future and can also
estimate its current drift.

2.5 Classes of Synchronization

Typical classes of time synchronization are depicted in
(Figure 2) and are explained in detail below.

2.5.1 Internal or External

Internal synchronization requires no pre-determined
master time and all nodes of the network are synchronized

Table 1: Various Reasons Due To Which Delays Occur and Hence Synchronization Errors Are Produced

Time Deterministic | Magnitude Reasons Dependence Taken by
Consumed
Send time X 0-100ms Time for the generation of | Loads on processor Sender
packet and its delivery to
MAC layer.
Access time X 10-500ms Packet wants to get access | Access to wireless link | Sender
to the wireless channel.
Transmission 10-20ms Time to transmit packet bit | Baud rate and packet | Sender
time by bit over the physical | length
channel.
Propagation N For the distances | Time taken by the packet | Distance b/w the Sx | Packet for
time from 50-350 | to travel from source to the | and Rx propagation
meters, receiver.
<=1microsec
Reception N 10-20ms It is a delay to receive | Baud rate, packet | Receiver
time packet. length and congestion
Receive time | v 0-100ms Time to process to process | Speed of processing | Receiver
the incoming data packet. and the variable data
load
Interrupt X 5microsec- Time taken by the | Enabling and disabling | Both the
handling time 30microsec microcontroller to handle | of the interrupts and | sender and
and execute an interrupt the  execution  of | receiver
interrupt service
routine
Encoding N 100-20microsec | Time required to convert | On  the  encoding | Sender
time the message into an EM | techniques and the
wave packet length
Decoding N 100- Time taken for converting | On  the decoding | Receiver
time 200microsec the EM wave to a message | technique and the
length of the packet
Byte N 0-400microsec Time used to align the | Depends upon the | Both the
alignment bytes for synchronization radio speeds and the | sender and
time offsets of the bits receiver

—9max < 9(t) < 9max forall t
The assumptions that are made in bounded drift variation
model are feasible only if this drift is being influenced by

without any external source of time.
Whereas with respect to an external provided time, all the
clocks of network are synchronized. This is called
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external synchronization and is done by taking the NTP as
a reference. If the reference time is the time of an own
network node, it creates no difference. Consistency within
the network and outside provided time is required for
external synchronization.

In our daily life, we usually face external synchronization
while using wrist watches, cellular phones, computers and
such other daily use home appliances. We always
synchronize these times to a legal reference time to work
proficiently.

2.5.2 Continuous or On-Demand

If the time of the entire network is always maintained,
then the network is using continuous synchronization
process. As a precautionary measure, network is
continuously being checked to eradicate the variations.

On-Demand Synchronization:

1. Event Triggered on-demand synchronization
2. Time Triggered on-demand synchronization

Event triggered on-demand synchronization is required to
be executed only after the event has occurred.

Time triggered on-demand synchronization is required to
be executed if we need data observed by multiple sensors
for specific time duration.

2.5.3 Extent or Ambit: All nodes or Subnets

Extent or Scope or Ambit of synchronization tells us
about the nodes of the network that are unsynchronized or
are required to be synchronized. All nodes or Subnet
synchronization depends on the type of application being
used. Event-Triggered time synchronization can be
bounded to the collocated subset of nodes because they
are the observers of event in question.

2.5.4 Rate Synchronization or Offset Synchronization

When the nodes measure identical time interval lengths,
they are said to possess rate synchronization. If a mobile
object crosses a network, the time it takes to cross the
network can only be measured by rate synchronization. It
is calculated by observing the appearing and disappearing
time of the object.

To combine time stamps from different nodes, we use
offset synchronization. In offset synchronization, the
nodes of the network measure identical points in the time,
say at time T. That is why all the software clocks display
the time to be T when we look at their scope.

255 Time Scale
Synchronization

Transformation or Clock

To synchronize the network, we can basically do two
fundamental tasks. One is to make all the clocks to show
the common time at any instant, by synchronizing them.
Other is to transform the scales of time that is to convert
the local time of any node to local time of any other node.
Aforementioned both methods have their own advantages
and a few drawbacks in either one but any how the data

collected by using any of the respective methods may
look like to be grasped from a single node. If we use
clock synchronization, global flooding of messages is
required and coordination is anticipated through the entire
network, while in the transformation of time scales, the
communication across the network is not required but
only neighbor needs to bother.

2.5.6 Time Instant or Time Intervals

The information regarding time can be given by using
either of the two; time instant or the time interval. The
time instant T can be T=6 or any values and time interval
T; can be between two time instants like T,= [5.5, 6.5].

Internal
VS.
External

Time Instant
All node

VS.

Vs,

Time Interval
Subnets

Classes

of
Synchronization

Continuous

Time Scale Vs
Transformation On-demand
VS.
e *Event
Triggered
Synchronization  +Time

Rate
Synchronization
VS.

Offset
synchronization

\, Triggered

Figure 2: Different classes of synchronization and
their sub types (if any)

In both approaches, by including the quality we can
improve our required information of time. The use of time
intervals with a guarantee of being correct is very useful
for the sensor networks. Though this method is not being
used widely but has a number of advantages over time
instants. These are;

i. The bounds on the individual sensor local time with a
guarantee of being correct allows to get the bounds
with a guarantee of being correct from the data fusion
of the sensors about any occurred event.

ii. Sensing, actuating and communicating become
successful for several nodes if the time is re-
determined.

iii. To get optimal and unambiguous local time, the

bounds are combined for this local time and are made
single.
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2.6 Synchronization Techniques

Synchronization techniques are not to be mixed with the
synchronization protocols. These techniques are the main
methods followed by the respective protocols. Five
different techniques are discussed below and are also
depicted in (Figure 4).

2.6.1 Taking one sample

Consider two nodes Ng and N, wants to communicate.
Synchronizing the nodes means to establish some
relationship between the local clocks of the nodes C, and
C..

2.6.1.1 Unidirectional Synchronization

Suppose Ny wants to communicate with N, containing the
local time stamp C¢. The node N, receives the message at
its local time C,°. The node N, cannot determine the delay
with which message is transferred. When N sends the
message, the local time is C¢® > C.” and when the message
is received the local time is C,"> C{2.

If we already know the former values of the delay (d) then
dmin < d < dmax and the estimation is given by

(C& = C° - L (dmin + dmay) Which reduces the worst-

synchronization error. (Figure 3)

N N,

N ok Ck C

NI CI
o} ok

Figure 3: Uni-Directional synchronization

2.6.1.2 Round-trip synchronization

In this technique the node N, inquires for time stamp C,°
by sending a message to node Ns. The node N, measures
the round-trip time D = C,° — C/, so by this process we
can find the end to end distance of the time space between
sending a query and getting a reply.

Similarly, without knowing the former values of delay the
receiver node knows that it bounds between 0 and D. The
estimation C,° = C,° - 9 reduces the worst-synchronization

error. (Figure 5)

The round-trip synchronization mechanism is also known
as probabilistic time synchronization and this procedure
reduces synchronization error given as follows; after
getting the reply, the node N, looks for the worst-case
error synchronization 9 - dmin Which is below the
threshold. If it is not below the threshold, it sends the new
query to Ns until and unless both sending and receiving
gets the desired synchronization error. More messages
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will be sent between the nodes if the threshold is small
and this is the main disadvantage of this technique.

Taking one
sample

Synchronizing
multiple
nodes

Synchronizat-

Synchronizati oo

on
Techniques

Combining Combining
multiple time multiple
intervals y estimates

Figure 4: Synchronization Techniques

fol (o

Figure 5: Round trip synchronization

2.6.1.3 Reference Broadcasting

In this approach we add another node N; which can also
be known as beacon node (Figure 6). In this technique the
node N; transmit a message to N,, the delay d (to N;) and
d’(to Ng) are more or less equal. The node Ns sends a
message to N, with time stamp and so that N, can measure
the time interval D = C,° — C,2 and also can estimate C,* =
CS+D.

Figure 6: Synchronization using reference
broadcasting
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This approach became famous in the synchronization
world of WSN, as RBS. The main advantage of RBS is
that a broadcast message is received at the same time and
thus synchronization error is smaller. The main
disadvantage of reference broadcasting is that it requires a
beacon node and physical broadcasts.

2.6.2 Synchronization in rounds

In a network of only two nodes, there is a need of
refreshing the clocks periodically because clocks run at
different speed. The length of a round-trip depends upon
error budget and the quantity of relative drifts involving
both clocks. The length of round-trip is denoted by T oung
and assuming that the length of round-trip consists of first
period denoted as T sample- IN the first period it takes either
one or more samples from the techniques described above
and in the second period no action is made by the nodes.
The maximum interval of a round-trip T oung has to satisfy
the following relation.

Etotal-Ezampls

<
Trouna = p maximum

Where, E = total error, Egmpe = error after taking
samples and Paximem = Maximal drift rate.

The above relation shows that if Egmpie and B maximum are
small the round-trip will be longer. In some cases Eia
can be smaller than Egampie SO 10 make it Egampie < Eiora WE
have to take multiple samples and it increment the length
of first period T sample-

2.6.3 Combining multiple time estimates

Each circle stands for a single approximation of local time
C.? of node N,’s at some occurrence, which happens at
local time C¢ of node N;. The interpolation is the line
‘through the middle of this cloud’.(Figure 7)

2.6.3.1 Linear Regression

The most widely being used technique; a linear relation is
C; = a + B. C is hypothesized and the coefficients o and 3
are determined by the actual samples and reducing the
double difference between the fixed C,’s. The large
number of samples needs large amount of memory which
increases the quality of regression ™.

The coefficient B can be represented as an approximation
of C, relative to C,. Linear regression as a result
completely recompenses for clock drifts. If the drift is
changeable, the hypothesized linear affiliation between C,
and C; does not explain the reality well. In such
conditions the counted number of samples must be small.

2.6.3.2 Phase-locked Loops

An additional technique for dealing with continuous
stream of samples is based on the belief of phase-locked
loops (PLL). PLL takes the authority of the slope and
interpolation by means of proportional integral (PI). The
only benefit of using phase-locked loop approach is that it
desires a smaller amount of memory as compared to the
linear regression.

2.6.4 Combining multiple time intervals

The approach of ‘taking one sample’ is used to develop
the inferior and superior boundaries on the local time of
far-off node. The following figure (Figure 8) shows a
series of inferior and superior boundaries on the local
times C, of far-off node N, on the y-axis and the resultant
local times C, of N on the x-axis ™. Here we have two
clouds; created with the help of inferior bound and
superior bound samples.

2.6.4.1 Convex-hull

This method fills in the two clouds one by one. One bend
is drawn above the inferior bounds and the other bend is
drawn below the superior bound samples. Convex-hull
avoids the standard values and takes samples with

maximum and minimum sample errors under
consideration.
3
Cr
Cs
Figure 7: Every circle stands for a single

approximation of node N.’s local time C,2 at some
event a, which occurs in Ny’s at s local time C.

2.6.4.2 Synchronization of multiple nodes

Synchronization errors caused by delays are very hard to
control, so we have to introduce multi-hop
synchronization, which allows the nodes to communicate
directly.

C,

Figure 8: Series of inferior and superior boundaries on
the local times Cr of far-off node Nr on the y-axis and
the resultant local times Cs of Ns on the x-axis
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2.6.5 Synchronization of multiple nodes

Synchronization errors caused by delays are very hard to
control, so we have to introduce multi-hop
synchronization, which allows the nodes to communicate
directly.

2.6.5.1 Out-of-band synchronization

Synchronization is done by using out-of-band method
such as GPS.

2.6.5.2 Clustering

All nodes in the clusters communicate with each other.
Some nodes act as a gateway to interpret time stamp from
one cluster to the other.

3.6.5.3 Tree construction

The solution for the synchronization problem is given by
constructing a tree with only one master at the root [2, 3,
4, 5], for a multi-hop environment. The accuracy reduces
as the distance of hop from the root increases.

2.6.5.4 Unstructured

In tree construction approach, synchronization is
asymmetric and in unstructured, it is symmetric.

3. CONCLUSION

The attraction in wireless sensor networks has been
increased because of their small size and rapid enhances,
however one has to strive for acquiring the application
goal. Ideal clock rate is impossible to maintain throughout
due to the fluctuations reviewed in this paper.
Fluctuations come from different sources that may be the
environmental fluctuations that make the hardware faulty
which in turn perterbates (varies) the time. Ten types of
time that cause the delay in communication have been
described, that further result in errors in the synchronized
time of the network. The three clock models according to
the source of errors have been explained. Moreover the
classes of synchronization, the techniques used to
synchronize time and the performance evaluation criteria
have been told. Every scheme yields its own accuracy and
consumes different magnitude of energy. These schemes
can be graded according the energy efficiency, the
required cost, the scope that the scheme has and the
methods it uses to synchronize the whole network either
internally or externally or makes synchronization in
rounds. All the techniques can be executed to be post-
facto or on demand (as a precautionary measure).
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Localization System for Multiple Mobile Objects in WSNs
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Abstract— Monitoring application define an important
class of applications used in wireless sensor networks. So
it is very important regarding calculating and localization
technologies. Localization service is a key-enable technology
of diverse applications and widely exist in today’s wireless
sensor network. In generally, we are provided geographical
location information by GPS(global position system). And
how to find a geographical location method in unavailable to
use GPS is what use fixed a location. However, this way has
disadvantages, limited and cannot adjust mobility objects. In
this paper, we propose the system for having mobility sensor
node localization method , method localization using trilat-
eration and rotation transform. We focus on using rotational
transform, localization techniques and multi-objects.

Keywords: Wiress senssor network; Localization; Mobile sensor
network; trilateration; rotational transform

1. Introduction

In recent years technological advances have made the
manufacturing of small and low-cost sensors economically
and technically possible. These sensors can be used to
measure ambient conditions in the environment surrounding
them. Typically, wireless sensor networks (WSNs) contain
hundreds or thousands of those sensors nodes. And users
want to widely coverage area. Also, currently, most sensor
node has mobility in WSNs. Due to the sensor features
localization is the best suitable network to support wide area
in such a scenario. This is one of the many reasons why we
can not neglect the study of the collision effects and the noise
influence. Many research centers worldwide (especially in
Europe and USA) have focused their investigations on this
kind of networks. One of the latest research lines in WSNs is
called path discovery. There are many approaches which deal
with this issue. However, due to the sensor constraints the
design of the routing algorithm has to consider the Quality
of Service (QoS) provided to the applications, in order to
improve the related goals. In this sense, the use of rotating
axis in WSNs offers an alternative way to relative position
through the network. Typical applications like monitoring
and activity recognition can be enhanced with this strategy.
We present in this paper a new system for having mobility
multi objects which introduces rotating axis to measure the
relative position. The definition of a localization system.
And time difference of arrival using acoustic has a widely
application area and have been proposed to estimate the

location of emitting sources. In theory, location can easily
be calculated from TDOA and trilateration. However, this
method is heavily affected by large measurement errors. So,
I did as mentioned earlier, I used rotating transform before
trilateration. It improve accuracy location data. The objective
of this analysis is to determine the limitation of the accuracy
of the general system caused by the errors in the range
measurements, rather than data processing errors. Thus, we
assume that:

o The data are taken simultaneously at each station

o In real, we don’t know location information, however
in simulation, we know distances trough positions.

o All of nodes only make negligible errors.

2. Related work

It is exactly infeasible to do localization without knowl-
edge of the physical world[1]. According to the capacities
of diverse hardware, we classify the measuring techniques
into only three component ( location, distance, angle).

2.1 Estimate Distance

To estimate distance , we usually use Radio Signal
Strength(RSS), Time of Arrival(TOA) and Time Difference
of Arrival(TDOA). There are many methods to calculate
length between a node and the other nodes. However, in
this paper , we mainly focus on RF(Radio Frequency) and
acoustic of difference of signal arrival. These methods can
get more accurate data[2][3].

2.1.1 Distance Measurement by using RF and acoustic
TDOA

Nodes transmit signals prepare message including its ID,
coordinates and surrounding temperature. These messages
are sent by RF signals. And simultaneously send acoustic
signals. When reference nodes are available, there is a
category of measurements called TDOA. The transmitter
sends a signal to a number of receivers at already known
locations. Then, the receivers get the arrival time of the
signal. The location of the transmitter is computed by the
difference of the recorded arrival stamps. At this time, the
time difference between the RF and acoustic signal is ¢ .
and then we can indication of the following (1).

d d

o=t

(D
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In generally, velocities of signal are 343 m/s for acoustic
signals(vs) and 3X10® m/s for radio signals (v, ¢).

2.1.2 Compensate Distance

Sound velocity depends upon temperature, barometric
pressure, relative humidity, altitude, air composition, and
so on. Therefore, to accurately estimate distances have to
consider these factors[5]. However, it is not easy to reflect
all elements. So we consider only temperature. Following
equation is temperature in degree centigrade.

t
v(t) = 331.45¢ /1 + 57316 2)

30 7

Fig. 1: Temperature in degree centigrade

2.2 Measurement location

Trilateration a method to determine the position of an
object based on range measurements from three station
located at known sites[1][2][3]. The relevant equations are
nonlinear equations. and it is not easy to obtain an exact
solution. A recursive formula for the solution of multi-
tilateration systems can be found in. Figure 2. is a trilat-
eration of example. At least, to estimate location we must
know locations and distance of three nodes or more. A node
unknown itself location calculates distance from three nodes
known itself location.

2.3 Rotational transform

If the radio or radio signal coverage region can be de-
scribed by determining which geometric areas that a node
is in. The main idea in this paper is estimate rotational
angel to rotate x-axis and y-axis. This angle can be estimate
in a reference node and the other reference node. We can
calculate new axis x’ from (2) and angle of § from (3).
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Fig. 2: Trilateration

xy)

(x.y) X

Fig. 3: Rotation transform x-axis to x’-axis

x\  [cosf —sind\ (z
y' ) \sin  conb y

x = xcost — ysinb

y/ = zsinb + ycosb 3)

0 = tan~'2 4
an b 4)

3. Localization system

In this paper, we mainly focus on the localization system
for mobile objects. And this system distributes operations to
improve localization for large number of location of nodes,
accuracy of location, easy to implementation system.

3.1 System Configuration

The proposed localization system can be separated by the
role as above Figure 4. This system contains reference node,
sink node, gateway. Furthermore, a user can monitor sensors
through gateway. These nodes have same characteristic,
homogeneous nodes.
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Fig. 4: Localization system configuration

3.1.1 Reference Node

Location of reference nodes is fixed. These nodes send
information necessary to estimate location trough RF sig-
nal. These information contain temperature, reference node
location, hop count, and so on. And if RF signal send to
other nodes, acoustic signal simultaneously send to signal
other nodes. Because, if two signals were not sent to other
nodes, nodes could not calculate their position and distance.
So, to accuracy get data, its have to send at the same time.
Another important point is whether there are no necessary
to reference nodes and reference nodes can change sensor
nodes. Because sensor nodes have mobility. And then they
are moving to get information.

3.1.2 Sensor Node

Sensor nodes have mobility. So They are moving to
get information.Also they request order of neighbor nodes.
Sensor nodes measure distance and time from three or more
reference node. And then they calculate their position. In
the next chapter I will give way to calculate position. At
this time, its location will be compensated by its internal
a angular sensor and a accelerating sensor. Sensor nodes
can be divided into two roles. First thing are called first
mover(Leader Node). This node have to get moving direc-
tion. Because if this node did not have direction, the others
will move anywhere. So this node’s role is very important.
The other nodes are called following nodes.They move along
a first mover node. Another important point is that if a sensor
node doesn’t receive three or less reference nodes, their role
change sensor node to reference node. This function can
improve accuracy, mobility and overlapping coverage region.

3.1.3 Gateway

Role of a gateway is very simple. It helps users’ requests
transmit and delivers the information about sensing values.
Another main role is bridge. It allow to connect between
user and nodes through existing networks.

3.2 System Initial Setup

Following steps are showing that system course of actions.
These steps can be divided according to estimate location,
switch reference node to sensor node, moving of nodes along
the leader node.

3.2.1 Reference Nodes Setup

All of nodes are placed randomly in coverage region. And
nodes are on standby. Received signal nodes from a criteria
node send active message to neighbor node. They request
query neighbor ID number owing to aware of neighbor node.

1) Received signal nodes from a criteria node send active
message to neighbor node. They request query neigh-
bor ID number owing to aware of neighbor node.

2) Received query messages nodes send their Id number
and neighbor list to other nodes. At this point, if they
have no list, they send null message.

3) Activated nodes save their neighbor node list in their
list. If there are three or more the number of windows
in their neighbor area, They are chosen reference node
without doubt.

4) We can select reference nodes though recursive above
steps.

3.2.2 Routing Table Setup between Reference Nodes
among the reference nodes

1) When select reference nodes, reference nodes will
recognize their neighbor nodes.

2) Each reference nodes update neighbor reference node
list. And then we can map connective of interconnec-
tion for reference nodes.

Routing table for inter reference nodes will used when a
leader node broadcasting forward direction.

3.3 System Operating
3.3.1 Estimate Reference Node Location

We divided two kinds of nodes, sensor node and reference
node. At first, owing to reference nodes are fixed, we can
find easily their location. we can obtain distance through
difference signals velocities. And then draw the line X’-axis
first reference node and having shortest distance reference
node form first reference. This axis is new X-axis, called
X’-axis. We can calculate difference x-axis to X’-axis. And
then all of the reference node is rotated by 6. 6 is angle of
difference x-axis to X’-axis.

1) Draw new axis: We already know location 1st refer-
ence node from gateway. It is absolute values. And
then line between 1st reference node and shortest ref-
erence node. This line is new X-axis. And orthogonal
axis can be defined new Y-axis. Then we can find 6.

2) Find ’0 ’: Finding 6 is very simple. 6 can be found
by trigonometric function. For example, if short-
est distance from 1st reference node’s coordinates
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O Reference no)ée
O 1% Reference node
@ Shortest distance from 1* reference node

Fig. 5: Localization by using rotation axis

are(v/3, 1),0is 7/6. The procedure is as follows (4).

_1a 1 1 ™

0 = tan b—tan 776
3) Rotate all coordinate: We find 6. Then we are able
to rotate every coordinates. Each coordinates multiple
-Othrough rotation transform. Then we can obtain
relative positions. For example coordinate is(v/3, 1)
converted to (v/3,0) . The procedure is as follows (5).

() Efgi e (9)
3
“\o

3.4 Estimate Sensor Node Location

®

(6)

After reference node are setup, we can find location of
sensor node from reference node.This mean use trilateration.
In practice distance measurements inevitably contain errors,
resulting in that the circles may not always intersect at a
single point. This problem can be solved by a numerical
solution to ac overdetermined linear system. Suppose an a
sensor node and it is alive to obtain the distance d; to the i
th reference node locating at (z;,y;),1 <i< n where n is the
number of the neighbor node. Let d; be actual Euclidean
distance from a sensor node to i th reference node.i.e.,

di = /(i — 0)% — (yi — ¥0)?
di = (21 — 20)® — (y1 — ¥o)*
di = (22 — 20)% = (y2 — 0)?
d% (z3 — 330) —(ys — yo)

di = (xn - xO)Q - (y'n - y0)2 @)
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Subtracting the first equation from all of the rest equations
gives

d3 —d? =22 — 23 —2(xo — 21)m0 + Y5 — ¥} — 2(y2 — v1)vo

di —df = a5 —af — 2(z3 — x1)x0 + y5 — ¥ — 2(ys — y1)vo

B —d? =22 — 2?2z, —x)T0 + Y2 — vF — 2(yn — ¥1)%0
(8)

Rearranging terms, the above equations can be written in
matrix from as

T2 —T1 Y2 — Y1
T3 — X1 Y3 — Y| [z
: : Yo|
Ln —T1 Yn — Y1
B+ 13 = B — o+ 4 — @)
1| 23+u3—di—af+yf —df)
5 : ©)
vhtyn —dy =2t + oyt - df)
Then, this equation can be rewritten as
Hr=hb (10)

The least-squares solution of this equation is given by[1]
(1)

1) Sensor nodes send query to neighbor reference nodes
to collect information.

2) Received query message reference nodes send to sen-
sor node including node ID, reference nodes count
number.

3) Sensor nodes save received data in reference windows.
And they have to decisions that reference nodes are
selected by probability. And then we make a roulette
by the probability.

4) Requested reference nodes give node ID, reference
count number,temperature trough RF signal.Also they
send acoustic signal at the same time.

5) A sensor node receives the two signals.Sensor nodes
measurement distance by(7). These values store in the
window. If windows buffers are full,it replace oldest
thing.A sensor node calculates if it has three or more
values in the windows buffer.

6) Reference nodes save got the counter values from a
sensor node.

7) Recursive above the steps a to f.

&= (HT"H)'H b

The following figure 7 is showing phases that a new added
sensor node choice the reference nodes by probability. Red
marks mean that reference nodes are selected by a sensor
node. At last phase, R; is elected. And then, R is removed.
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Fig. 6: Sensor Node Add
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Fig. 7: New Sensor Node 57 select reference node process

3.4.1 Group Control and Nodes Movement

A way how group control of nodes with mobility is that
separate a leader node and following nodes. And then let
following nodes follow a leader node.

3.4.2 Role Change Sensor Node to Reference node

In this paper, we consider that the number of sensors is
limited. So we can’t help changing node’s role reference to
sensor. Following figure 8 is showing role change.

1) A moving sensor node recognizes neighbor reference
nodes.

2) If a sensor node move to signal reaches up to 70 80
percent, and then the node stop.And then a sensor node
is measurement its distance and location.

3) A finished the setup sensor node changes the role to
a reference node

Fig. 9: Role Change A Sensor Node to A Reference Node

3.4.3 Role Change Reference node to Sensor

Node(remove reference node)

If there is no reason remain. They change the role refer-
ence node to sensor node. A changed node have to move
following a leader node.

1) Reference nodes perceive their position and there is
no request nodes.

2) In limited time,if there is no more request, they change
the role. and ask to remove node list adjacent reference
nodes.

3) They start move following a leader node after a
changed node receive confirm a message from adjacent
node.

4. Localization algorithm

The function based algorithm gives authentic result. But
these algorithm don’t contain error of hardware. e.g. reflec-
tion, collision, receive error. It just indicate that Euclidean
distance and rotation transform. Following algorithms use in
MATLAB.

4.1 Euclidean Distance Algorithm

This algorithm can be calculate distance a node to refer-
ence node. These are put on the grid. But in the real system,
They don’t have any information about location . The detail
algorithm is the following:

4.1.1 Input:

« Reference node initial position

o Sensor Position : (x,, yn)
We actually don’t know real position. however we can
calculate distance through TDOA. In this case, we define
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real position to distance. And then we can estimate Euclidean
distance.

dimension(pl) = length(pl);
dimension(p2) = length(p2);

if (dimension(pl) = dimension(p2)
distance = -1;
disp(’Invalid points - different dimensions’);
return;
end

total.distance = 0;
diff = pl - p2;

for i=1:length(p1)
total.distance = total.distance + diff(7)?;
end

distance = sqrt(total.distance);

4.1.2 Output:

All of output data store matrix form(distMatrix). A cell
contain distance from a reference node.

4.2 Rotation Transform Algorithm

This algorithm use in calculate rad and rotation transform.
It can be expressed through relative coordinates. We just
know information about location in mobile nodes. It can
be adjusted characteristic of even function and odd function
owing to rotate -6.

4.2.1 Input;

« Reference initial position

o Shortest distance from above node

o Position we want to convert
function pos =
Calculate2ndRelativePosition2(refnode,node1,nodei)
This function returns 2nd position of node

a=EuclideanDistance(refnode,nodel);
b=EuclideanDistance(node1,nodei);
c=EuclideanDistance(refnode,nodei);

angle.rad=atan(nodel(1,2)/nodel(1,1));

x=nodei(1,1);
y=nodei(1,2);

x1 = ((x)*cos(angle.rad))+((y)*sin(angle.rad));
y2 = ((y)*cos(angle.rad))-((x)*sin(angle.rad));

pos = [x1, y2];
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4.2.2 output:

This algorithm also store date to matrix form. There are
relative positions in data matrix.

5. Implementation and Result

To illustrate the effectiveness of the proposed method,
experiments were simulated by MATLAB. How to obtain
the distance a node to a node is replaced TDOA to define
coordinates. We assume that distance can be measurement
by TDOA. So there is no problem regarding this method.

5.1 Position of Fixed Nodes

All of nodes are randomly placed. This illustrate like real
condition.

Real Paosition
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Fig. 10: Real Position

5.2 Relative location of nodes

These nodes rotated by —6. Our mainly purpose obtain
location information. This can be obtained by rotation trans-
form. And then we can easily estimate position in mobile
networks. Following figure 11 shows relative location of
nodes.

Relative Position
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Fig. 11: Relative Position

5.3 After moving nodes

Following figures represent status after moving.
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Real Position after Moving
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Fig. 13: Relate Position by Trilateration

5.4 Result

In this paper, I propose the localization system for multi
mobile nodes using difference velocity RF signal and acous-
tic signals. This study has shown that attractive possibilities
for making accurate position measurement by trilateration
and TDOA. Figure 12 shows rotating relative position after
moving. Significant simplification of the solution of the
trilateration and rotating transform computation are achieved
by recursion formula. Before estimate location through tri-
lateration, I have used the rotation transform. It can be more
easily and more accurate. Figure 13 sho that relative position
using trilateration without rotation transform. This result
obviously has error. Because angle of the negative partial
has same result angle of the positive partial. Therefore,

this system is especially useful in mobile sensor network.
Currently, I keep going on test in the real field. This is the
topic of the future.
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Implementing a Wireless Sensor Network Using
MEMSIC’S Professional Kit

Stephen Ellis, Lorson Blair and Yenumula B Reddy
Department of Computer Science, Grambling state University, LA 71245, USA.

Abstract - The research focuses on configuring MEMSICs
professional kit to study the temperature, light, and
humidity in a specific environment. The study involves the
implementation of wireless sensor networks using Motes
with specific requirements. We developed custom
program application to target specific environmental
elements specifically light and temperature (humidity,
pressure, and other elements are not provided in this
paper). By reconfiguring the database properties and
base-station activity, we interact with the MoteView
monitoring software and stored the results of incoming
data. The experimental results are provided with
appropriate tables and figures.

Keywords: MEMSIC’S Professional, Wireless Sensor
Network, MoteView, monitoring and collection of data.

1. Introduction

A Wireless Sensor Network (WSN) is a new technology
that is utilized in data collection and monitoring fields. It
is defined as a set of nodes that are organized into a
cooperative network. In this project, we implemented a
wireless sensor network using MEMSICS Professional
Kit for Wireless Sensor Networks. The project is divided
into two parts. Firstly, we aimed to achieve the network
functionality. In achieving network functionality, we
studied the operation of the motes (how they collect and
transfer data, how they connect to each other and the base
station etc) and software used to collect, retrieve, and
view data. Further, we studied the interfaces used to
program the motes. After initial network setup and
collection of data, we developed a system to monitor light
and temperature in four rooms in the TL James building,
at Grambling State University. As a result, we
programmed four of the motes with a custom program
that collects and reports only light and temperature
(humidity temperature) back to the base station.
Visualization software (MoteView) provided by
MEMSIC was used to view and analyze the data.

The references [1-3] provide the documentation for the
MEMSIC professional kit. The sensor network concepts
and some of the implementation methodologies are
observed in [4-7]. Sensor networks are used flood control,

agriculture, forest fire detection, temperature control, and
parking identification. Today, sensors are every part of
the instrument, war fields, and medical studies. The
literature demonstrates the applications of sensors are
unlimited.

1.1 Objectives

»To implement a WSN using MEMSIC motes -
accomplished by first understanding and setting up a
simple network, monitoring and analyzing data
transfer and implementing a monitoring system that
collects light and temperature (humidity temperature)
data and the procedure of the data sent back to the
base station.

»To develop a light and temperature monitoring
system using MEMSIC Professional Kit for WSN -
involves the reprogramming of the motes to get them
to collect only light and temperature data (humidity
temperature) and transfer the data to the base station.
It requires completing three major tasks.

e We modified the custom programs to collect and
transmit only light and humidity temperature to
the base station.

o In the second step, the newly modified programs
are compiled and downloaded to all the motes.

e Finally, we used MoteView to monitor the
system.

1.2 Restrictions

Implementation of modified data sampling application for
a wireless sensor network leads a restriction on the client
tier. MoteView, the software used to monitor the system,
didn’t allow any new applications to be added to its
usable interface or the addition of a new relation in its
database for data storage.

2. Hardware and software Requirements

2.1. Hardware

The implementation of the sensor network requires
specific hardware supplied by MEMSICS. The
MEMSICS Professional Kit consists of the following
hardware:

e 6 Sensor Nodes
e 1 Base Station
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e  Processor/Radio Module
e 1 Data Acquisition Board
e 1 USB Programming Board

The specification of each hardware device is shown in the
Table 1. The sensor nodes, the base station, USB
programming board along with the additional hardware
given below were used to set up of the network.
Additional hardware includes:

e  Batteries to power the sensor nodes.

e A laptop computer to connect the base station and
used for data collection and analysis. The laptop was
also was used to write the programs for the notes as
well as upload these programs to the nodes. It
should have the following minimum requirements:

- 1 GB of free space in the destination drive.
- 550 MB of free space in the C drive.

e USB extension cables to connect the devices to the

laptop.

2.3 Software

The sensor networking Kit includes several software
packages that are needed to connect the motes, collect and
analyze data, write and compile programs for the nodes,
and upload these programs to the nodes. The list of
software and their function (that are of importance to this
project) are shown in Table 2.

MEMSIC provides additional software packages;
however, only those listed above were used in our initial
implementation and study of the WSN and the
implementation of the light and temperature monitoring
system.

To install the above software (with the exception of
XMesh), the laptop needed to be programmed with
Windows XP Professional Service Pack 2 (XP-Pro SP2).

3. Initial Network Setup/Data Collection

3.1 Topology Overview and Background

XMesh allows the motes to automatically connect in a
mesh network topology. A mesh network is a multi-hop
network in which all nodes (sensor motes) can
communicate with each other to route data to and from a
base station. Mesh networks provide multiple routes for
data transfer and are highly fault tolerant. They also allow
networks to expand over unlimited distances and allow
nodes to converse energy. XMesh provides a TrueMesh
networking service that is both self-organizing and self-
healing. It can broadcast within a single area of coverage
or arbitrarily between any two nodes or cluster. It offers
quality of service (QOS) either by link level
acknowledgement (best effort) or by end-to-end
acknowledgement (guaranteed delivery). XMesh can also
be configured in various power modes including high
power (HP), low power (LP), and extended low power

(ELP). Other features of XMesh include multiple
transport services, health diagnostic, time
synchronization, and over-the-air programming (OTAP)

[3].

Each wireless sensor is programmed to measure humidity,
humidity temperature, present temperature, pressure,
light, wvertical acceleration (y-axis), and horizontal
acceleration (x-axis). These nodes have also been
programmed to follow XMesh protocol.

3.2 Configuring the Client Tier
3.2.1 Primary Option

To set up the network, the necessary software had to be
installed on the laptop computer to provide the interface
to communicate with the nodes and collect and analyze
data. MoteWorks (and all its components) and MoteView
(and all its components) were successfully installed on the
laptop with the Windows XP SP2 operating system.

3.2.2 Alternate Option

Using a preconfigured version of the OS Windows XP
SP2 on a virtual machine such as VMware Player or
Virtual Box provides a solution to combine the capability
of the needed operating system Windows XP SP2 with
newer versions of Windows or Linux simultaneously.

3.3 Network Deployment/Configuring the Mote Tier

Only four motes were used for the initial setup. The motes
were powered up and placed at different locations. The
location of the motes and the approximate distance
between each and the base station is given in the Table 3.

4. Collecting Live Data

With the motes in their desired location, MoteView was
opened, and the “Connect to WSN” button was clicked to
collect live data. In the “Mode” option the operation,
“Acquire Live Data”, was selected from the “Select
Operation Mode” options and “Local” was selected from
the “Select Acquisition Mode” options. In the “Gateway”
option/tab, the interface board MIB520, the serial port
COM4, and the baud rate 56700 were all selected from
the relevant drop down menus. Next, in the “Sensor
Board” option, XMTS400 was selected as the sensor
application. The “Done” button was then clicked and this
initiated data collection.

Once live data collection was started, the behavior of the
network was monitored. A snap shot of the network
topology, with present temperature selected as the data
being collected is shown in Figure 1. (N.B. Initial data
collection can be stopped by simply clicking the “Stop
XServe” button on the top MoteView interface. Data
collection can be restarted by checking the “Live”
checkbox, and clicking the “Start XServe” button.).
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The different categories of data were being sent from the
motes to the base station every 10 seconds. Data was
collected over a 30 minute period. The default sampling
rate for high power applications is 2 seconds, while the
default for low-power applications is 3 minutes. The
minimum sampling rate that can be applied to the motes is
300 milliseconds.

In addition to collecting data of environmental conditions,
the motes also send health information about themselves.
The health information includes data on how well the
network is performing with respect to radio traffic, battery
voltage, and parent’s node Radio Signal Strength
Indicator. Nodes also send health information for their
neighbors.

5. Results

A sample set of results from the first deployment is
shown in Table 4 and a sample set of results from our
modified program in Table 5. Given the environment, the
data collected over the time period was very consistent,
predictable and valid. The data collected included
humidity, humidity-temperature, current-temperature,
pressure, light, horizontal acceleration, and vertical
acceleration. All data were displayed in standard
engineering units. This result can be viewed in
MoteView. A snapshot of this interface is shown in figure
2. MoteView also gives us the ability to view charts and
graphs of the data. You can select the data set you want to
view the chart for. A snapshot of a chart for humidity
temperature is shown in Figure 3.

6. Observations

The connections between the motes and the base station
were made automatically by XMesh. Because the mesh
network connections are influenced by environmental
factors, the network topology changed approximately
once every two minutes. In some instances, the topology
change may lead the motes 7654 and 7653 connected to
motes 7651 and 7651 respectively. This frequent change
in network topology is XMesh’s way of trying to find the
most efficient route for data transfer. The frequency of
the change is also due to the fact that the motes are
relatively close to each other. Thus, either route
connection would not cause a drop in efficiency.

Another observation made was that the transfer of data
from mote 7653 to mote 7651 then to the base station was
relatively efficient, with an average failure rate of 2.5%.
Further, the transfer of data from motes directly
connected to the base station had an average failure rate
1.5%.

Because all the motes were located in the same
environment, the data collected over the 30 minute period
was very consistent. Data collected were stored in a
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database. This data can then be retrieved later for
analysis.

7. Data Transfer

Individual motes collect data from their respective
environments and forward these data to the base station.
The base station then transfers the data to the server,
where it is stored in the database. The data can then be
viewed at the client tier via MoteView. MoteView also
provides tools to help with the analysis of data, drawing
charts, graphs, and viewing the health status of the motes.

The motes also generate and forward health data packets.
Health data allow us to monitor the health or state of the
mesh network. Each mote sends its health packets
towards the base station and also to its neighbor. In
addition to its own health data packets, a mote also
transfers a neighbor health packet. This allows the motes
to keep track of the most optimal route for forwarding
data packets towards the base station. All health data

packets are logged to the database.

8. Sensor Data Restrictions

The Tables 6 and 7 give the specification for the
humidity, temperature, and light sensors, the three main
sensors of importance to our monitoring system.

Note: the voltage that the sensor operating is directly
proportionate to the accuracy of the results.

9. Conclusions

We have completed the following objectives:

e Implementing a live wireless sensor network and
the specified requirements for it to function
successfully.

o Developed a custom program application to target
specific environmental elements specifically as
light and temperature.

e Reconfigured database properties and Base station
activity to interact with the MoteView monitoring
software and store results of incoming data
packets.

Future Work:

e Implementation of a Clustering Algorithm and
allow fusing of data from a cluster-head
consequently cutting down network traffic.

e Implementing the event-based protocol to force
motes to send data packets in the event of specific
environmental changes.

e Implementation of Security Measures to identify
Malicious Nodes and avoid them in the WSN.

Identifying algorithmic patterns to allow the motes that
automatically adapt to the environmental changes and
determine drastic events to report back to the base station.
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Tables
Table 1 Hardware Components and Specifications

Devices Components and Description

Sensor Nodes -IRIS Processor Radio Module - modules to enable the low-power wireless sensor networks
measurement system. Available in 2.4 GHz.
-MTS400 Basic Environmental Sensor Board — MTS400 multi-sensor board including temperature,
humidity, barometric pressure, acceleration and ambient light sensing capabilities.

Base Station -IRIS Processor/Radio Module — module functioning as a base station when connected to the USB
PC interface.
-MIB520 USB Programming Board — provides a USB Interface for data communications.

Processor/Radio Module IRIS Reference Board

Data Acquisition Board MDA300 Data Acquisition Board — high performance data acquisition board with up to 11
channels of 12-bit ADC analog input and onboard temperature and humidity sensors.

USB Programming Board | MIB520 USB Programming Board — provides a USB Interface for data communications.

Table 2 Software Packages used in the implementation.

Software Function
XMesh Multi hop networking protocol installed on each node.
TinyOS and - . . .
MoteWorks An event-driven OS for wireless sensor networks. It also provides tools for debugging.
NesC_ An extension of the C-language designed for TinyOS.
compiler
Cygwin A Linux-like environment for Windows.
XSniffer Network Monitoring Tool for the RF environment

MoteConfig GUI environment for Mote Programming and Over the Air Programming (OTAP).

MoteView simplify deployment and monitoring.

An interface between a user and a deployed network of wireless sensors. Provides the tools to

Programmer’s | simple IDE for nesC code.

Notepad 2
Table 3 Placement of nodes
Distance from (in meters)
Node ID Location (Room #) Base Station | 7251 | 7252 | 7253 | 7254
Base Station 131 5 15 35 15

7251 131 5 10 15 20
7252 132 15 10 10 15
7253 Lobby 30 25 15 15

7254 Copy Room 15

10 10 15
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Table 4 Sample Set of Data

ID Humidity Humidity- Pressure- Pressure Light Horizontal Vertical Time
(%) temperature | temperature (mba) (Lux) acceleration | dacceleration | 10/24/2011
© © (m/s"2) (m/s"2) PM
7651 45.65 23.71 23.87 1006.3 308.89 3.332 -30.772 5:05:06
7652 48.79 24.89 24.91 1005.89 294.17 20.384 -24.5 5:05:06
7653 48.53 23.07 23.25 1005.69 514.3 0.196 -0.196 5:05:06
7654 43.97 24.32 24.78 1005.59 285 0 0 5:05:06

Table 5 A sample set of data from our modified light sensing application

Id Time parent voltage [V] lightc [lux]
7653 2/29/2012 15:25 0 2.5506 8.51
7652 2/29/2012 15:25 0 2.5249 10.35
7654 2/29/2012 15:25 0 2.5454 24.61
7651 2/29/2012 15:25 0 2.5351 11.27
Table 6 Humidity and temperature sensor specifications Table7 Light sensor specifications
Sensor Type Sensirion SHT11 Sensor Type Taos TSL2550
Channels Humidity Temperature Channels Light
Range 0 to 100% -40°C to 80°C Range 400 — 1000 nm
Accuracy + 3.5% RH (typical) +2°C Operating Range 3.6 t0 2.7 volts
Operating Range 3.610 24 volts Interface Digital interface
Interface Dianital interface
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Abstract

In this paper, we consider data gathering in wireless
sensor network by utilizing mobility of data collector
along averages and clustering algorithm . Basically,
we have two classes of data, delay tolerant data and
delay sensitive data. The mobile data collector moves
along averages of the sensing field to collects data
from the sensor nodes or cluster heads. Sensor nodes
directly send data to their associated cluster heads in
case of delay tolerant data, or packets are sent to a
relaying node currently near the data collector in case
of delay sensitive data. The data collector updates its
trajectory after it knows the cluster head locations and
moves toward them when they are away from its
trajectory to collects data from them in a single hop.

We exploit the mobility of data collector to distribute
the load over the network. We focus on data gathering
with mobile data collector using clustering technique
to maximize the lifetime of the network.

We also present a theoretical analysis to specify the
impact of mobility of data collector along averages of
the sensing field on the lifetime of network as
compared to a network with data collector moving
along perimeters of the sensing field and stationary
data collector. Based on the simulation results we
show that our scheme would maximize the lifetime of
wireless sensor network. Our algorithm will be
evaluated based on three basic metrics : Network
Lifetime , Power Consumption and Average Packet
Delivery rate.

Keywords: Data Collector; Wireless Sensor Network;
Network Lifetime; Clustering; Mobility.

1. Introduction

Wireless sensor networks usually consist of a lot of
sensor nodes, which are battery-powered tiny devices,
a short-range wireless communication and a low
capacity processor. These devices achieve three basic
tasks: Monitor some surrounding environmental
phenomenon, process and store the sensed data, and
then transfer them through wireless communications to
a sink node or data collector [1]. Increasing the lifetime
of WSNss is crucial to enable their use in this wide

range of applications. Because the sensor nodes are
energy constraint, they send their data hop by hop
using multi hop or other mechanism to a static or
mobile sink or data collector .When any sensor node
has data to transmit, if it is in the sink communication
range it will send directly , otherwise it will use multi-
hop to deliver its data to data collector. When multi
hop transmission is used ,it will result an unbalanced
energy load around the sink. Nodes near the sink or
data collector are used as forwarding nodes to deliver
data generated all over the network to the sink.
Therefore, nodes around the sink deplete their energy
much faster than other nodes [2]. Most of works use a
single sink to improve the network lifetime such as
in[3][4]. In the work presented in [5] the researcher
uses a mobile data collector moves along boundary of
the sensing field and collects data from the sensor
nodes. In [6] the authors proved that using a mobile
sink is more efficient than a static one and thus helps to
increase the network lifetime. The authors utilize multi
hop transmission to deliver data to the data collector at
its current location. The scheme requires sensor nodes
to be synchronized with the data collector to specify
the current location. In [7] the authors utilize only one
mobile sink that moves through a straight line while
gathering data from the sensor nodes. This approach
reduces the number of hops a packet has to travel in
order to reach the sink.

In our work we present a distributed scheme that
exploit mobility of data collector along averages and
clustering algorithm to distribute the load over the
network and there is no synchronization between the
data collector and the sensor nodes. The sensing region
in our work is divided into four equal squares and the
data collector moves along the averages' of these
squares. Any sensor node lies inside the data collector
communication range (less than r m) is called a
relaying node . We classify the data as presented in [5]
into two types: delay sensitive data and delay tolerant
data. In the case of delay sensitive data, relaying nodes
receive data from other sensor nodes and send them to
data collector or to a relaying node that currently near
the data collector. Delay tolerant data are sent to a
cluster head that the node belongs to and the cluster
head waits for the data collector to comes and pick up

! Averages mean the Center of Four Squares.
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data. The main contributions of this paper are
described as follows:

1) We propose a new scheme for determining the
movement of data collector based on the averages of
the sensing field.

2) Our scheme finds good routing solution with a very
low computational complexity and this scheme does
not require a synchronization between sensor nodes
and the data collector.

3) Our scheme combines the advantage of maximizing
the lifetime of the network and minimizing the delay
by maximizing the packet delivery success.

4)Our scheme has distributed routing where the sensor
nodes make them routing decisions by themselves.
5)Our scheme exploits mobility of data collector
moving along averages by increasing the number of
relaying nodes, and clustering algorithm with cluster
head rotation to distribute the load and it is also more
scalable .

Our scheme is considered distributed scheme with no
synchronization between data collector and sensors. It
also combines data gathering with our clustering
algorithm and mobility of data collector using good
routing scheme to deliver data online and to maximize
the network lifetime.

The rest of this paper is organized as follows. In
Section II we describe our system model under study
including the major assumptions. In Section III, we
present our routing scheme. Section IV shows the
experimental results. Finally, in Section V, we
conclude the paper.

2. System Model and Problem

Definition

Our wireless sensor network composed of N numbers
of sensor nodes distributed randomly in the sensing
field. This network is modeled as a graph G(N,E)
where N is number of nodes and E is the set of all
links(i,j) where j is the communication range of i. Node
j is a neighbor to node i if node j is in node i
communication range, and vice versa

2.1 Assumptions
Our scheme is based on the network model with the
following assumptions:
= The sensor nodes are distributed randomly
and uniformly over the sensing field.
= The sensor nodes are stationary, After the
deployment they still work in their location .
= The sensor nodes are homogeneous in that
they have the same communication range and
power level (50 joule).
= The sensor nodes are location aware after
deployment.
= Data generation rate for all the sensor nodes
are the same(150 packets per round).
The objective of our work is to maximize the lifetime
of the network, which is the time until a specific
percentage of the sensor nodes deplete their energy.
And to minimize energy consumption and maximize
the packet delivery rate which is the average number of
messages (150 packets per message) delivered

successfully to data collector. Our simulation is applied
to any specific percentage of sensor nodes.

2.2 Theoretical Analysis of Network

Lifetime

We consider the sensing field as a circle with R radius,
and the data collector with r radius in order to simplify
the analysis. We also assume that the number of sensor
nodes are N, and each sensor generates D packets per
time unit. While the data collector moves along the
perimeters of the sensing field, it will divide it into two
partitions: One is covered by the data collector, and the
other is uncovered as shown in Fig 1 (c¢) .We will
detect and calculate the area of the two partitions.
When the data collector moves along perimeter with
radius r, the partition inside the field is a circle with
radius R- r. So, the area of covered partition is equal to
the area of the entire field subtracted by the uncovered
partition ( R-( R-r)).

(a) (b) (©)

Fig 1: Dc stationary in center (a), Dc moving along
averages (b) Dc moving along perimeters (c).

A stationary data collector scenario

The lifetime of the network is determined by the
lifetime of relaying nodes that is less than r m from the
data collector. Since sensor nodes are uniformly
distributed over the sensing field, we have

N zr? _N77‘2

7R*  R? relaying nodes. With a perfect load
balancing and each relaying node transmits

DNR* _ DR 2
Nr? r?
Einitr*

DR’Etr time unit.

packets. The Lifetime of relaying

nodes is
A mobile data collector moving along the perimeter
The data collector moves along the perimeter of the

sensing field so, we have
7(R*—(R-r)’N _(2Rr-r’)N
7R*? R?

relaying nodes.

With a perfect load balancing and each relaying node
DNR® DR’

(Rr-r )N~ (2Rr-r?)

} packets.
DR’Etr

transmits {

The lifetime of a relaying node is {
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A mobile data collector moving along averages
The data collector moves along the averages of the
sensing field so, the expected number of relaying nodes

Z(R*—(R -2r)’N _ (4Rr—4r*)N
is: 7R* - R*
With a perfect load balancing and constant data
generation rate, each relaying node will transmit
DNR®> DR’
(4Rr —4r* )N (4Rr—4r?) packets .

Einit (4Rr —4r7)

DR’Eir } time

the lifetime of a relaying node is {
units.

When we compare the network lifetime of our work
with a mobile data collector moves along perimeter and
stationary collector, we can see that our mobile scheme
is longer than that of a network with a stationary data
collector by a factor of 4R — 4r / r. And longer than that
of a network with a mobile data collector moving on
the perimeter of the sensing field by a factor of 4R —
4r / 2R —r . For the values of r=100m and R =
1000 m , the lifetime of our scheme is longer than the
stationary collector with a factor of 36 times, whereas
longer than the mobile data collector along perimeter
with a factor of almost 2 times.

Stationary : Mobile moves along perimeter : Mobile
moves along averages: 1 :19 :36

2.3 Cluster Head Election Process

The election of cluster heads can affect the
performance of the entire network. A well- selected
cluster heads cannot only minimize the energy
consumption, but also maximize the lifetime of the
network.

In our scheme, we classify the data as presented in [5]
into two categories: Delay tolerant data and delay
sensitive data. For delay tolerant data, we select cluster
heads from all the sensor nodes except the relaying
nodes that overlap with the trajectory of data collector.
Cluster head send directly to the data collector in a
single hop; and the sensor node that belongs to cluster
head sends directly or through multi hop to its cluster
head using Algorithm 2. Relaying nodes which have
delay tolerant data send directly to the data collector if
it is near, or wait for it. Sensor nodes which have delay
sensitive data, will transmit their data directly to the
data collector.

We classify cluster head election process into two
stages: The first stage is to discover how many
neighbors for each sensor node using Algorithm 4. For
this, each sensor node broadcasts one hello message to
its neighbors. From the number of messages received
by a sensor node, each sensor node detects the number
of neighbors being included. After that each sensor
node also broadcasts another message containing the
number of neighbors, and the remaining energy of the
sensor node to its neighbors as well. The second stage
is to select the cluster head which is the one that has
the maximum value of adding the number of neighbors,
and the remaining energy divided by 10. In the first
case, while the initial energy for all the sensor nodes
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are the same, only the number of neighbors as a
parameter will determine the cluster head. Initially, all
the sensor nodes are initiated as cluster heads, but if a
sensor node detects the presence of another cluster
head from its neighbors (node has a bigger value of
number of neighbors + energy /10); it becomes a
participating node, and so, the sensor node that has a
bigger value is the next hop. We should check all the
neighboring sensor nodes before being a cluster head.
The sensor node decides locally if it is a cluster head or
not. In Fig 2, the sensor node number 2 with value
equal to 8 is only a cluster head, and the sensor node
number 3 with value 7 is the next hop for sensor node
number 4 with value 6 and so on. If two sensor nodes
have the same value they will become cluster heads,
but each sensor node has only one cluster head.

23
1
73 6
B 4
5 [
4 b

Fig 2: Cluster Head Election

Algorithm]1 describes the process of eclecting cluster
heads of the sensor nodes, assuming that each sensor
node has only one cluster head that has the maximum
value. Every sensor node will receive and transmit one
message (150 packets) each round and can be a cluster
head after the data collector completes a full round
around the sensing field.

Algorithml: Cluster Head election Algorithm:

Foreach sensor node Ni do
If node Ni didn't receive announcement
message( nota relying node)
Then
Foreach sensor node Nj do
If node Nj is in range of node Ni
Ni.numberOfNeighbours=
Ni.numberOfNeighbours +1
Ni.neighboursValues=Nj.energy/10+
Nj.numberOfNeighbours;
End
End
End
End

Foreach sensor node Ni do
Ni.Clusterhead = 1;
Foreach sensor node Nj in neighbors of Ni  do
If Nj (energy/10 + NumOfNeighbors) >
Ni (energy/10 + NumOfNeighbors)
Ni.Cluster head = 0;
End
End
End

2.4 Sensor Nodes Routing Schemes
When a sensor node has data, it uses two routing
schemes to transmit its data to the data collector: One
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is delay tolerant routing where the sensor nodes send
data packets to their cluster heads in a single hop or
more than one hop. This happens when the sensor
nodes are away from the data collector trajectory.
Cluster heads wait for the data collector to becomes
near and picks up data. The sensor node which is
connected to cluster head through multi hop utilizes the
algorithm for multi hop transmission as in Algorithm 2.

Algorithm 2 : Using Multi Hop Transmission to
Deliver Data to DC.

broadcastingNodes = set of {Relaying nodes around
DC}
For each sensor node Nk inside
set{ broadcastingNodes}
For each sensor node Ni
If ( N(i).nextHop ~=0)
If ( (isInRange (broadcastingNodes (k).loc,
N(i).loc,broadcastingNodes(k).range) =1))
If (broadcastingNodes (k).numOfHops
+ 1 <Nodes(i).numOfHops ||
(broadcastingNodes(k).numOfHops + 1
= Nodes(i).numOfHops
&&
Nodes(i).recievedAnnouncement=1&&
isCloser(Nodes, i,
Nodes(i).nextHop,broadcastingNodes(k))))
Nodes (i).numOfHops =
broadcastingNodes (k).numOfHops + 1 ;
Nodes(i).nextHop = broadcastingNodes
(k).id;
Nodes(i).recievedAnnouncement = 1;
end
end
end
end

The cluster heads need to be located by the data
collector to updates its trajectory accordingly. Whereas
the other type is delay sensitive data, where data
packets are sent directly to a relaying node that is
currently located near the data collector. When a sensor
node has delay sensitive data, it needs first to locate the
data collector in order to send data to a relaying node
that is currently located near the data collector.
Relaying nodes are specified using Algorithm 3.

2.4.1 Delay-Tolerant Routing

In this routing, we have two cases: The first case is
when the sensor nodes are away from the trajectory of
data collector (more than r meters from DC or not
relaying nodes). The other case is when the sensor
nodes near the trajectory of data collector (less than r
meters or relaying nodes) and have delay tolerant data.

In this routing, the data collector needs first to locate
the cluster head locations. To locate the cluster heads,
announcements are published vertically from cluster
heads to south and north direction to extreme points
outside the sensing field (sendingnode.x, network
dimension+10) and (sendingnode.x , -10). Then the
data collector sends queries using GPSR to east and
west direction asking about the current cluster head

locations (-10,sendingnode.y) and (network
dimension+10,sendingnode.y).The replies are returned
at the same path carrying the latest locations of cluster
heads. As the data collector detects cluster head
locations, it will update its trajectory accordingly and
moves to them from the nearest point of its trajectory;
pick up data from them in a single hop and come back
to its original trajectory.

Any sensor node has delay tolerant data to transmit and
away from the data collector trajectory, it will send
data to its cluster head in a single hop if it is a neighbor
or to the next hop that forward data to cluster head.
Cluster heads wait for the data collector to becomes
near and picks up data. A sensor node near the data
collector trajectory is not included in the clusters; and
sends its delay tolerant data directly to the data
collector if it is near or waits until it becomes near.
After the data collector completes a full round around
the sensing field in anti clockwise direction; cluster
head process is generated another time to select new
cluster heads, so the topology of the network is
changed. The announcement message has two fields: id
which is the id of a cluster head, and location which is
the current location of cluster head. Queries that are
sent by the data collector have two fields: destination
and location where destination is points outside the
sensing field (network dimension+10, DC.y) and (-10,
DC.y) and location is the current location of data
collector. Replies have also two fields: Destination and
locations where destination is the data collector which
creates the query, and locations is the current locations
of all the cluster heads. Each sensor node keeps a
record of the next hop toward the cluster head or
cluster head itself. This record (Ci) has two fields: The
first field is id which is the id of the cluster head whose
sensor node will send to, or it is the next hop. The
second field is the next hop location which is a position
of a sensor node neighbor or cluster head itself. The
process of selecting cluster head node will construct a
tree for all cluster head nodes, this tree is rooted at
cluster head Ci and involves all the neighboring sensor
nodes of Ci. We assume that each sensor node uses one
cluster head.

Algorithm 3: The Process

Relaying Nodes.

of Specifying the

For each sensor node Ni do

If Ni inside DC communication range then
Nodes(i).numOfHops = 1;
Nodes(i).nextHop = 0;
Nodes(i).recievedAnnouncement = 1;

else
Nodes(i).numOfHops = NumberofNodes+1;
End

2.4.2 Delay-Sensitive Routing

When any sensor node has delay sensitive data, it will
use routing scheme that has two phases, the first phase
is to locate the data collector and the second phase is to
forward data directly to a relaying node that currently
near the data collector.
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To locate the mobile data collector, announcements of
data collector are published vertically to south and
north through a number of sensor nodes in the network
toward an extreme points outside the sensing field
carrying the current position of data collector. These
announcements have three fields: location, time stamp
and destination where location is the current location of
the data collector, time stamp is the time associated
with that location and destination is points outside the
sensing field which are field (sendingnode.x, network
dimension + 10) and (sendingnode.x,-10). Any sensor
node has delay sensitive data to transmit, it sends
queries horizontally to east and west directions asking
about data collector location. The replies come back
carrying the latest location of data collector. These
queries have two fields: Sender and destination where
sender is the sensor node that sends the query and
destination is points outside the sensing field locations
(-10, sending node.y) and (network dimension + 10,
sendingnode.y).  Replies have also three fields
destination, currentloc and time stamp where
destination is a sensor node that creates the query,
currentloc is the current location of data collector and
time stamp is the time associated with that location.
After the sensor node gets the latest location of data
collector, it will transmit its data to a relaying node that
currently inside data collector communication range
using GPSR. When the data collector leaves to another
location before sensitive data arrives, data packets will
be sent to a relaying node that currently near the data
collector using GPSR.

We use a similar approach that was used in the context
of information discovery in large networks [8], to
guarantee that the queries and replies reach sensor
nodes which have the latest location of data collector
or cluster heads. Announcements that are sent by the
cluster heads or data collector traverse the sensing field
vertically to south and north to extreme points. The
queries and replies that are sent by a sensor node or
data collector traverse the sensing field horizontally to
east and west to extreme points. The intersection of
announcement (column) and query (raw) is approved
mathematically in the reference [9].

We use a property of the Greedy Perimeter Stateless
Routing (GPSR)[10] to publish announcements,
queries and replies. GPSR combines Greedy and Right-
Hand rule methods on the connectivity graph. It starts
with the Greedy mode where each sensor node
forwards message to its neighbor node which is the
nearest neighbor to the destination using Algorithm 5.
If the message arrives to a local minimum sensor,
GPSR switches to the Right-Hand Rule, this process
continues until message arrives its destination.

By using GPSR we will publish the announcements of
cluster heads or data collector vertically to south and
north to destination points outside the sensing field and
the queries and replies that are sent by the sensor node
or data collector are published to east and west to
destination points outside the sensing field.

While replies move along the same path for queries
and carry the most recent location of the data collector
it has encountered, a sensor node on its way will
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exchange information about the location of the data
collector with the record of that sensor node before
being transmitted to the next hop. Each sensor node
stores the current information it knows about the data
collector location in a record DC which has two fields:
Loc and time stamp. All the neighboring nodes of the
transmitter will hear the announcement and update
their records accordingly because all transmissions are
made through a wireless medium.

For summarizing, In the beginning each cluster head
sends vertically announcements containing the location
of a cluster head in the form of (x,y) using GPSR to
points outside the sensing field to north and south.
After that the mobile data collector sends queries
horizontally containing the current location of data
collector and replies are returned at the same path with
the locations of all cluster heads. When a data collector
knows the locations of cluster heads, It will updates its
trajectory to move to the cluster head that is away from
its trajectory. When any sensor node has delay tolerant
data and not a relaying node, it transmits to a cluster
head that belongs to, otherwise send directly to the data
collector. When any sensor node has delay sensitive
data to transmit, it sends queries to get the latest
location of data collector and replies are returned to a
sending node with the latest location of data collector.
Then, the node will send its data directly to the data
collector.

Algorithm 4: Setting Neighbors for a Sensor Node

for each sensor node Nodesi do
Nodes(i).numberOfNodeNeihbours = 0;
For each sensor node Nodesj do
if(isinRange(Nodes(i).loc, Nodes(j).loc, 50) ==
1) then
Nodes(i).numberOfNodeNeihbours =

Nodes(i).numberOfNodeNeihbours +1;
end
end
end

Algorithm 5: Applying GPSR to Find Nearest
Neighbor

recievingNodelD = 0;
closerNeighbourFound = 0;
if(N(sendingNodelD).numberOfNodeNeihbours

~=0)
neighboursIDs=
N(sendingNodelD).nodeNeighbours;
minDistance=
distance(destinationLoc ,N(neighboursIDs(1))
Jdoc, 0);

nodeToSendTo = neighboursIDs(1);
for each neighboursIDs i = 2
nextNeighbourDistance =
distance(destinationLoc ,
N(neighboursIDs(i)).loc , 0);
if( nextNeighbourDistance < minDistance)
inDistance = nextNeighbourDistance;
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nodeToSendTo = neighboursIDs(i);
end

end

distanceBetweenSendingNodeAndDestination=
distance(destinationLoc ,

N(sendingNodelD).loc , 0);

closerNeighbourFound = 0;

recievingNodelD = Nodes(nodeToSendTo).id,;
end
end

2.5 Experimental Results

In this simulation we compare our proposed scheme
with two other schemes :a stationary scheme that has a
stationary data collector and a mobile scheme that has
a mobile data collector moves along perimeters of the
sensing field [5]. In stationary scheme, data collector
is placed at the center of the sensing field and all the
sensor nodes send to it using multi hop transmission
with the shortest path routing in terms of hop. If a
sensor has two paths with the same number of hops,
the shortest distance is taken. In the mobile scheme, the
data collector moves along the perimeters of the
sensing filed to collect data from the sensor nodes.

Our scheme has the objective of maximizing the
network lifetime and minimizing the delay by
maximizing the packet delivery rate to the data
collector. .We also show the difference between the
network lifetime of our scheme, the mobile scheme
network lifetime and the stationary scheme.

To compute the energy consumption we use the
general energy consumption model that presented in
[2] which can be as follows.

ETr (1, b) =b x (Eelec + Eamp X r *y) (1)
ERc (b)=b x Eelec 2)
where ETr (1, b) is the energy spent to send b bits over
r m, ERc(b) is the energy spent to receive b bits, Eelec
is the energy spent by the transmitter or receiver to
send or receive one bit., Eamp is the energy spent by
the transmission amplifier for one bit and vy is the path-
loss exponent. r is the communication range of sensors.
Table 1: Simulation Parameters

Parameter Value

Eelec 50 nJ/bit

Eamp 0.1 nJ/bit/m2

Packet length 512 bits

r path-loss | I'=2

exponent .

Initial energy 50

Data types 50%Delay tolerant and  50%
delay sensitive

We use in our simulation the network sizes of
200,400,600,800 and 1000 sensor nodes that are
randomly and uniformly distributed in fields of
300%300,400%400,500*500,600*600,700*700 »# fields,
respectively. we test 10 instances and take the average
for each network size. We use the simulation
parameters as in Table 1.The communication range of
the sensor nodes and of the data collector is set to 50 m
and the data collector is not resource constrained . In

our simulation. every sensor node generates 150
packets/round.

Fig 3 shows the comparison of lifetime between our
scheme and two other schemes. The lifetime of a
network with our scheme (cluster) is at least 7 times
longer lifetime than that of a network with a stationary
data collector and also longer than the mobile scheme
with data collector moving along perimeters with a
factor of almost 2 times. This is due to the mobility of
data collector and the increase in the number of
relaying nodes in our scheme distributed around the
data collector trajectory as in Table 2. It is also resulted
from our clustering algorithm where the sensor nodes
send their data in a single hop to data collector, and, in
turn, the sensor node sends to its cluster head with
shortest path. Fig 4 shows a comparison of the average
energy consumed per bit between the three schemes for
different number of nodes. Besides load balancing,
data collector mobility and clustering algorithm bring a
reduction in the overall consumed energy.

From Fig 5 , it is observed that the average number of
sensitive messages (one message equal to 150 packets)
delivered successfully to the data collector is similar in
both our scheme (cluster) and mobile scheme because
the delay sensitive data is sent directly to the data
collector, but our scheme has a shorter path to data
collector; so, it has a little bit more messages than the
mobile. Fig 6 shows that the average number of
tolerant messages delivered successfully to the data
collector in our scheme (cluster) is improved with
150 % over the mobile scheme. This is a direct result
of the increase in the number of relaying nodes which
have delay tolerant data to send, and also it’s a result of
applying clustering with our algorithm where cluster
heads transmit in a single hop. The number of relaying
nodes with our scheme (cluster) and mobile scheme is
proportional to the size of the network, this means that
when a network size increase, the amount of data
generated over the network is also increased, which
leads to increase the number of relaying nodes.

Table 2: Number of Relaying Nodes in Each network

size
Number Number of nodes
of 400 | 600 | 800 | 1000
relaying

stationary | 21 12 27 17
Mobile 177 | 215 250 | 281
Ours 256 | 318 | 386 | 419

147



148

Static
—&— Mabile
—&— cluster

250

Lifetime (Rounds)

. ; ; } |
200 300 400 500 B00 700 800 900 1000
Number Of Nodes

Fig 3: Lifetime comparison of three schemes.
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Messages delivered to Data collector(DC) Per round.
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Fig 6 : Comparison of Average Number of Tolerant
Messages delivered to Data Collector Per round.

3 Conclusion and Future Work

We propose a scheme for data collection using jointly
mobility of data collector and clustering
algorithm .With mobility we distribute the load around
the network and using clustering we also distribute the
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load with rotation of cluster heads and finally the
lifetime of network is maximized. There is no
synchronization between sensor nodes and data
collector and the computation complexity in our work
is also simple. From simulation results we show that
our scheme has the potential to maximize the lifetime
of wireless sensor network better than the scheme with
mobile data collector moving along boundary of
sensing field. We are currently study the same scenario
with some modifications to GPSR to decrease the
transmissions to give a better results than previous and
evaluate this scenario with more metrics.
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Abstract

The cover generation problem is relevant to
the problem of creating large-scale wireless
sensor networks with short-ranged sensor nodes
that may not be capable of transmitting to the
base station. Quickly and efficiently placing
relay nodes allows the sensors to save on
battery power and transmit information back to
the base station via the relay nodes. Placing a
minimal cover of relays is at least an NP-hard
problem. We present a geometric tiling
algorithm to construct an approximation to a
minimal covering set in O(n) time.

Keywords: geometric tiling, minimal
covering sets, wireless sensor networks

1. Introduction

There are a wide variety of polynomial time
approximation schemes (PTAS) that can
approximate solutions to the minimum geometric
disk cover (MGDC) problem, but none in
current literature can do so in O(#n) runtime. We
present an algorithm that computes an
approximation to the MGDC problem with
reasonable disk-to-point efficiency for many
instances of the problem in linear runtime. The
motivation for this research is to computer
optimal designs for building wireless sensor
networks (WSNSs). Some WSN structure
problems can be cast as MGDC problems.
While for many applications long runtimes of
current algorithms are not an issue, for time-

1 The University of Akron
Department of Computer Science
liszka(@uakron.edu

sensitive problems or very large regions with
large sets of sensor nodes (SNs), computing a
covering set of relay nodes (RNs) can take
unreasonably long.

Some applications can tolerate tens of hours
computing an optimal networking solution that
requires as few relays as possible. However, not
all networking environments have the luxury of
unlimited design and setup time. For time-
sensitive applications, computing a fast and
reasonably accurate solution to a covering set of
a network can achieve a “good enough” solution
that will save lives. The network will be more
costly, but it can start being built immediately.
This kind of algorithm could be useful for
providing real-time logistical and tactical
information to moving front-line military units
and ensuring that search-and-rescue teams have
real-time information. Because these kinds of
environments do not tolerate time delays, a less
efficient network now is far more valuable than a
more efficient network later.

This paper presents a geometric tiling
algorithm for approximating a minimal covering
set in the context of a two-tiered, single-hop
WSN. This can alternately be described as an
approximation scheme for the MGDC problem.
The next section gives background on the
problem along with related research. A formal
description of the geometric tiling algorithm and
an analysis of its performance is given in section
3. Analysis and experimental results are given in
section 4. Conclusions and future work are given
in the final section.
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2. Background and Related Research

WSNs consist of a set of sensor nodes that
collect information and wirelessly communicate
with one another. There is either a Base Station
(BS) that aggregates the information in the
network or an outside access point to the
network. There may or may not be RNs that act
as network gateways for SNs within a small
region around them. The presence of RNs
determines if a WSN s one-tiered or two-tiered
[1]. One-tiered WSNs have only sensor
components. SNs are either deliberately placed
or randomly dropped into a region, and an
appropriate way to route data through the
network must be found.

There has been significant research into
algorithms for generating two-tiered covers of
WSNs within the past decade. Two-tiered
WSNs have not only a set of sensors in a region,
but also have a set of relay nodes that act as
network gateways for sensors in a small region
around them. These algorithms usually assume a
random distribution of SNs in a given region. A
layer of relay nodes is placed such that the relay
layer forms a cover over the sensors. The SN's
sole purpose is to gather information and
forward it to a local RN. For many applications
the SNs are designed to be built as cheaply as
possible, and thus do not have the battery power
and design parameters to transmit data long
distances. The RNs collect data from the SNs
within a small region and relay the data either
directly to or through one another back to a BS.
Each RN in a single hop two-tier WSN has a
direct connection to the BS. An example single-
hop two-tiered network is shown in Figure 1.

Single-hop two-tier WSNs only require that
the SNs transmit to the RNs, and do not require
that the RNs be able to transmit to one another.
The only requirement on the set of RNs is that it
forms a covering set of the SNs. It is assumed
that either the data will be consolidated at the
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RN for later collection or each RN has some
capability of transmitting its information back to

& Relay Node
v Sensor Node
{3 Base Station

Fig. 1. Atriangular grid of RNs

a BS. In the latter case, the RNs that are more
distant from the BS will deplete their power
more quickly than those further away [1].

Despite  this drawback, this network
architecture is still useful for networking
environments where RNs have satellite uplinks,
long range directional wireless communication
or landline access. There is extensive study on
this problem in terms of the minimum geometric
disk cover (MGDC) and discrete unit disk cover
(DUDC) problems.

2.1 Minimum Geometric Disk Cover

Given a region D containing a set P with n
points, generate minimal covering set of unit
disks C such that for each p € P, 3 ¢ € C such
that p € c.

2.2 Discrete Unit Disk Cover

Given a region D containing a set P with n
points and a set of unit disks D, select a minimal
covering set of unit disks C C D such that for
eachp € P, 3¢ € Csuchthatp € c.
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2.3 Comparison

The MGDC algorithm allows disks to be placed
anywhere within the region, while the DUDC
problem only allows disks to be placed in
specific locations. Both the MGDC and DUDC
problems have been proven to be NP-complete
[2], but both also allow polynomial time
approximation schemes. A PTAS generates a
solution to an NP-Hard problem in polynomial
time that is no more than some constant multiple
of the optimal answer. A wide variety of PTAS
have arisen for both of these problems. Many
algorithms for DUDC have been proposed that
generate solutions of no more than some
constant multiple greater than one of the optimal
solution in reasonable time [3, 4, 5, 6]. By
comparison, algorithms for the MGDC problem
generally require much longer runtimes, but can
guarantee an arbitrary (1+€) level of accuracy to
the optimal solution of disks placed anywhere in
the region. Depending on the accuracy required
and the algorithm used, MGDC and DUDC
PTAS can be as fast as O(#°) or slower than
O(n™®). Some connected cover algorithms from
the multiple-hop two-tiered problem, such as the
2CRNDC algorithm, are very similar to MGDC
algorithms; only as a last step do they guarantee
connectivity [7]. Some of the more recent work
in this problem includes research by Liao and Hu
[8], of which a modified algorithm is featured
later in this work as a point of reference for the
algorithm we present. Liao and Hu's algorithm
build off of general set-based PTAS for
approximating the MGDC [9].

3. Formulation of the Algorithm

We present an algorithm for generating a
reasonably small unit disk cover of a set of
points in O(n) time [11]. The approach for this
algorithm relies on the uniformity of a triangular
grid. Consider the problem of finding the most
efficient cover of a large but finite plane using

Fig. 2. A triangular grid of RNs.

Fig. 3. A hexagonal cover of RNs.

disks of radius 1. Pompili et al. showed that the
most efficient regular cover is a triangular grid of
disks as in Figure 2, with a point-to-point
transmission distance of V3 [10]. However, our
problem formulation does not require that we
cover the entire region. We only need to
provide a covering set for a set of » points in the
region, representing SNSs. We abstractly
generate a cover of the region by overlaying a
tessellation of hexagons of circumradius 1 with
centers at each point on a triangular grid of edge
length V3. The hexagons in the region appear as
in Figure 3. A hexagon of circumradius 1 is a
regular hexagon inscribed in a circle of radius 1.
Potential RN locations are only at the points on
the triangular grid. Each RN only receives
messages from SNs within the RN's
corresponding hexagon. The algorithm iterates
through the » SNs and adds the nearest point on
the triangular grid to a solution set. By placing a
unit disk at each point in the solution set, we
produce an approximation to the minimal unit
disk cover of the » points.

Problem  Statement. given a region R
containing a set P with »n points, generate an
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approximation C to the minimal covering set of
unit disks such that for each p € P, 4 ¢ € C such
that p € c.

Table 1 provides the notations used. Given a
region filled with » SNs, we approximate a
covering set. For the purpose of this
formulation we will assume we are given a
square region containing the SNs. In practical
problems, the region would be defined as the
minimal square that contains the set of SNB.
Label this square region R with side length s.
Our objective is to approximate the minimal
cover of the SNs using a triangular grid of RNs.

The RN-SN transmission range » forms a
convenient non-dimensional scaling for this
problem.  We call the non-dimensionalized
region R, with side length s,. In this region, the
RN-SN transmission range is 1. By scaling all
distances involved by r, the algorithm generates
a cover for any size region efficiently.

We  abstractly  tessellate  the  non-
dimensionalized region R, with hexagons of
circumradius 1. The RNs at the centers of the
hexagons form a triangular grid. Each SN in R
will be mapped to points in D, via the
transformation

(zn,p), ym,p)) = (i U—p) : 1)

S
where (x,, y,) is the location os the SN p.

Given any square or rectangular region, we
may orient the hexagons as in Figure 6, such that
the hexagons fit neatly in the upper left corner of
the region with minimal waste. We can then
compute the coordinates of any RN.
Tessellating the square region R, this way

Sn

requires no more than L/?W 1 columns and

2]+ 1 rows of hexagons of circumradius 1.
Implementing the algorithm does not actually
require the generation and storage in memory of
the entire set of hexagons, merely the conceptual
knowledge that we have overlaid it on the
region.
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We iterate through each SN and select the
nearest hexagon in the grid. The regular nature
of the tessellation makes finding the nearest RN
a constant time arithmetic process. These RNs
locations do not need to be pre-computed and
then selected, as they can be computed on the fly
using arithmetic and rounding.

Table 1. Variable definitions.

Variable | Description

R The 2D region.

R, The non-dimensionalized 2D region.

s The side length of R.

Sy The side length of R,.

r RN — SN transmission range.

C An approximation to the minimal disk cover.

P The number of sensor nodes.

n The number of SNs.

X, The x-coordinate of sensor p.

Vp The y-coordinate of sensor p.

X(np) The non-dimensionalized x-coordinate of
sensor p.

Vlnp) The non-dimensionalized y-coordinate of
Sensor p.

The RNSs, as they are set up in this problem,
form a triangular grid. Each row on the
triangular grid has the same y-coordinate. Every
second row has an offset x-coordinate. We can
immediately eliminate all but two potential
candidates for the nearest RN to a SN by simply
looking at the coordinates of the sensor. The
sensor will fall between two rows of relays.
Counting from the top, odd numbered rows will
have a horizontal offset of V3 / 2 from the even
rows. Within each row, the x-coordinate of the
SN will be closer to either the RN on its left or
on its right. Each row then has a closest RN to
the SN, and the closer of these two RNSs is
chosen to cover that SN.

We create a selected relays matrix M of
booleans that stores whether or not the j'" RN in
the i" row of RNs must be selected to form a
cover. This has the disadvantage of taking up a
large block of memory by requiring a matrix of
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G\/J * l) Gﬁw * l) booleans, but avoids
writing duplicate RNs to the solution set C. We
then compute the location of the j" RN in the i
row for each true in M. These RNs make up C.

To map the locations of the RNs in R, back to
the region R, the corresponding location in R for
an RN at x,,y, InR, is

() = (roxn, 7) )

a set of points such that when we place an RN at
each of these points, we have a cover of the SNs
in R. Each SN will be within » units of distance
of the nearest RN. This is an approximation to
the minimal cover of disks of radius r.

Due to the properties of MGDC problem and
the formulation of the triangular grid algorithm,
there is no simple way to compare precisely how
accurate of a solution the algorithm provides to
the optimal solution. The MGDC problem is
NP-complete, and so finding the optimal disk
cover takes an unreasonable amount of time to
compute for any random  simulation.
Additionally, the only mathematical bound the
algorithm gives to the efficiency of its cover is
that it is the most globally efficient layout of
relays on the plane.

4. Analysis and Preliminary
Experiments

The algorithm was run on a desktop machine
using MATLAB R2011b. A set of points are
generated using a uniform distribution in a
square region of side length s = 10. This side
length was chosen as it was large enough to see
noticeable  differences in  solutions and
computational times, as well as being small
enough to compute in a reasonable time. The
algorithm computes the locations of a triangular
grid of unit disks that covers the region, then
finds approximations to the minimal cover of
unit disks on that grid.

Sensor densities of (n/s* = .1, .25, .5, .75, 1,
2) were considered to determine each the
algorithm's response to networks of varying
densities. An example of the output for n/s* = .5
is shown in Figure 4. Results of the simulation
shows that the algorithm performed in O(n) time
for simulations of all sizes of n. Memory usage
was not a concern until the input data size grew
to a very large n. Figure 5 shows the triangular
grid algorithm across the trials we ran.
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Figure 4. The triangular grid algorithm.
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5. Conclusions and Future Work

We presented an O(x) triangular grid algorithm
for approximating the minimum geometric disk
cover of a set of points in a region. While the
algorithm presented is not an epsilon-
approximation, its speed and practical
performance for generating approximations to an
NP-Complete problem in linear time makes it
suitable for some applications including
guaranteeing coverage in dense or rapidly
changing wireless sensor networks. For
emergency situations and military applications,
time is the primary issue for building an effective
network, not cost. This algorithm provides a
method for quickly generating covering sets of
almost any size network.

The triangular grid algorithm could be
improved. A better approximation could be
found by culling relays from the grid using some
simple enumerative techniques to identify
unnecessary relays. Additionally, search
techniques could be used to generate connected
covers by finding unconnected spaces and
connecting them with a shortest path of relays.
While this would increase the runtime of the
algorithm, it could provide fast solutions to the
multiple-hop  WSN problem.  The runtime
increase would likely be dominated by the
runtime of the search algorithm. Common
search algorithms, such as breadth-first and
depth-first searches, are O(n°). The algorithm
would also generate an acceptable starting point
for iterative methods for calculating a minimal
cover.

Additionally, the algorithm deserves a
comparison to an MGDC algorithm that is not
restricted to a triangular grid.  While the
triangular grid algorithm provides adequate
solutions on the grid, at this time we are looking
at how the algorithm compares to a true MGDC
algorithm in terms of RN-SN ratio.

Int'l Conf. Wireless Networks | ICWN'12 |

6. References

[1] Xu, K., Hassanein, H.,Takahara, G. and
Wang, Q., Relay node deployment strategies
in heterogeneous wireless sensor networks.
IEEE Transactions on Mobile Computing,
9(20:145-159, February 2010.

[2] Masuyama, S. and Ibaraki, T. and Hasegawa,
T., The computational complexity of the m-
center problems on the plane. /IEICE
Transactions, 1981, E64-E, pp. 57-64.

[3] Clinescu, G. and Mndoiu, I. and Wan, P. and
Zelikovsky, A., Selection forwarding
neighbors in wireless ad hoc networks.
Mobile Networks and Applications, 9:101-
111, 2004.

[4] Carmi, P. and Katz, M. and Lev-Tov, N.,
Covering points by unit disks of fixes
location. In Takeshi Tokuyaa, editor,
Algorithms and Computation, volume 4835
of Lecture Notes in Computer Science, pp.
644-655. Springer Berlin/Heidelberg, 2007.

[5] Claude, F. and Dorrigiv, R. and Durocher, S.
and Fraser, R. and Lpez-Ortiz, A. and
Salinger, A., Practical Discrete Unit Disk
Cover Using an Exact Line-Separable
Algorithm, Algorithms and Computation,
vo, 5868 of Lecture Notes in Computer
Science, pp. 45-54, Springer
Berlin/Heidelberg, 2009.

[6] Das, G. and Fraser, R. and LA2pez-Ortiz, A.
and Nickerson, B., On the discrete unit disk
cover problem. Naoki Katoh and Amit
Kumar, editors, WALCOM: Algorithms and
Computation, vol. 6552, Lecture Notes in
Computer Science, pp. 146-157. Springer
Berlin/Heidelberg, 2011.

[7] Hao, B. and Tang, H and Xue, G., Fault-
tolerant relay node placement in wireless
sensor networks: formulation and
approximation. In Workshop on High
Performance Switching and Routing, pp.
246-250, 2004.

[8] C. Liao and S. Hu, Polynomial time
approximation schemes for minimum disk



Int'l Conf. Wireless Networks | ICWN'12 |

cover problems., Journal of Combinatorial
Optimization, 20:399-412, 2010.

[9] Nieberg, T. and Hurink, J. and Kern, W.,
Approximation schemes for wireless
networks, ACM Trans. Algorithms, 4:49:1-
49:17, August 2008.

[10] Pompili, D. and Melodia, T. and Akyildiz, I.

F., Three-dimensional and to-dimensional
deployment analysis for underwater acoustic
sensor networks, Ad Hoc Networks, 7(4):
778-790, 20009.

[11] Martinez, A., A Geometric Tiling
Algorithm for Approximating Minimal
Covering Sets, a Master's thesis presented to
the Graduate Faculty of The University of
Akron, December 2011.

155



156

Int'l Conf. Wireless Networks | ICWN'12 |

DISTRIBUTED SENSOR NETWORKS: AN
APPROACH

Polzonetti Alberto, De Angelis Francesco, Marcantoni Fausto
School of Science and Technology
Camerino (ITALY)
name.surname@unicam.it

Abstract - The emerging of global computing is changing the
classical system model of computation - stand-alone and
isolated - to an open, global and connected one, by showing
the needs to suitably manage critical aspects of the concurrent
and distributed computation in heterogeneous environment. In
this paper, we present a regional project that aims to develop
an open service platform in order to integrate heterogeneous
sensing information in order to facilitate the administrative
decision-making processes
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1 Introduction

During last years, several activities have taken place in
order to monitor environmental changes with the aim of
supporting the ordinary activities in the territory
administration. This has brought the deployment of several
sensing systems each one with own features and peculiarities.
These systems work correctly in their specific application, but
usually they are not reusable in different applications due to
the lack of interoperability. Moreover, as sensor networks
become more pervasive there emerges a need for interfacing
applications to perform common operations and
transformations on sensor data.

In this contribution, a regional project is showed, which aims
to meet this issue. The project intends to study and experience
a novel platform able to reorganize developed solutions (e.g.
geographic information systems, sensor networks) in a new
worldview that aims to improve and integrate the actual state
of art in this sector.

The platform will employ monitoring systems and sensor
networks to keep track of the status of the environment under
a new point of view where all can be controlled and managed
using a well-defined access way that facilitates the
management of heterogeneous data provided by different
sensing systems: the main goal is to obtain a wide open
system with an elevate degree of interoperability among
monitoring services.

2 Project Overview

Our project is attempting to analyze and deploy an open
software platform able to support the realization, the
maintenance and the evolution of a territorial control system:
the interest is not only at research level, but it aims to apply
this research in real case study involving civil protection
organizations that will provide their already existing sensing
systems.

The first phase of the project regards the study of this
platform and its basic services, focusing on the possible
problems and on the characterizing aspects that can simplify
the management and the accessibility of environmental
information useful for administrative decision making. In
order to increase the interoperability, standard interfaces for
web applications and services must be defined. This study will
provide the individuation of basic services for applicative
fields, such as the geographic one, the workflow one, the
sensors one, the knowledge one.

The second phase regards the case study and the deployment
of a prototype for the security and the monitoring of the
territory. The basic idea is to experiment the platform to
integrate existing sensing devices and web technologies for
the gathering of territorial data to detect critical events.

3 The open special platform

The purpose of the former phase is to study the available
methodologies and technologies, that can be used to support
this open platform. This study must relate the main platform
features with the actual specifications defined by the
standardization committees, in particular standards regarding
web technologies (e.g. web services [2]), communication
protocols (e.g. ZigBee communication protocol suite [10])
and the interaction patterns (e.g. service interaction patterns).

In this phase, we need to define a service platform that
integrates primary services, in a homogenous way, for the
following application fields:
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Figure 1 Open Service Platform

Geographic services: the aim of this services is to allow the
access to geographic archives in order to obtain a virtual
spaces modeling, a geographic data querying and a
geographic-based data interpretation;

Services for the applicative cooperation based on synchronous
and asynchronous collaboration profiles for the exchange of
the informative flows between monitoring systems (e.g.
workflow and Publish & Subscribe service)

Sensor services for the control sensor device and the
management of distributed sensor information;

Knowledge services: that provide access to or operate over
knowledge resources, like rule engines and automated
reasoners;

Support services for the management of the technological
infrastructure. These are centralized and demanded to specific
operative points that also monitor the systems and the
applications, control the security conditions and, in general,
the operative and administrative applications needed for the
correct operability of the informative system.

3.1 Geographic services

Nowadays national governments and international
organizations are moving towards this direction and the
growing adoption of infrastructures of standardized spatial
data is a demonstration. INSPIRE European community aims

to standardized territorial information and services simplifying
the integration [3]:

“Art. 1 - ... In order to bring about such integration, it is
necessary to establish a measure of coordination between the
users and providers of the information so that information and
knowledge from different sectors can be combined”

“Art. 4 - The Infrastructure for Spatial Information in the
European Community (Inspire) should assist policy-making in
relation to policies and activities that may have a direct or
indirect impact on the environment.”

In this area, our interest is to simplify the representation of the
territorial information, to share and to use them according to
the specifications given by the Open Geospatial Consortium
(OGC) [7].

What we have intention to do is a survey on the existing
services to understand the current state of art and the needed
improvements. Our approach aims to come to a point where
the geographic information will not be anymore the object of
the service, but they will be a “building block” for more
“intelligent” systems.

3.2 Applicative cooperation

We define a workflow as “a block of activities correlated by
different relationship typologies” and so we are interested in
workflow management systems [4], that are able to describe
the modeling, the definition, the execution and the monitoring
of the business processes. The main aim is to identify a new
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methodology to integrate workflow with different cooperation
paradigms, like Publish & Subscribe, Tuple Space-based and
so on. This is due to the heterogeneity of the involved system
that can have limited resources (e.g. memory, energy, CPU).
For this reason a more light cooperation way is needed in
order to preserve the lifetime of this system and monitoring of
critical events.

3.3 Knowledge domain

The increasing attention on semantic technologies brings a
novel and efficient approach to share data among several data
sources in a distributed networked environment. In this way,
different applications can be integrated dynamically using a
shared Knowledge based on ontology.

However, the main problem regarding Geographical
Information Systems (GIS) [1] is the lack of integration
among heterogeneous systems. An efficient solution is
represented by the ontology-based GISs, a schema that brings
a dynamic and open integration for different systems.
Ontology solves this issue with a mechanism to specific in an
explicit way the concepts to use in the applications: this helps
especially the information sharing, because otology can
specify the nature of the involved entities. What we propose
is to create ontology and meta data based GISs, that are able
to associate, extract and elaborate information expressed in
different languages. In particular, ontology is a key
conceptual tool for gathering, specifying, storing,
maintaining, managing and representing explicit and implicit
knowledge contained in a complex domain like GIS.

The advantages that we want to obtain using this approach
are:

Physic and logic independence among system entities;
System scalability;

Improvement of information management;

Better Interoperability among GISs;

System customize based on user profiles;

3.4 Sensor services

Last years have seen a growing interest in the sensor
networks, that represent a mature technology for the
development of low-cost and low-consume distributed
applications which are used to exchange environmental
information within wide geographical areas. A sensor
network is an autonomous collection of mobile nodes that

Int'l Conf. Wireless Networks | ICWN'12 |

communicate over wireless links. In general, a sensor is an
autonomous unit that is able to elaborate a set of operations,
to sample/interact with the environment and to cooperate with
other devices. But these networks usually suffer from
significant robustness issues due to limited resources, such as
battery, memory and CPU.

Sensor networks have been widely used in the development
of decision support systems [6], in particular, for
environmental monitoring applications. However, this
increasing deployment has brought to the development of
different information management and storage mechanisms
causing an impracticable cooperation among sensor devices
provided by different vendors. For this reason, several
initiatives have taken place in order to develop an intuitive
and expressive approach for representing and integrating data
provided by different sensor typologies, for example:

SINA: Sensor Information Networking Architecture [9];
SenseWeb [8]; IrisNet: Internet-scale resource-intensive
sensor network services [5].

The main aim of this section is to develop a global and
heterogeneous sensor network that allows information sharing
using interoperable and standardized interfaces. In this
direction, we consider the Sensor Web Enablement initiative
proposed by OGC a possible approach for our problem.

4 Case Study: « Protezione Civile »

The second aim of our project is the deployment of a
prototype for the security and the monitoring of the Le
Marche region. Our experimentation will provide:

The classification and the specification of possible critical
events and risk scenarios in order to identify a procedure to
detect them;

The identification of the existing available monitoring
systems;

The realization of prototypes for Sensor Web Services;
The verification of the prototype functionality;

The realization of a demonstrative application for the
environmental monitoring.
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The features that our system should have are: open-source
code, tools to support a development community;
interoperability with geographical standards and a
customizable GUI.

4.1  The Scenario

The civil protection is a system that operates, in the regular
scenario, to develop predictive analysis in order to monitor
and prevent risks that can threaten the territory and, in the
emergency scenario, to provide support for the emergency
management. Civil protection system is a complex system, in
which cooperate several institutions, operative structures and
public and private organization.

In Italy, the “Protezione Civile” is an organization that deals
with prevention, management and resolution o possible
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emergencies in a regional and national area. Its goal is to
safeguard the lives, goods and buildings integrity from any
calamities. In order to control the environment status, the
“Protezione Civile” is supported by the RMIPR (Rete Metro
Idro Pluviometrica), a regional network that monitors weather
conditions: this net provides eleven typology of sensor
distributed in the whole area, these sensors communicate each
other by radio channels; our task is to extend this network
with other private monitoring systems that are deployed in the
region. This is the first step to realize an active monitoring
system for the territory, that will adopt other than the use of
the sensor networks and system already active, a new mobile
system for video-acquisition, that should give the possibility
to measure, recognize and rebuild in a 3D scenario, the
environment according to the necessity.

Figure 2 Example of Scenario

5 Conclusion

This work shows the introduction of project that can
significantly support the development of monitoring
applications. The development of intra- and inter-
organizational applications represents one of the most
involved problems of monitoring systems.

The development of the open service platform can enable
public administrations to manage environmental information
that can be used to support territorial decision-making

process and to monitor for example outsourcing services (e.g.
rubbish administration).

Solutions like the proposed one are not available, and in
general there are not standardized and consolidated platforms
able to integrate data from sensors, workflows and ontology
in an efficient way; the only thing in this direction is the
presence of some proprietary software created ad hoc for
particular application scenarios, and not accessible to
everybody. Anyways these kinds of software present several
problems: they are static, extremely expensive and not
interoperable.
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Abstract—Due to the lack of a centralized coordinator for
wireless resource allocation, the design of medium access control
(MAC) protocols is considered crucial for throughput enhance-
ment in the wireless ad-hoc networks. The receiver blocking
problem, which has not been studied in most of the MAC
protocol design, can lead to severe degradation on the throughput
performance. In this paper, the diversified receiver transmission
(DRT) is proposed to alleviate the receiver blocking problem
without the adoption of additional control channels. The adaptive
receiver transmission (ART) scheme is proposed to further
enhance the system throughput with dynamic adjustment of
the selected receivers. Simulations are performed to evaluate
and compare the proposed two protocols with existing MAC
schemes. It can be observed that the proposed ART protocol
outperforms the other schemes by both alleviating the receiver
blocking problem and enhancing the system throughput for the
wireless multi-hop ad-hoc networks.

Keywords: Wireless multi-hop networks, medium access
control, receiver blocking problem.

I. INTRODUCTION

A wireless multi-hop network (WMN) [1] adopts wireless
communication technologies to maintain connectivity and ex-
change messages between decentralized nodes in the multi-
hop manners. This type of wireless networks are capable
to perform self-creating, administering, and organizing the
network connectivity. With the decentralized characteristics of
the WMN:Ss, feasible design of medium access control (MAC)
protocol is considered important for performance enhance-
ment. However, the connectivity between the network nodes
are in general not guaranteed in the WMN, which incurs
notorious exposed node and hidden node problems [2]. Some
early attempts for resolving these problems in the literature [3],
[4] suggested the usage of request-to-send (RTS) and clear-
to-send (CTS) mechanisms, which were later adopted by the
IEEE 802.11 standards. The well-adopted IEEE 802.11 MAC
protocol suite [5], [6] can be employed in the WMNs since it
has been specified to support decentralized operations called
the ad-hoc mode.

However, it has been studied [7], [8] that the deployment
of ad-hoc mode in the IEEE 802.11 network does not always
result in feasible performance. Even though the hidden node
and exposed node problems can be partially alleviated by
adopting the distributed coordination function (DCF) in the

IThis work was in part funded by the Aiming for the Top University
and Elite Research Center Development Plan, NSC 99-2628-E-009-005,
the MediaTek research center at National Chiao Tung University, and the
Telecommunication Laboratories at Chunghwa Telecom Co. Ltd, Taiwan.

IEEE 802.11-based protocols, an extended problem called
receiver blocking or unreachability will be induced by the
hidden node and exposed node problems thereafter. The re-
ceiver blocking problem occurs when the intended destination
is located within the coverage of an on-going transmission
pair. The destination node is not able to response to the cor-
responding RTS packet from the sender since the destination
will be in the silent state caused by either the virtual carrier
sensing (VCS) or the physical carrier sensing (PCS). In such
case, the source node which is outside the range of this on-
going transmission pair will confront a series of connection
failure with its destination, which will result in the increase of
unnecessary control overheads by initiating the RTS packets.

It has been investigated in several studies [9]-[12] regarding
the severe performance degradation in ad-hoc networks. The
dual-channel (DUCHA) [9] MAC protocol was proposed to al-
leviate the receiver blocking problem by adopting an additional
channel for the transmission of control packets; while the
data packet is transmitted in the data channel. However, each
network node is required to install at least two transceivers in
DUCHA scheme which is not always considered realistic due
to hardware limitation and cost. On the other hand, the eMAC
protocol [10] is proposed based on a multiple access collision
avoidance (AMACA) protocol [11] to deal with the receiver
blocking problem. The eMAC-table contains partial topology
information of a network node and is periodically exchanged
between the neighbor nodes. Therefore, a node can maintain
and utilize the dual-hop neighborhood graph to determine the
best strategy for the transmission of individual communication
pause (ICP) packet which solves the ICP broadcast storm
problem in the original AMACA protocol. Note that the ICP
packet is utilized when a network node is notified to be
silent for the duration of network allocation vector (NAV)
and unfortunately becomes unreachable. Moreover, a enhanced
IEEE 802.11 protocol that operates similar to the conventional
DCF scheme is proposed in [12], which is called eDCF
protocol in this paper for notational convenience. After sending
the RTS packet to the intended receiver, the source node will
set a timeout duration waiting for the CTS response. If the
CTS packet has not been received after the timeout period,
the eDCF scheme will provide an additional opportunity to
select another receiver from its queue to deliver data packet
since this channel within the coverage of the source node has
already been reserved.

In this paper, the diversified receiver transmission (DRT)



164

mechanism is proposed to cope with the receiver blocking
problem without adopting either additional control channels
or transceivers. The DRT approach is proposed to provide
additional opportunities for the transmission to multiple re-
ceivers and reduces the NAV duration in order to provide
channel accessing opportunities for the other nodes in the
network. However, the DRT scheme may suffer performance
degradation under specific network scenarios which lead to the
proposal of adaptive receiver transmission (ART) protocol in
order to further enhance the network efficiency and channel
utilization. The evaluation of the proposed schemes will be
performed and compared with the conventional DCF, the
eMAC, and the eDCF protocols via simulations. It will be
shown that the receiver blocking problem can be effectively al-
leviated with the adoption of proposed DRT and ART schemes.
The network throughput can consequently be enhanced.

II. NETWORK MODEL AND PROBLEM STATEMENT

Considering a set of nodes N = {N; |Vi} within a two-
dimensional Euclidean plane, the locations of the set IN are
represented by the set P = {Px, | Py, = (zn,, yn,), Vi}. It
is assumed that all the nodes are homogeneous and equipped
with omnidirectional antennas under a single channel. The
set of closed disks defining the transmission ranges of N
is denoted as D = {D(Py,, R)|Vi}, where D(Py,,R) =
{x||lx = Pn,|| £ R,Vx € R?}. It is noted that Py, is the
center of the closed disk with 2 denoted as the radius of the
transmission range for each N;. Each node in the transmission
range D(Py,, R) can communicate with N; by utilizing the
IEEE 802.11-based MAC features for channel allocations,
including PCS, VCS, and binary exponential backoff (BEB)
[13]. Moreover, the one-hop neighbor table for each N; is
defined as Ty, = {Ni| Py, € D(Pn,,R),Vk # i}.
The receiver blocking problem associated with the receiver
blocking group are defined as follows.

Definition 1 (Receiver Blocking Group). Given the set S C
N which includes all the transmitters and receivers, the
receiver blocking group is defined as B = |J Nes T, since
all the nodes in B are blocked either by the carrier sensing
mechanisms or due to the on-going packet transmission.

Problem 1 (Receiver Blocking Problem). Let B be the re-
ceiver blocking group within the network. The receiver block-
ing problem occurs while a node N; € (N — B) intends
to communicate with a node N; € B. Due to the blocking
nature of IV;, a large amount of useless connection-request
packets will be issued by /NV;, which leads to the degradation
of network throughput.

Fig. 1 illustrates the schematic diagram for the receiver
blocking problem with the network topology and the corre-
sponding timing diagram. As shown in Fig. 1(a), it is con-
sidered that N7 and N> constitute the on-going transmission
pair as identified by the solid arrow. The receiver blocking
problem happens if N4y € (N — B) intends to initiate a
communication link with N3 € B, i.e. denoted by the dashed
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Fig. 1. The schematic diagram for the receiver blocking problem: (a) the
network topology, and (b) the timing diagram.

arrow. Based on Definition 1, the receiver blocking group is
obtained as B = {Ny,..., Ng}, which lies within the light
gray region as in Fig. 1(a). Referring to Fig. 1(b), N4 will
attempt to communicate with N3 by transmitting the RTS
packet (i.e. RTS;) after the successful channel contention.
Based on the broadcast nature, Ng and N will also receive
the RTS; packet and consequently set up their corresponding
NAV timers in order to refrain from accessing the channel, i.e.
Tnav = Ters+TpatatTack +3Ts1rs+31prop. It is noted
that the subscript in each timing parameter is utilized to denote
its corresponding meaning, i.e. Tors, Tpatas Tack, TsiFs,
and T,,,p, indicate the time durations for the CTS packet,
data packet, ACK packet, the short inter-frame space, and the
propagation delay respectively. Moreover, Ts;,¢ and Tprpg in
Fig. 1(b) represent the slot time of conventional IEEE 802.11
standard and the time duration for the DCF inter-frame space
respectively; while the parameter Ty,cros s indicates the time
interval for the current backoff window of a node.

However, N3 will not respond to the RTS; packet with a
corresponding CTS packet due to the PCS/VCS mechanisms.
After a timeout Tiipmeout = ToTs +Ts1rs+Tprop for waiting
the CTS packet, N4 will double its backoff window and re-
initiate to communicate with N3 by sending another RTS
packet, i.e. the RTSs packet. In the meantime, N and N will
refresh their corresponding NAV timers based on the newly
issued RTS, packet as in Fig. 1(b). Consequently, N4 will
result in a great amount of useless retries of sending RTS
packets, which prohibit Np and No from contending the
channel and lead to the degradation of network throughput.

III. PROPOSED MAC PROTOCOLS

A. Diversified Receiver Transmission (DRT) Scheme

According to Definition 1, all nodes in the receiver blocking
group B will not respond to the node N; € (N — B).
Therefore, the transmission of the RTS packets from N; will
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fail in constructing the communication links to the nodes in
B. It is noticed that the unsuccessful reception of the CTS
packets by N; can be attributed to the factors as follows:
(a) packet collisions; (b) error reception of the CTS packet
from the receiver; and (c) the receiver located in the receiver
blocking group B. If the failure of acquiring the CTS packets
is due to the factors (a) and (b), the conventional BEB method
can be adopted to effectively resolve the drawbacks of the
missing CTS packets by expanding the contention window
and retransmitting the RTS packets. However, the BEB scheme
will not suffice for alleviating factor (c), which will in general
result in excessive and ineffective transmissions of the RTS
packets.

One intuitive method to resolve factor (c) is to terminate
the retransmission of the RTS packets since the RTS retries
have no contribution in constructing the communication links
with the node in B [10]. However, it requires node N, to
possess the information that the receiver is located within B,
which is considered inapplicable in realistic cases. The design
concept of the proposed DRT technique is to increase the
probability for selecting the destination that does not belong to
the receiver blocking group B. Instead of merely transmitting
the RTS packet to its original intended receiver in B, N; will
also attempt to utilize the same RTS packet for constructing
the communication links with the other receivers which are
not in the set B, e.g. N¢ as in Fig. 1(a). The policy of the
DRT scheme is to utilize the designed RTS packet (called
M-RTS) that will be specified and destined to more than one
receiver, i.e. to the set Ry, containing multiple receivers where
M denotes the maximal number of receivers that will be
specified within the M-RTS packet. In other words, additional
receivers within the neighbor table T, will be randomly
chosen to accept the M-RTS packet other than the original
targeted node that is located within the set B, i.e. the value of
M 1is designed to be always greater than one. In comparison
with the original RTS packet, there is an additional CTS
responding list in the M-RTS packet. This CTS responding
list records the order of response for each receiver in Ry,
which ensures that the M receivers can arrange their CTS
responses without collisions. Therefore, the probability for all
N;’s receiving nodes to be blocked will be reduced from py
to p}” , where 0 < p; < 1 is denoted as the probability
of transmission failure. Consequently, the receiver blocking
problem can be alleviated, which results in the enhancement
of network throughput.

Fig. 2 shows the exemplified timing diagrams for the pro-
posed DRT scheme. It is assumed that N4 wins the contention
for channel access and is ready to transmit its data packets,
where the maximal number of receivers within the multiple
receiver set R,s is chosen as M = 2. First of all, the ideal
case is considered where none of the selected nodes for R,
is located within the set B, e.g. Ry = {Np, N¢} as shown
in Fig. 1(a). Based on the proposed DRT scheme, N4 will
therefore transmit an M-RTS packet, i.e. the M-RTS 4 packet,
which targets the two receivers Np and N¢. Under the case
with non-blocking receivers, Np and Ng will sequentially
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Fig. 2. The data delivery process of the proposed DRT mechanism.

feedback their CTS packets to N4 with the time difference
of Tsrrs, where the order of the CTS feedbacks is specified
within the M-RTS 4 packet. After the reception of the CTSp
and CTS¢ packets, N4 will start the delivery of data packets to
both Np and N¢, respectively. Finally, the two receiver nodes
will acknowledge the data packets by the corresponding ACK
packets, i.e. ACKp and ACK¢.

On the other hand, the receiver blocking problem can
happen when one of the selected nodes in R, belongs to the
set B, e.g. Rys = {Np, N3}. Similar to the explanation as in
Fig. 2, N4 will initiate the M-RTS 4 packet that is addressed
to both Ng and N3. In this case, N4 will not receive the CTS
packet from N3 since N3 is within the receiver blocking group
B. Therefore, the data packet towards Np will be transmitted
after the end of two CTS response time since the DRT protocol
needs to wait for the required response time from the selected
destinations. Afterwards, Np will send the ACK packet if it
successfully receives the data packet from node N4. In the
case that N4 does not receive any CTS feedbacks, N will
re-initiate the contention process after a timeout period, which
is M multiple of the original length defined in the conventional
IEEE 802.11 protocol, i.e. Tyimeout, DRT = M - Tiimeout-

Furthermore, consider the same case that N4 intends to
transmit data packets to N3 as shown in Fig. 1(a), it can
be observed that N4 will continue to win the channel con-
tention on those retrials to N3 since all the other nodes will
consistently be set at their NAV states. As shown in Fig.
1(b), the NAV timer assigned by N4 is longer enough to
prevent the other competitors from contending the channel
during its retransmission to the node in receiver blocking group
B. In order to provide the channel accessing opportunities
for the competitors, the proposed DRT scheme reduces the
NAV duration specified within the RTS packet to a shorter
period of time which only protect until the end of current
transmission of the CTS packet, i.e. a NAV duration of
TNAV,DRT = Ttimeout,DRT will be set within the RTS
packet based on the DRT scheme. Therefore, the probability
of channel contention can be increased under the occurrence
of the receiver blocking problem.

B. Adaptive Receiver Transmission (ART) Scheme

As described in Subsection A, the DRT scheme may con-
front the inefficiency problem due to the requirement to allow
a large amount of sequential feedbacks from the CTS packets.
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Fig. 3. The timing diagram for the ART protocol: If N3 cannot correctly

receive the M-RTS packet from NV 4, it will set its NAV timer as T ongEr1Fs
in order not to interfere the CTS reception of other nodes. After waiting for
N3’s required CTS response time along with Tpr g, Np replies with a CTS
packet and further triggers the data transmission. The other destination nodes
will suspend their CTS feedbacks to IV 4.

In order to alleviate the problem associated with the DRT
scheme, the proposed ART protocol is designed to enhance the
system throughput by conducting opportunistic CTS feedback.
As shown in Fig. 3, N4 initiates the communication to the
designated M receivers by broadcasting the M-RTS packet
to its neighbors. Based on the order of receivers specified
in the M-RTS packet from N4, these M destinations are
designed to potentially reply their corresponding CTS packets
to N4 sequentially. One of the major design parameters in
the ART scheme is that the inter-frame space between two
CTS packets is modified from T's;rg to Tsrrs + Tsior, Which
is coincidentally equal to the point coordination function
(PCF) inter-frame space Tprrs. Note that the adoption of
Tprrs = Tsrrs+Tsior in the proposed ART scheme will not
conflict with the original centralized PCF coordination since
only ad-hoc operations are considered in the network. The
reason to wait for additional T%;,; within the Tp;pg is to allow
the receivers to verify if they should continue transmitting their
CTS packets. Since each receiver may not be able to hear
the CTS feedbacks from other receivers to /N4, an elongated
waiting time interval Tprrg is required for each receiver
to verify if there exists data transmission from N4 to its
pervious receiver after a successful M-RTS/CTS negotiation. If
a receiver does not hear the CTS transmission associated with
the data packet from N4 to its previous receiver after time
Tprrs, the receiver will initiate the delivery of a CTS packet
to N4 to request for data transmission. On the other hand,
with successful M-RTS/CTS handshaking between IV 4 and the
previous receiver, the data packet from N4 can therefore be
transmitted after the short time duration 7Ts;rg. Consequently,
by observing the on-going data transmission during the addi-
tional T;,; time interval, the remaining receivers will suspend
their CTS feedbacks to N4 in order to prevent unnecessary
channel reservation within their transmission ranges.

According to the mechanism as stated above, there is only
one selected receiver that replies its CTS packet back to Ny,
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which consequently can reduce the waiting time for other data
packets that are not destined to itself. Similar to the other non-
destination neighbors, those unselected destinations must wait
for the NAV period until the end of on-going communication.
Note that if a node can correctly receives the M-RTS packet,
it will set up its NAV timer for the time period as

Tnav,arr = Tsirs + (M —1)Tprrs + M(Tors + Tprop)

(1
Furthermore, N4 will re-initiate the contention process after
Tiimeout, ART = Tnav,arr if N4 does not receive any

CTS feedbacks. After data packet has been designated to a
specific receiver, the other non-selected receivers and non-
destination neighbors will refresh their NAV period to become
Tpata+Ts1rs +Tack +2Tprop until the data has completed
its transmission. Therefore, the channel can be completely
reserved within the transmission range of a source node, and
the channel reservation becomes more flexible if the source
node fails to establish the link with its receivers in this round
of transmission.

In certain situations, the receivers may receive scrambled
signals that can not be decoded such that the M-RTS packet
delivered from N4 will not be correctly received, e.g. the
receiver N3 as shown in Fig. 3. The reason is that these
receivers are located in the receiver blocking group B where
some neighbor nodes are simultaneously transmitting their
packets. Therefore, in order not to interfere with either the
CTS or ACK reception of other source nodes, N3 is designed
to wait for a longer NAV duration as long EIFS that can
be obtained as Trongrrrs = Tsirs + (M — 1)Tprps +
M(Ters + Tprop) + Tprrs, which is extended from the
conventional Trrrs = Tsrrs + Tors + Tp7-op + Tprrs in
the IEEE 802.11 system. Even if N3 can correctly receive
the M-RTS packet from N4, N3 may not be able to reply
its corresponding CTS packet since it can be NAVed by
other on-going transmission in its neighborhood. N3 will be
requested to refresh its NAV timer for Tnay,arr similar
to the other non-destination neighbors of N4. Furthermore,
consider a node, e.g., N, correctly receives the M-RT'S packet
from a source node N4, and is notified to be one of the
M receivers. During the time interval between the end of
M-RTS transmission and before its CTS feedback, Np may
receive other M-RTS or CTS packets from its neighbors before
Np to broadcast its corresponding CTS packet to the original
source node N 4. Under such situation, no matter if Ng will
be informed to be the receiver from other source nodes, Ng
will be requested to set its corresponding NAV timer according
to the newly received M-RTS or CTS packet, which results in
the termination of its original CTS feedback.

Referring to Fig. 3 as an example, it is assumed that N4
wins the contention for channel access and transmits its M-
RTS packet to M destinations. All of N4’s neighbors will
set their NAV period to be T'xy av, ar7. Consider the case that
N3 is unable to receive the M-RTS packet correctly from N4,
N3 will adjust its NAV timer as Trongrrrs in order not to
interfere with the other transmissions in the network. After
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Fig. 4. The flow chart for dynamic adjustment of parameter M; by adopting
the ART protocol.
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waiting for the time durations of both CTS; transmission and
Tprrs, Np will reply with its CTS feedback, i.e. CTSs, to
N 4 to request for data transmission. After observing the CTS,
packet from Np, the other nodes within the transmission range
of Np will set their NAV period to be Tpaiq + Tsirs +
Tack +2Tr0p Which is the same as that in the duration field
of conventional CTS packet. As N4 has received its first CTS
feedback from Np, N4 will begin the data transmission to
Np after the time duration of Ts;rg. The CTS feedbacks
from the other destinations, i.e. from the third to the M -th
candidate, back to N4 will therefore be suspended.

1) Dynamic Adjustment of Parameter M in the ART Pro-
tocol: The maximal number of receivers M for each sending
node should be determined in order to feasibly improve the
network performance. The proposed ART scheme allows each
node to maintain and dynamically adjust its own value of
parameter M based on the real-time network environment. In
order to further identify the dynamic behavior of parameter M,
it will be modified as M; where ¢+ = 1 to N with N denoting
the total number of nodes in the network. Fig. 4 shows the
algorithm for dynamically adjusting the parameter M; at every
node in the network. As a node wins the contention for
channel access, e.g. node N,, it will execute the algorithm to
determine the value of M, in this transmission round before
broadcasting its M-RTS packet. First of all, the range of M, for
N; will be determined for the dynamic adjustment algorithm as
[1, M; maz], where the maximum value of this range M; a4z
can be obtained as

Mi,maz = min{wiani} (2)

Note that the parameter n; denotes the total number of
neighbor nodes of N;. The other parameter w; in (2) is utilized
to limit the length of NAV timer of N;’s neighbor nodes not
to exceed the best case of a successful data transmission. In
other words, according to (1), the NAV duration for those
unselected destination nodes after receiving the M-RTS packet
from N; will be constrained to be Tyav,arr = Tsirps +
(wi = DTprrs + wi(Tors + Tprop) < 3Tsirs + Tors +
Tpata +Tack + 3T prop. Consequently, the parameter w; will
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be selected as

o {2TSIFS +Tprrs + Tors + Toata + Tack + 3TpTOpJ
’ Tpirs +Tors + Tprop

3)

The main purpose of the minimization in (2) is to intuitively
constrain the parameter w; derived from NAV duration not to
exceed the total number of neighbors n; of N;.

As depicted in the flow chart shown in Fig. 4, the dynamic
adjustment of parameter M, will first verify with an increasing
threshold Th; to determine if the current M; should be
increased or not. The verification criterion is based on the
number of successively transmission failures of the M-RTS
packets from the previous rounds, which is denoted as Cy. If
CY is greater than T'h;, the adjustment algorithm considers this
situation as potential occurrence of receiver blocking problem.
In general, the probability of continuously M-RTS collisions
will be small since the BEB mechanism can adequately avoid
packet collision if there does not exist the receiver blocking
problem. Therefore, the algorithm is designed to increase the
current M; value such that there will be additional receivers
to assist the data delivery process from the source node. As
shown in the left part of the flow chat in Fig. 4, the current
M; value will be verified whether it is less than the maximum
value M; ,qz. If the condition is true, the current value of
M; will be increased by one; otherwise, M; is set equal to
M; mas. Consequently, the counter C'y will be reset to zero to
initiate another accumulation of M-RTS transmission failures.

On the other hand, if C is less than the increasing threshold
Th;, the right part of the flow chart will be executed. In
this case, the design consideration is to examines whether
the current M; value should be decremented if the number
of continuously successful data transmission, indicated as Cf,
is greater than the decreasing threshold Thy. The reason is
that larger value of M, corresponds to excessive receivers
are selected which can cause long delay of the corresponding
CTS feedbacks. After the new M, value is determined, the
parameters associated with M; will be adjusted accordingly
such as M-RTS packet size, Txav,arT, and Trongrrrs for
node N;.

IV. PERFORMANCE EVALUATION

The performance of proposed DRT and ART schemes will
be compared with existing protocols including the conven-
tional IEEE 802.11a DCF protocol, the eMAC algorithm [10],
and the eDCF protocol [12]. Most of the parameters are
adopted from IEEE 802.11a standard; while the length of the
M-RTS packet is equal to 20 + 6(M; — 1) bytes. The network
nodes are randomly distributed in a 180 x 180 square meters
area. It is assumed that the active nodes always have data
packets to deliver, and the packets size are considered to be
the same. All the data packets generated from a source node
are assumed to be transmitted to its network neighbors and a
number of specific receivers are randomly selected. Both the
MAC header and the control packets, i.e. M-RTS, CTS, and
ACK packets, are transmitted at the rate of 6 Mbps; while
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the payload part of a data packet is delivered at data rate of
24 Mbps. Moreover, the increasing threshold T'h; is chosen
to be T'h; = 3, which indicates that the current M, value of
the source node is increased by one if the M-RTS packet is
continuously failed by three times. This selection is considered
reasonable in a normal node density of network layout since
the BEB mechanism can partially alleviate the packet collision
between the neighbor nodes. On the other hand, the decreasing
threshold is set to Thy = 8. In the following figures for
performance comparison, each data point is averaged from 50
simulation runs where each simulation run is executed for 50
seconds.

Fig. 5 illustrates the performance comparison for average
throughput under different number of nodes N with payload
size L = 3000 bytes; while the throughput performance is
compared under different payload sizes with N = 60 in Fig.
6. Note that the proposed ART protocol is evaluated under
three cases as M = 2, 4, and with dynamic adjustment
algorithm for M; which is denoted as ART-DA scheme. As
the total number of nodes in the network grows, one may
observe from Fig. 5 that the throughput performance of all
the schemes becomes worse since there can exist more packet
collisions and additional interference from hidden nodes. The
proposed ART-DA protocol can provide the highest throughput
performance compared to the other schemes owing to its
dynamic adjustment of selected receivers M;. The throughput
performance of eDCF protocol is similar to that of the DRT
scheme since the eDCF protocol provides a second chance
to deliver the data packet to another receiver if there is no
CTS feedback from the original destination. Furthermore, as
the payload size becomes larger as shown in Fig. 6, the
throughput performance is increased in all the schemes since
the source node is able to deliver additional information bytes
after winning the channel contention. The proposed ART-DA
protocol still outperform the other methods with the highest
system throughput owing to its better channel utilization
instead of constructing unnecessary connection attempts be-
tween the network nodes. Consequently, the simulation results
show that the proposed ART protocols, especially the ART-DA
scheme, can consistently outperform the other algorithms and
effectively alleviate the receiver blocking problem.

Fig. 7 illustrates the comparison of control overhead versus
number of nodes under L = 3000 bytes. Note that the control
overhead is defined as the number of RTS/M-RTS packets
over the number of CTS packets which implies the average
required RTS/M-RTS packets for a protocol to acquire a CTS
feedback from the selected receivers. In other words, as the
control overhead is increased, the protocol will operates in a
less efficient manner with worse channel utilization since it
wastes excessive time in establishing the connection to obtain
a CTS packet. As in Fig. 7, if the number of nodes is increased,
additional control overhead for all the scheme can be observed
which is attributed to the excessive packet collisions and
retransmissions within the network. The conventional IEEE
802.11a DCF protocol results in the highest control overhead
among all the schemes owing to its poor ability to handle
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the receiver blocking problem in the ad-hoc networks. Even
though the throughput performance of the eDCF protocol is
similar to that of the DRT scheme, excessive RTS packets
are required by the eDCF protocol which is attributed to
the second chance for delivering the data packet to another
receiver that is not confirmed by the second receiver’s CTS
packet. It can be observed that the proposed ART-DA scheme
can achieve reasonable lowered control overhead compared
to other protocols. With less number of network node, the
behaviors of the ART-DA protocol will be similar to the cases
with smaller M values, e.g. M = 2; while the ART-DA
scheme will behave similar to the situation with larger M
under increased value of IN. Therefore, as can be seen from
Fig. 7, the total number of M-RTS packets of the ART-DA
protocol will intersect the curves from smaller to larger M
values as the number of nodes is augmented.

V. CONCLUSION

In this paper, the diversified receiver transmission (DRT)
is proposed in order to alleviate the receiver blocking prob-
lem in the multi-hop ad-hoc networks. The adaptive receiver
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transmission (ART) scheme is proposed to further improve the
throughput performance with dynamic adjustment on the num-
ber of selected receivers. It is shown in the simulation results
that the proposed ART scheme can effectively alleviate the
receiver blocking problem, which consequently enhances the
network throughput for wireless multi-hop ad-hoc networks.
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Study on the Sensor MAC Protocol for Environment
Monitoring of Livestock Farm
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Abstract - Because the WSN has an extremely limited feature
for storage and power supply capability, there is a problem
that batteries of sensor nodes are frequently replaced and
recharged. This paper suggests the event-driven CBMAC
protocol for improving the battery consumption problem in
such a sensor network. The suggested CBMAC exploits an
event technique to reduce the traffic increase by proposing
data collection at the certain interval when an event is arisen,
and adjusts the sleep interval variably to lower consumption
of the LPL. In order to test performance of the CBMAC, it
applied the CBMAC into the livestock farm monitoring system
to analyze breeding conditions of livestock and environmental
information and to create an event table, and exploited
MATLAB software to carry out simulations for evaluating the
performance. As a result of the simulation, it could be found
that the suggested CBMAC had improved the transmit/receive
power of sensors by up to 40%, and the LPL consumption
energy by about 25% compared to the B-MAC when events
were arisen.

Keywords: Wireless Sensor Networks, MAC, Protocol,
Feedlot

1 Introduction

The ubiquitous computing collects a variety of
information by using sensors without user's awareness, uses
processors to make a decision, and makes carry out useful
things for users through communication technologies [1][2].

The WSN(Wireless Sensor Networks) is a core field of the
ubiquitous computing, which supports up to 60,000 nodes,
and could secure longer communication distances by building
a mesh network, therefore, it has been used for broader
applications in the environment sector such as sensing of
forest fire and flood, meteorological observation, precision
agriculture etc., healthcare sector such as monitoring and
tracking of patients, drug control etc., home automation,
measurements of vehicle conditions, inventory control and so
on [3][4].

Since sensor nodes consisting of such a WSN are operated
with batteries, there is a drawback that requires to replace or
recharge batteries frequently due to an energy problem,

2 Corresponding Author

additionally it causes congestion of the network due to the
increase of multiple packets created simultaneously from
several regions when a lot of sensor nodes generate certain
events [5][6].

A factor causing the most power consumption in the sensor
network is Idle listening, which monitors channels regardless
of the presence or absence of data transmission & receipt and
consumes about 50% to 100% of the entire communication
energy [7].

To reduce this energy consumption, many studies employed a
method of keeping sensor nodes in the state of Sleep using
MAC protocol. Important MAC protocol includes
synchronous mode of S-MAC [8] and T-MAC [9], and
asynchronous mode of B-MAC [10]. Synchronous mode of
MAC shows high energy efficiency in distributed environment
like Ad-Hoc network and is proper for streaming data service,
but has a weakness of being not very useful in a small scale of
network like WPAN environment. Synchronous mode of B-
MAC can be materialized in a relatively simple way, but has a
weakness that energy consumption increases due to the
increase of overhearing when traffic increases.

To solve unnecessary data receipt involving existing MAC
protocol, this paper proposes MAC protocol which uses event
detection algorithm and improves energy consumption
efficiency by reducing the increase of data traffic caused by
data collection and reducing the frequency of LPL(Low
Power Listening) occurrence through controlling Sleep
interval variably when an event takes place.

This paper is organized as follows. Chapter 2 explains the
proposed CBMAC protocol, and Chapter 3 describes the
algorithm of CBMAC protocol. Chapter 4 evaluates
performance of the proposed protocol through simulations,
finally Chapter 5 finishes this paper with a conclusion.

2 CBMAC PROTOCOL

2.1 CBMAC (CONTEXT BASED MAC

CBMAC(Context Based MAC) analyzed requirements
needed when raising livestock and climate characteristics in
Korea, and configurated context information optimized for
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barn environment to generate an event through event-based
data transmission scheme.

With regard to the system of monitoring barn environment,
sensor nodes collect temperature and humidity data essential
for livestock raising. When collecting data, temperature-
humidity intervals suited for livestock rearing according to
time take place. For example, recommended temperature for

piglet rearing is from 10°C to 20°C with recommended daily

temperature variation from 10°C to —10°C, which shows a

slow variation from higher to lower temperature over long
time instead of sudden changes.

By setting boundary temperature (12 to 18°C for piglets) as an
event using these characteristics, CBMAC must not transmit
data to nearby sensor nodes through the generation of event
when the temperature reaches boundary temperature interval,
which is recommended temperature for livestock rearing.

Nearby sensor node, which gets aware that data is not
collected in the boundary interval, extends Sleep interval over
two times compared to that of existing B-MAC and reduces
data traffic and energy consumption.

Sender

Long Preamble Dat
Event Information aa

Time

Receiver LPL LPL LPL
(Event occurs) [ ‘ [ |
Sleep Sleep Time
Receiver LPL Receive Data

(Event don't occurs)

Time

Figure 1. Data Transmission Method of the Proposed CBMAC

2.2 OVERHEARING PROBLEMS

When sensor nodes need to send data, the B-MAC
transmits a preamble longer than the sleep interval before
sending it to inform the data transmission to the neighboring
sensor nodes. At this time, even sensor nodes disrelated with
reception of the data should keep to receive the preamble till
the end, just after checking the destination address contained
in the data header following the preamble, it decides that itself
is not one to receive and operates in the sleep mode.
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Figure 2. Overhearing cause by Sleep Interval Increase

Due to such an overhearing problem, in the CBMAC protocol,
sensor nodes would send preamble signals with as much as
about 2~3 times more stronger than the conventional B-MAC
because of the extended sleep interval when an event is arisen
if they want to inform data transmission to other nodes. At this
time, there would be more overhearing than the B-MAC as the
figure 2.

Therefore, in order to reduce such an energy consumption in
the CBMAC, when it transmits a preamble, it sends DA,
which is an address of the sensor node to be received, a
preamble and a timer, which indicates time to complete data
transmission, together, to make sensor nodes disrelated with
the reception, which are awaken through the LPL during the
preamble, check the DA and timer in the preamble, make
them keep the sleep condition until the timer is out as the
figure 3, so that it solve the overhearing problem.
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| Event Information + DA+ Timer

S

Time

Receiver

Time

_ Si

Sleep

Neighbor

LPL. I

Neighbor wake up

| LPL

Time

Sleep

Figure 3. Overhearing Problem Solving

3 CBMAC ALGORITHM

CBMAC proposed by this paper designed algorithm
based on event information as follows. As shown in figure 4,
when an event doesn't take place to sensor node, sensor node
performs LPL function of monitoring whether or not there are
effective signals to the medium.
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When there are effective signals to the channel, sensor checks
that an event took place. When an event takes place, sensor
substitutes event variable 1 and extends Sleep interval about
twice. And according to doubled Sleep interval, the length of
Timer is extended and Sleep interval is kept up to the
remaining LPL point of time. When an event doesn't take
place, sensor transmits Wake up Preamble and keeps itself in
Sleep up to the remaining LPL point of time after transmitting
data to nearby sensor nodes. When signals effective to
channel are confirmed by LPL, sensor node is awakened
through Wake up Preamble, and sensor node receiving
Preamble checks whether or not to receive data. When it is
effective, it receives data; and when it is not effective, it keeps
itself in Sleep till Timer is terminated.

Substitute

Event Variable 1 ‘ ‘ Wake up Preamble ‘

I

Transmit Data ‘
I I

e
LPL Point

Sleep up to the
Remaining Preamble
interval

Extend Sleep interval
about twice

Sleep till Timer is
terminated

L Point

Figure 4. Control Algorithm when the Event has not occur

As shown in figure 5, when an event takes place to sensor
node, sensor node checks whether there are effective signals
to the medium; and checks whether an event took place when
there are no effective signals.

Wake up Preamble

Sleep up to the
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Remaining LPL Point

Event Variable 0

Sleep up to the
ge Sl Remaining
interval Preamble interval

Change Length of
Timer Receive Data

Sleep up to the
Remaining LPL Point

Change Sleep

Sleep till Timer is
terminated

Wake up Preamble

Transmit Data

Sleep up to the
Remaining LPL Point

Figure 5. Control Algorithm when the Event occurs
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When an event took place, sensor node checks whether the
event continues and keeps itself in Sleep up to the remaining
LPL interval; and when an event didn't take place, it
substitutes event variable 0 and maintains Sleep interval and
Timer length at normal interval. Then, sensor node transmits
Wakeup Preamble to wake up other sensor nodes, and keeps
itself in Sleep up to the remaining LPL point of time after
sending Data

4 PERFORMANCE EVALUATION
4.1 SIMULATION ENVIRONMENTS

In order to analyze performance of energy consumption
for the CBMAC proposed in this paper, it simulated the
derived energy consumption model with the MATLAB. It
used a total of 4 nodes in the experiment, and the network was
constructed as a lattice form of 2x2 at intervals of 10m
between sensor nodes considering that the length of a
livestock room is 20m? in the livestock farm environment.

10m—=

Figure 6. Network Topology

Referring to the energy consumption model, the transmit and
receive energy of the sensor node is 19.5 and 21.8 mW,
respectively, and the back-off timing is the same as the B-
MAC transmission scheme to generate the contention window
values randomly.

It compared with the B-MAC for verifying performance of
the CBMAC, and it selected three kinds of temperatures /
humidities, transmit/receive energy consumptions, data energy
consumptions and energy consumptions of the LPL interval
when an event is arisen for the performance evaluation factors.

4.2 SIMULATION RESULT

The figure shows a result of simulating the consumption
rate of the energy to transmit/receive temperatures for the
CBMAC and the conventional B-MAC based on the
environmental data values collected through sensors at
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intervals of 5°C. The simulation generated data 1,000 times

for 9 sensor nodes to compare the B-MAC with the S-MAC
focused on the probability of transmitting/receiving
temperatures/humidities.

As shown in the figure 7, the B-MAC has constant energy
consumption for data packets transmitted/received to keep the
energy consumption constant regardless of the condition when
data is generated, while the proposed CBMAC shows higher
energy efficiency than the B-MAC because its amount of data
transmitted is decreased up to 29% when the event of

temperature is arisen between 10 and 30°C that is adequate for
breeding livestock in the livestock farm site.
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300 =8~ (BMAC
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oSt 6710C 11715 16720°C 1%25°C 26730 317357 35740

Temperature

Figure 7. Compare the temperature transmission energy
consumption of B-MAC and CBMAC

The figure 8 is the energy consumption rate when the
humidity information is transmitted/received through sensors,
which the humidity is also similar to the energy consumption
rate in the B-MAC regardless of the condition. However, the
CBMAC shows the energy efficiency above a maximum of
58% when an event is arisen. It was found that the energy
efficiency is more increased than the B-MAC in general.
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Figure 8. Compare the humidity transmission energy
consumption of B-MAC and CBMAC

173

The figure 9 is the amount of energy consumption obtained by
generating events based on the 16~20°C that is adequate

temperature for breeding fed pigs, which is the energy
consumption rate obtained when events are arisen between
3~8, 15~28 o'clock by the hour. Comparing energy
efficiencies between the CBMAC and the B-MAC, it was
found that the former is about 40% higher than the latter.
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Figure 9. When an event occurs compare the energy
consumption of B-MAC and CBMAC
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Figure 10. When an event occurs compare the LPL energy
consumption of B-MAC and CBMAC

The figure 10 is the decrease rate of the LPL energy obtained
by the increase of the sleep interval when events are arisen. It
was found that the energy efficiency is about 25% higher than
the B-MAC when events are arisen.

5 Conclusions

This paper proposed a method of reducing data attrition
rate effectively by assigning an event suited for livestock farm
based on B-MAC.
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To reduce the number of packet transmission, sensor node in
MAC protocol proposed by this paper analyzed livestock
growth information and temperature characteristics in Korea
and then generated an event table which lists cases when data
transmission is unnecessary. When sensor detects a specific
event on the event table in the process of collecting data,
sensor collects data but doesn't transmit the data to other
sensor nodes so that unnecessary data take place. When
detecting an event, sensor node, capable of judging that there
is no need for data transmission for a certain length of time,
extends Sleep interval about twice and reduces LPL energy
consumption capable of checking whether or not data took
place.

In order to evaluate performance of the proposed CBMAC,
the amount of energy consumption was calculated and a
simulation was conducted with the calculated values by using
the MATLAB. As a result of the simulation, it could be
known that the rate of using energy to transmit/receive
temperatures was 29% more efficient than the conventional B-
MAC, and that it was also up to 58% more efficient for
humidities depending on the event arisen. In addition, up to
40% of energy efficiency was taken place when certain events
were arisen, and the rate of using the LPL was also up to 25%
when events were arisen. Therefore, it could be seen that the
proposed MAC protocol is more energy-efficient than the
conventional B-MAC.
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Genetic Algorithm-Based Ener gy-Efficiency via Role
Sharing Protocol for Wireless Sensor Networ ks

J.L.Liu
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Abstract - This study proposes a genetic algorithm-based
(GA-based) EROS (Energy-efficiency via Role Sharing)
protocol with capable of predicting the optimal probability of
cluster heads to enhance the performance of cluster-based
wireless sensor networks. The proposed GA-based ER0S
protocol, termed ER0S-GA, which basically includes set-up
and steady-state phases for each round in the protocol, and a
preparation phase is added at the beginning of the first round
to obtain the optimal probability of nodes being cluster heads
from the base station via genetic algorithm computation. The
preparation phase is performed only once before the set-up
phase of the first round, and the processes of following set-up
and steady-state phases in every round are the same as ERoS.
Smulation results show that the proposed genetic-algorithm-
based ER0OS protocol can produce optimal energy
consumption effectively for the wireless sensor networks,
resulting in a prolongation for entire network lifetime.

Keywords. Genetic Algorithm, Clustering Heads, Optimal
Probability, EROS-GA, Network Lifetime.

1 Introduction

Wireless sensor networks (WSNs) have been extensively
applied in tactical combat situations, habitat monitoring, home
security, and so on [1-3]. Considering that a wireless sensor
network is composed of a large number of tiny sensor nodes
with limited energy, an energy-efficient network protocol is
one of the essentials in the WSN design. As reviewing the
proposed protocols in the literature, cluster-based
communication protocols can produce superior performance
to achieve more balanced patterns of energy use in WSNs [4].
The well-known cluster-based communication protocol was
Heinzelman et al.’s LEACH, low-energy adaptive clustering
hierarchy [5, 6], which energy loads could be well amortized
by periodically creating a small number of clusters based on a
threshold function T(s) with a priori probability p (say, 5%),
in the set-up phase. The technique uses cluster heads (CHS) to
aggregate the sensed data from member nodes and forward
the aggregated data to base station (BS). Simulation results in
[5, 6] show that sensor nodes in the sensor field tend to
dissipate the same level of energy over time since the CHs are
dynamically rotated among nodes. However, LEACH uses a
threshold function parameterized by a probability p that is
needed to specify by user. The performance of sensor network
is sengitive to the value of p. When p is large, many clusters

are formed as aresult of high energy consumption since many
CHs could dissipate more energy in transmitting aggregated
data to the BS. On the other hand, when p is small, only a few
clusters are formed, which could increase energy dissipation
of member nodes in transmitting sensed data to CHs.
Accordingly, some researchers presented that the optimal
value pgy depends on parameters such as the total number of
nodes distributed in the sensor field, the size of sensor field,
the location of BS, and so on [7, 8]. Therefore, present work
proposes a genetic algorithm-based (GA-based) energy-
efficiency via role sharing protocol, termed ER0S-GA, to
predict the optimal values of probability effectively for WSN
applications.

1.1 ER0S: An energy-efficiency via role sharing
protocol

LEACH as we know it is a stochastic cluster head
selection agorithm shown in Fig. 1, which CHs are selected
dynamically and periodically according to a threshold
function in every round. The operation of LEACH is
employed via severa rounds, each round consisting of set-up
and steady-state phases. In the set-up phase, the sensor field is
divided into a small number of clusters. Each cluster includes
a CH and severa member nodes. Thereafter, in the steady-
state phase, each member node transmits its collected data
form surroundings to the closest CH, and then each CH
receives and aggregates the data from its cluster members and
forwards the aggregated data to the BS through a single-hop
relay. It is clearly that each CH in LEACH is responsible for
cluster management, as well as data aggregation and
transmission. This places an excessive energy burden on the
CH. Therefore, most protocols try to distribute this energy
burden across the network by rotating the CH role between
nodes chosen either randomly, or according to some residual -
energy metric. However, the use of residual energy in CH
selection till yields sub-optimal energy balance and network
lifetimes. Based on this insight, we proposed a new protocol
caled ERoS (Energy-efficiency via Role Sharing) protocol in
the previous work [9]. In the ERoS protocol, CHs are selected
randomly based on a probability p in each round, yet achieves
excellent energy balance by off-loading the data aggregation
and transmission functions to other selected nodes. The role
of CHsisjust to form clusters. Data aggregation within each
cluster is performed by an aggregation node, and data
transmission to BS by a transmission node.
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Figure1l. Clustering-based protocol with clusters in the
wirel ess sensor network.

Each round in ERo0S is divided into set-up and steady-
state phases, just as in LEACH. The selection of CHs is
determined purely using a probability value p. At the
beginning of set-up phase, each sensor node picks a random
number t in the interval [0, 1]. If t < p, the node advertises
itself as a CH. Since CHs in ER0S are randomly selected,
based only on a specified parameter p, several CHs could be
located near each other, causing a local imbalance in energy
consumption. To distribute the CHs more uniformly, a
crowding distance check [10] is applied. After employing this
crowding distance check, the surviving CHs advertise
themselves to the other nodes in the sensor field via broadcast
messages. Cluster formation proceeds with each of the non-
CH nodes selecting the closest CH, that is, the CH whose
broadcast signal appears the strongest. Picking the closest CH
minimizes the energy required for member nodes to
communicate with the CH. Each node sends a join-request
message to its chosen CH, with its ID, geographical position,
and a header. Cluster formation is complete when all nodesin
the network have joined a cluster.

1.2 Selections of aggregation and transmission
nodes

The energy required to transmit a wireless message over
adistance d is proportional to d*, where the value a depends
on the distance between transmitter and receiver. The values
a = 2 and a = 4 represent the free-space and multi-path
fading models, respectively. Since data is aggregated in ERoS
by the aggregation node (AN), the total data transmission
energy used by nodes within the cluster is minimized when the
AN is at the center of the cluster. Accordingly, the AN is
chosen by the CH to be the node closest to the cluster center
with residual energy higher than the average value within the
cluster (see Fig. 2). The AN accepts data packets from
member nodes and aggregates them to eliminate redundancy
for reducing the size of data.

Each CH also selects the node with the highest residual
energy level within the cluster to be the transmission node
(TN), asshown in Fig. 2. The TN receives aggregated packets
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from the AN and forwards them to the BS. Since the TN has
the highest residual energy in its cluster, it is the best
candidate to transmit data packets to the BS located far from
the cluster. Next, the CH sends a message with the IDs of AN
and TN to its cluster members via a unique sub-area code.
Finaly, each CH creates a time divison multiple access
(TDMA) schedule and a unique spreading code, and transmits
them to the members of its cluster. Clearly, the CH plays the
role cluster administrator only in ER0S protocol.

o
ooOoToNO
Al O O
Oooc*(')
O O @)

O o

@ Cluster Head
A Aggregation Node
Transmission Node

Figure 2. Thedistribution of CH, AN, and TN in the field.

After clusters have been formed, the steady-state phase
begins, and the network starts its transmitting and receiving
procedures. In this phase, al cluster members transmit their
sensed data to the local AN. The time assigned for each data
transmission dot depends on the number of nodes in the
cluster. Except when transmitting, the member nodes remain
in sleep mode to save energy. As described, ANs aggregate
the received data packets and send them to the TN. At the end
of the schedule, the TN receives aggregated data from the
cluster AN, and forwards them to the BS.

2 Proposed ER0S-GA protocol

Our work introduces a genetic algorithm-based ER0S to
determine the optima value of p for various base station
placements and sensor sizes. The GA-based optimization
procedure is performed only once, before the set-up phase of
the first round. The pseudo-code of the proposed protocol is
described as follows.

Pseudo-code of the Proposed Protocol
BEGIN
1: Specify the probability (ps), number of nodes (n);
2: Eni(9)=Eq, =12, ..., 1;
|. PREPARATION PHASE
:if (Eini(9)>0) then
r<random(0,1);
if (r <ps) then //pg can set>0.5
CCH{s}=TRUE; //node “s” be a candidate CH
else
CCH({ s} =FALSE; //node “s” not be a candidate CH
end if
s end if

N R~R®O®NE
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9: SendToBS(ID,, (XuY.,), CCH(u)) « All nodes send
messages to BS;
10: GAINBS(pept) «— Optimal probability is determined;
11: BC (popy) < BS broadcasts a message back to all nodes;
12: do{ [Irepeat for specified rounds
Il. SET-UPPHASE
t«—random(0,1);
if (Einit(s)>0) then
if (t < pop) then
CCH{ s}=TRUE; //node “s” be a candidate of CH
ese
CCHY{ s} =FALSE; //node “s” not be a candidate of CH
end if
end if
if (CCH{s}=TRUE) then
if (distance>distance threshold) then
11: CH{s}=TRUE; //crowding distance check
12: else
13: CH{s}=FALSE; //giveuptobeaCH;
14: end if
15: endif
16: if (CH{s}=TRUE) then
17: BC (ADV) « broadcast an advertisement message;
18: Join(1D;, (%i,y1), E(i)); //non-cluster head node “i” join
into the closest CH
/lform acluster c;
//compute the geometric center

BoeoNoouhRwNE

=

19: Cluster(c);
20: GC{ ¢}« (X, Yo);

21 do{

22: AN{u}=TRUE; //node “u” be the aggregation node
23: } while (E(u)> E(c) & min{dist(u,GC(c))})

24. dof

25: TN{V}=TRUE; //node “v” be the transmission node
26: } while (E(v)=max{ E(c)})

27: end if

I11. STEADY-STATE PHASE
1:  If (AN(S)=TRUE) then

2 Receive(ID;, DataPCK) //receive data from members;
3 Aggregate(1D;, DataPCK) //aggregate received data;
4 TansTOTN(IDay, DataPCK); //transmit received data;
5 dse

6: If (MyTimeSlot=TRUE) then

7 TansToAN(ID;, DataPCK); //transmit sensed data;
8

9

else

: SleepMode(i)=TRUE; /Inode “i” at a deep state
10: endif
11: end if
12: If (TN(S)=TRUE) then
13: Receive(lDay, DataPCK); //receive datafrom AN
14: If (MyTimeSlot=TRUE) then
15: TansToBS(ID+y, DataPCK); //transmit datato BS;
16: end if
17: ese
18: SleepMode(s)=TRUE; /Inode “s” at adeep state
19: endif
20: } /l one round is completed

END
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3 Analysisof energy dissipation in ER0S

We use afirst-order radio model [5] in analyzing ER0S
protocol. The parameter values used in our simulation model
arelisted in Table I. According to the radio energy dissipation
model illustrated in Fig. 3, the energy required by the transmit
amplifier Eqn(l,d) for transmitting a I-bit message over a
distance d between atransmitter and areceiver is given by

if dsdo} "

2
[ x Egee +1 x4 xd

ETX(I,d)={ s
=40

I><Ee|ec+|><gmp><d4

where dg =, /e / &y, €xpressesthe threshold distance, Eeec
represents the energy consumption in the electronics circuit to
transmit or receive the signals, and the terms of & d? and
gmpd4 represent amplifier energy consumption for a shorter

and longer distance transmissions, respectively. To receive the
[-bit message, the energy Er(l,d) required by the receiver is
given by

Enc(l) =1 X Egee (2
Transmitter d Receiver
A—lp
Edl. 0 Y i End)
5 Transmit Tx Receive 7
@t Electronics Amplifier I hlﬁ%
Egeox | aixIxd? or e xixd Egjecx!

Figure 3. First-order radio model.

Table |. Parameters of the first-order radio model

Parameters Values

Initial energy (Eq) 0.5J
Transmitter Electronics (Ege) 50 nJ/bit
Receiver Electronics (Eqeq) 50 nJ/bit

Size of Data Packet (1) 2000 bits
Transmitter Amplifier (g4 if d<dy | 100 pJ/bit/m”
Transmitter Amplifier () if d>d, | 0.0013 pI/bit/m*

We analyze the energy consumption under the first-order
radio model for ERoS as follows. Let atotal of n sensor nodes
be distributed uniformly in the sensor field of size MxM (m?),
and be grouped into k clusters. The energy costs required to
transmit/receive control messages are neglected in the
following analyses of energy consumption, since data packets
(1) are far larger than control messages(l4,) . The energy
required per round for an AN to receive data packets from

member nodes, and aggregate the received data and forward
them over adistance daniern to the TN is
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n n
Ean(l,d) :IX|:Eelec(k_lj+ EDAE"' Edec +$std§NtoTN} (©)

where Ep, represents the energy dissipation for aggregating
data. In addition, the energy required per round for a TN to
receive aggregated data packets from AN and forward them
over adistance di,gsto the BSis

2 x Eyq +1 %6 x020s  if deS<dO} @

2 X Egee +1 % xUigps  if diopg > dg

ETN(l’d):{

The energy dissipation for a member node, or a non-
aggregation node, is

EnorrAN(lld):IXEeIec+IX8std1%AN ©)

where dioan represents the distance between a cluster member
and its AN. Since the nodes are assumed to be uniformly
distributed in the sensor field, the expected value of squared
distance from a member node with coordinate at (x, y), to its
AN, which located approximately at the center of a cluster in
EROoS protocoal, is given by

] [[ 07+ )y ©

Assuming the shape of clusters is a circle, (6) can be
integrated as

1 M?

E[dt%AN] =k @)

The expectation of d2,y in (7) is the same as that of d2c, in

the work of Heinzelman et al. [6], since they assumed the CH
to be at the center of cluster. Clearly, the assumption used in
LEACH is incorrect, since the CHs are not located at the
center of clustersin most cases. In the general case, the value

of d2 should be the twice that of d2ay [10]. Similarly, the

expected value of the squared distance from the AN to TN,
assuming the TN at (X, y') , also can be approximated as

EldZom: J =5 [[ 02+ y)axcay

_1wm?
2r k

®

Clearly, the The expectation of d3y,my in (8) is the same as

that of dt%AN . Since the energy dissipation for a cluster (Equger)
is the summation of Eay, Ern and Eponan, the total energy
consumption for the entire sensor field can be computed by
kxEguser and formulated as
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n
Eiota = kx [EAN +Emn+ (I -1 Enon—ANj
©)

n
~ kx[EAN +Em +E Enon—ANJ

Therefore, the total energy dissipation for around is given by

2
I [Z(n + K)Egee + NEpp + ke E[d2s] + efs%} if diggs < do
Erota = M2
I x [Z(n 4 K)Eqeq + NEpp + KeypEl o] + £ +2ﬂ|)( } if Oiggs > do
(10)

where E[d,,ss]is the expectation of d,zs. Equation (10)
shows that the total energy dissipation is most significantly
affected by the distance between TN and BS, and the size of
the sensor field. We assume the coordinates of the BS to be
(0.5M, 0.5M+B), the values of E[d2,s] and E[digs] can be
obtain to be

2 4
M?+BZ; E[diss _ M 222, g

11
180 3 (1)

E[dt%BS =

The corrected equations for total dissipation in LEACH are
presented in [10] asfollows.

2
I x 2nEe.ec+nEDA+kefSE[df,Bs]+efSnrk} if Ao < do

M2 |
> :| if dogs>dg

(12)

Erotal =
I x {ZnEe|ec +NEpp + kgmpE[df‘oBs] +&¢s

Comparing (10) and (12), we can see that although ER0S
increases required power by 2IkE,. , this increase is small,

since number of cluster k is small. However, it reduces the

SfSnM

energy consumption roughly by when (n—-k)~n.

Therefore, it is beneficial to assign the AN function to a node
whose locates at or near the cluster center rather than the CH.

4 Analysisof optimal number of cluster

in ERoS

From the mathematical expressions of (10), the total
energy consumption Eqy, is a function of the number of

clusters k. Assuming that (n+k) ~ n, the analytical optimal
solution for k can be obtained via setting the derivative of
Eroa 10 k equal to zero. Therefore, the optimal number of

clusters (ko) and probability for generating CHs (pog) can be
formulated as
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|n__M if dyps < d
P toBs < Uo
2r v E[dt%BS (13)
Kopt = \F
& fs .
if diops > dy
Emp v E[dtoBS
and
/ 1 M .
_ if dgs <dg
2nz V E[dt%BS] (14)
Popt = \/7 e M
fs .
if diggs >dg
2nz Emp vV E[dé)BS] ’

Clearly, the value of kg is approximated as 1/~/2 times
the value of LEACH-GA presented in Ref. [10]. When the BS

located at the centroid of sensor field, the values of |/ E[d2,]
isgiven by [7]
1
JEld2ss | == [\ + y?dA
dtoBS Aj Xty (15)
= 0.765M
2
and the form of pg, can be simplified as
1 2
e 16
Port =\ 2nz 0765 (16)

Equation (16) states that the parameter poy is just
function of the total number of sensor nodes only when the BS
located at the center of sensor field. Namely, the value of
probability at the center of sensor field is independent of the
domain size.

5 Genetic algorithm-based clustering

At the beginning of preparation phase, each node
initially determines whether or not it should be a candidate
cluster head (CCH), using the following cluster head selection
procedure. First, every sensor node selects a random number r
from the interval [0, 1]. If r is smaller than ps, based on a
prescribed probability p, then the node isa CCH. The value
of pw Can be a large value in our protocol, px=0.5 for
example. Thereafter, each node sends its ID, location
information, and whether or not it is a CCH to the BS. As the
BS receives messages sent by al nodes, it performs GA
operations to determine the optimal probability, poy= KopN,
by minimizing the total amount of energy consumption in
each round. Therefore, the objective function used in the GA
can be formulated as
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k 9
F(0) =D (Eaec+ed”[i, CCH(Q)) x % +
c=1 i=1
k
D (Eaeo+ Epp+ Egeo+2d”[CCH(C), B x %,

c=1

(17)

where X =[x, Xo, ..., Xe, - » %] . The values of . are one for our

binary-GA when it is a CCH, otherwise, it is zero. The
parameters =g and o=2 were used for d<dy; while, &=gnpy
and a=4 were set for d>d,. The symbol g represents the
number of member nodes in a cluster. The optimal probability

Popt iS determined by the 1/ /2 times the value of obtain from
GA based on (14). Once the optimal probability pey is found,
the BS broadcasts the value of pq to all nodes. The set-up and
steady-state phases begin. The procedures of set-up and
steady-state phase are the same asin LEACH.

6 Simulation results

This work assumes that all sensor nodes are
homogeneous and distributed uniformly over the sensor field
with limited energy that the links between nodes are
symmetric, and that messages from all nodes can reach the BS.
The nodes are distributed randomly in a square of size MxM.
Two sizes of sensor field are studied for 50mx50m and
100mx100m domains. In this study, each simulation is
repeated for 30 independent runs. In addition, control packet
sizes for broadcasting packet and packet header were 50 bits
long, and the energy dissipation for aggregating data was 10
nJ/bit/signal.

6.1 Comparison of optimal probability of CHs

The parameters & and en, were specified as 100
pJ/bit/m? and 0.0013 pJ/bit/m?, respectively. The total number
of sensor nodes was 100. The GA simulation is repeated for
100 independent runs, and solutions are obtained from the
average of the runs. Figure 4(a) shows the comparison of
optimal probability obtained from model analysis and GA-
based computation for a variety of locations of BS for the
sensor field of 50mx50m. The comparison depicts that the
distribution of present computed optimal probability using
ER0S-GA quite agrees with the analytical formulas of (14).
Moreover, the result shows that the optimal probability, pog,
is clearly affected by the locations of BS. When the BS is
located near the sensor field, the values of pyy are large. On
the contrary, the values of optimal probability decrease as the
BS moves farther from the sensor field. Figure 4(b) displays
the distributions of optimal probability obtained using model
analysis and ER0S-GA for avariety of locations of BS for the
sensor field of 100mx100m. The results obtained using ERoS-
GA was comparable to that of analytical approaches. From
Figs. 4(a) and (b), it is showed that the value of probability at
the center of sensor fields is independent of the domain size,
that is agree with the analytical solution of (16).
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6.2 Comparison of network lifetime

The control packet sizes for broadcasting packet and
packet header were 50 bits length for the present
computations. Each simulation is also repeated for 30
independent runs, and solutions are obtained from the average
of the runs. Table |1 lists the simulation results obtained using
LEACH, LEACH-GA [10] and presented ER0S-GA protocols
for BS located at different positions for the sensor field of
50mx50m. The initial energy for al nodes was 0.5(J). The
number of rounds required when the number dead of nodesis
1%, 20%, 50%, and 100% are recorded during simulations.
From our results, the values of pyy Clearly depend on the
positions of BS. The value of optimal probability isthe largest
when the BS is at the center of sensor field, and it decreases
when the BS moves outward. Moreover, the proposed ERoS-
GA has better performance in most cases than that of LEACH
and LEACH-GA in prolonging sensors’ lifetime. Figures 5(a)
and (b) show the comparisons of performance for BS located
a two coordinates of (25, 250) and (25, 350), respectively.
Our protocol clearly has excellent performance as compared
with other protocols. When the location of BS is far from the
sensor field, presented protocol prolongs the lifetime of
network significantly since it uses ERoS protocol and with an
optimal probability in forming clusters.
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Tablell. Comparison of network lifetimes (number of
rounds) for sensor filed of 50Mx50M
BS Nodes Dead
(25,y) | Protocol | Prob. oy TTo0% | 50% [100%
LEACH 0.05 | 1467 | 1618 | 1691 | 1850
(g;fgr) LEACH-GA| 0.1307 | 1610 | 1732 | 1818 | 2040
ER0S-GA [ 0.0998 | 1796 | 1822 | 1830 | 1843
LEACH 0.05 | 1438 | 1583 | 1661 | 1874
(bfrggr) LEACH-GA| 0.0946 | 1512 | 1663 | 1717 | 2078
ER0S-GA | 0.0722 | 1711 | 1736 | 1746 | 1767
LEACH 0.05 | 1346 | 1473 | 1543 | 1787
y=100 [LEACH-GA| 0.0334 | 1356 | 1482 | 1554 | 1815
ER0S-GA | 0.0249 | 1388 | 1404 | 1419 | 1441
LEACH 0.05 | 951 | 1027 | 1098 | 1298
y=150 [LEACH-GA| 0.0181 | 927 | 1108 | 1205 | 1357
ER0S-GA (0.0134 | 1240 | 1256 | 1272 | 1287
LEACH 0.05 | 540 | 576 | 616 | 718
y=250 [LEACH-GA| 0.010 | 686 | 874 | 971 | 1106
ER0S-GA | 0.010 | 1059 | 1073 | 1085 | 1097
LEACH 0.05 [ 220 | 247 | 283 | 360
y=350 [LEACH-GA| 0.010 | 407 | 574 | 660 | 757
ER0S-GA | 0.010 | 748 | 769 | 780 | 797
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Figure5. Performance comparisons of network lifetime for
the BS located at points of (a) (25, 250) and (b) (25, 350) for
sensor filed of 50mx50m.
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Table Il lists the simulation results obtained using
LEACH, LEACH-GA and presented ER0S-GA protocols for
BS located at different positions for the sensor field of
100mx100m. Generally, sensor nodes in the large sensor field
tend to consume more energy per round for transmitting their
sensed datato AN as compared with small one. In this case,
the proposed ER0S-GA also showed better performance in
most cases than that of LEACH and LEACH-GA in
prolonging sensors’ lifetime.

Tablelll. Comparison of  network
rounds) for sensor filed of 100Mx100M

lifetimes (number of

BS Protocol | Prob. Nodes Dead
(50, y) 1% | 20% | 50% |100%
LEACH 0.05 | 718 | 992 | 1112 | 1326
(gle:n?é)r) LEACH-GA| 0.1394 | 1035 | 1304 | 1402 | 1693
ER0S-GA |[0.0986 | 1284 | 1351 | 1360 | 1379
LEACH 0.05 | 682 | 927 | 1049 | 1278
(g:rldoe?) LEACH-GA| 0.1009 | 838 | 1042 | 1227 | 1557
ER0S-GA [ 0.0714 | 1068 | 1187 | 1205 | 1264
LEACH 0.05 | 596 | 792 | 909 | 1131
y=150 |LEACH-GA| 0.0483| 604 [ 790 | 900 | 1101
ER0OS-GA [0.0342( 706 | 909 | 926 | 952
LEACH 0.05 | 410 | 503 | 585 | 724
y=250 |LEACH-GA| 0.0261| 395 | 525 | 611 | 745
ER0OS-GA [0.01845( 535 | 707 | 717 | 726
LEACH 0.05 | 192 | 251 | 333 | 448
y=350 |LEACH-GA| 0.0141| 344 | 457 | 557 | 755
ER0S-GA [0.0100| 464 | 580 | 590 | 601

7 Conclusions

This paper proposed a GA-based ER0S protocol, termed
ER0S-GA, to determine the optimal probability for cluster
formation in WSNs. The LEACH or previous proposed ERoS
protocol requires the user to specify a probability to determine
whether a node becomes a CH or not. Considering that the
probability value (p) for forming clusters in the protocols is
difficult to obtain an optimum setting from available prior
knowledge. Thus, we designed an additional preparation
phase prior to the set-up phase of the first round in the ER0S-
GA protocol to gather information about node status, 1Ds, and
location and send it to the BS, which determines the optimal
probability to use in the CH selection mechanism. Results
showed that the distributions of optimum probability obtained
using ERoS-GA was comparable to that of energy model
analysis for BS located at different positionsin the two sensor
fields with 50mx50m and 100mx100m. Moreover, the
proposed ER0S-GA method demonstrated good performance
in prolonging sensors’ lifetime when compared with LEACH
and LEACH-GA, since the use of ERoS protocol and the
optimal probability can yield optima energy-efficient
clustering.
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Abstract - WiFi and Bluetooth have become attractive
wireless communications nowadays. But application area of
Blutooth wireless connections are growing slowly. In the field
of voice communications for small group, it is very difficult to
apply the Bluetooth technology to the Ad-hoc communication
although it has Scatternet feature. This paper presents a relay
protocol to communicate among several users with Ad-hoc
capability. The proposed protocol can relay data or voice to
other nodes by multi-hop retransmission using TDMA
wireless networks. This TDMA based approach is very
efficient for the personal area networks and it easy to
implement its function on FPGA. The maximum number of
nodes is sixteen nodes for 64Kbps voice communications. The
simulation results show that node connection set-up time is
very long when the number of nodes is more than 10 nodes.
The proposed network delivers very reliable voice packets
since the packet loss is 7% when nodes move at the speed of
6m/sec.

Keywords: WiFi, Bluetooth, TDMA, small group relay, Ad-
hoc

1 Introduction

Wireless Ad-hoc networks have become in steep
research topics and significant advancements in recent times
due to their important advantages. One of advantages is easy
to set-up a network fast in environments where there is no
existing network. For this reason, it can be utilized in
emergency rescue operations, military operations, and etc.
There are, however, several technical challenges in ad-hoc
networks. First, ad-hoc networks are characterized by high bit
error rates and path breaks due to changing network topology.
If the topology change does not occur frequently, people can
tolerate packet losses up to 5% according to topology
changes[1]. Second is transmission delay or processing delay.
In real time transmission such as voice application, there are
delay problems. This delay is the transmission delay and
processing delay. Processing delay is caused by a codec or
any other system processing, and the transmission delay is
caused by delivery. The transmission delay is related to the
number of hop in the Ad-hoc network. In general, the
maximum end-to-end delay bound of voice packet is assumed
to 285ms by ITU-T[2]. Thirdly, ad-hoc network have small

data payload. The wireless network frame must include not
only network information, but also a preamble for
synchronization. Therefore, the efficiency of such networks
in poor for small data payloads[3].

Considering three major challenges, this paper proposes
a protocol to relay data or voice up to 16 nodes to apply for
small group voice communications. The routing method is
described to manage the network by joining new nodes or
disconnecting nodes.

2 Related works

Studies for real-time speech on wireless Ad-hoc are
conducted by Jarhl, Kwong and Venkat [4][5][6]. Frank
Kargl et al. discuss voice transmission over Bluetooth[4].
They present a new routing protocol called Bluetooth
Scatternet Routing(BSR). But they discuss the possibility,
and have not implemented. Kwong et al. use multi-path
routing protocol called MSDR in order to speech quality[5].
But the processing overheads are not solved. G. Venkat Raju
et al. have proposed a Localized Distributed heuristic for
Minimum number of Transmissions(LDMT)[6]. In order to
reducing transmission delay, this algorithm minimizes voice
retransmission.

Several researchers have studied the problem of
capacity reduction in multi-hop wireless networks[11][12].
They observe that the performance degrades quickly as the
number of hops increases due to using a single radio for
transmitting and receiving packets. A good way to improve
the capacity of wireless is to use more network interfaces or
to use speech compression in the case of voice applications.
Some researches use only one network interface due to cost.
Another way to improve the capacity of wireless is to use
schedule transmission slots in time[13][14][15] and to use
multiple non-interrupting frequency channels[16][17][18].

This paper presents a method to communicate whole
group by voice. The number of nodes is limited to 16 nodes,
which is used for a small group. To relay the voice to other
nodes, non-interrupting frequency hopping method is used to
avoid collisions.
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3 Protocol model
3.1 Routing Protocol

There are a lot of routing protocols in Ad-hoc network.
However, most of these routing protocols are not appropriate
to communicate voice data because they are designed to
communicate data exchanges. A simple routing protocol is
proposed for voice communication for a small group. The
protocol does not support unicast transmission. Most packets
are used to broadcast or multicast transmission

3.1.1 Joining

A node to connect to an already established network
must check and try to synchronize the network by receiving a
start cycle frame, which is transmitted from master node, and
control frames, which are transmitted from slaves. If the
received control frame is more than one, a node with the
smallest hop count is chosen by the parent node. And to
connect to the network, a new node sends
“Join_Request_Message” to the parent node through the
competition slot. If its parent node received the packet is not
master, the node retransmits the packet to master through the
control frame. If a master node is received
“Join_Request_Message”, it assigns an empty slot number for
the new node, and transmits it to the new node. If all slots are
used, the master sends “Join_Listen_Only_Message”.

3.1.2 Path Set-up

The control frame has 96-bit routing information. It
contains the sequence number of parent node and descendent
nodes’ in the network. If the parent node of a node receives
the control frame, it stores the slot number of its descendent
node in the routing table.

Figure 1. Example of a routing table

For example, if Node-3 at Figure 1 sends its parent the
routing information that Node-5 and Node-8 are descendent
nodes, the Node-3’s parent node receives that packet and
updates the “Next Node” in the routing table as humber 2,
which means Node-5 and Node-8 are connected to Node-3.
Also it means that all packets that sent to Node-3, Node-5
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and Node-8 are transmitted through Node-3. Node-3 will
ignore all routing information of the control frame coming
from Node-3’s parent node, but the path of Node-3’s parent
node is stored at Node-3. The information of the parent node
in routing table is used to determine the relay path to the
master and to check if its parent is alive or dead. Other
information in the routing table is used to find the direction
toward its descendent nodes.

3.1.3  Path Management

The routing table managed by each node is consisted of
Node_Number, Next_Node(link direction), TTL(time to live)
and Sequence Number(use to prevent being updated by old
routing information). When a node receives the control frame,
TTL in routing table is renewed in order to check if. When a
node does not receive any control frame, the TTL is reduced.
If TTL becomes zero, the path is canceled. Due to frequent
topology changes, there could be a possibility to receive other
routing information. In this case, the routing table must be
updated with new routing information which sequence
number is bigger than old routing information.

For synchronize with the master node, all nodes should
update their hop count using the control frame of their parent
node in every cycle. The master node’s hop count is 1 and the
hop count of slaves is incremented by one when they join the
network. When received parent node’s control frame with
zero hop(level), the node retransmits zero hop count to its
descendant nodes and deletes the route to parent node. Nodes
which want to join in the network should not choose the node
transmitting control frame with zero hop count for parent
node.

3.2 Frame structure

The “Start of Cycle” slot is transmitted by the master
node. If neighbor nodes of the master receive the “Start of
Cycle” frame, they send “Join Request Message” to the
master to join the network during contention period. When
the master receives it, the master assigns an empty slot
number to participate in the network to that node. Each node
which allocated its slot number always broadcasts its control
frame in order to notice its connection to its neighbor nodes
in the network. All new nodes which want to join to network
must transmit “Join_Reqeust Message” to the master using
contention period after “Start of Cycle”. Payload slots after
the control frame are used to data transmission and they are
divided into 16 small slots.

3.2.1  Contention Peiod

When a new node wants to join the network, it must use
contention period. It should send “Join_Reqeust Message” to
the master using this period. If the master receives that
message directly, it transmits an empty slot number through
its own control frame. If other nodes except the master in the
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network receive this message, they must relay the message to
the master using their own control frame. If there are
collisions during the contention period because all nodes may
use this period freely, they should send messages after
random back-off time in order to reduce wireless collisions.

3.2.2  Start of cycle frame and Control frame

A new node assigned slot number by the master

transmits its own synchronous signal named the control frame.

All nodes in the network can receive this frame by the
dedicated frequencies. Through this signal, new nodes
recognize the established network can connect the network.
This control frame includes routing information to create a
routing table. Therefore, a new node to connect the network
can create its own routing table. This frame also contains
control command sent by nodes or the master node. Control
commands are sent by broadcasting. To prevent loop, control
command has sequence ID.

3.2.3 Data frame

Voice packets are transmitted using data slots. Data
slots are consists of 16 small slots, and small slots are divided
into two sections with eight channels. Nodes transmit and/or
receive packets as selected order according to their hop count
shown at Figure 2. If the hop count is even, it is receive-
transmission mode. If the hop count is odd, it is transmission-
receive mode.
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b. Odd numbered nodes transmit messages
Figure 2. Packet Relay Method

Each node has own FHT(Frequency Hopping Table).
All nodes should be aware of the FHT of the other nodes. By
default, all nodes listen on the frequency of its parent node. If
a node is assigned a channel and transmit data, each node sets
the dedicated frequency to receive packets according own
routing table.
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At Figure 3, if node-8 transmits packets, depending on
the routing table, node-3 receives packets using the frequency
of node-8 and node-1 receives packets using the frequency of
node-3, and other nodes receive packets using the frequency
of parent node. If a node does not have a path in the routing
table, it has to listen to the network using the frequency of the
parent node.
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Figure 3. Path selection example

4 Simulation

The proposed protocol is simulated NS-2 network
simulator and verified its operation [19]. Table 1 is
parameters to simulate the protocol. The total nodes are 16
and mobility is human walking speed. The data bandwidth is
1Mbps and it is enough to sample 16Kbps and transmit voice
data. The voice packets are generated by 20msec.

Tablel. Simulation parameters

Field size 500m x 500m
Number of nodes 16
Mobility 0-10m/s
Bandwidth 1Mbits/s
Application CBR
Transmitted period 20 ms
Packet size 150 bits
RF Range 50m

When each node receives messages, it does not send
ACK to the sender. Therefore a node resends “Join Request”
again to the Master if it does not receive "Join OK” from the
Master node in a given time. If several nodes send “Join
Request” at the same time, the setup time is increased by
collision.
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Latency time to join the network
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Figure 4. Average Latency time

Figure 4 shows the latency time to join the network.
Longer retransmission time makes long latency time to join
the network. If the network topology is shown in Figure 5
using sixteen nodes, the connection time is shown in Figure 6.
The voice transmission delay of a given multi-hop connection
is related to the number of hops. As the number of hops is
increased, the delay is increased linearly.

W

Figure 5. Network topology for the Join latency time
estimation
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Figure 6. Connection time for Figure 5

Figure 7 shows the packet loss rate according to node
mobility. To measure the packet loss, 100 netwotk topologies
are generated by randomly, 1000 messages are transmitted at
each topology and loss rates are measured for each
transmission. Figure 7 shows average loss rates.
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Figure 7. Packet loss rate for mobility of nodes

5 Conclusions

A new relay protocol is presented to use a small group
voice communication. The simulation results show that node
connection set-up time is very long when the number of
nodes is more than 10 nodes. But the set-up time can be
reduced by adjusting retransmission waiting time. Data loss
rate is increased as the mobility speed is increased. When
nodes move at speed of 6m/sec, the packet loss rate is 7
percent. This means that the proposed network delivers stable
voice transmission for human sports activities. In the future,
more experiments are required for fast topology changes. The
proposed protocol is planned to implement on FPGA and
verify its functions late 2012.

Please address any questions related to this paper to Prof.
Ahn by Email (b.ahn@yu.ac.kr).
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Abstract— In this paper, we propose a protocol that uses
game theory to prolong the battery life of a wireless sensor
network and to address the presence of nodes that may act
maliciously by not sending packets in order to save their own
battery power. We accomplish this by helping the sensors
optimize their decision making process about whether or
not to forward any data packets they may receive. By using
game theory, we attempt to find an optimum configuration
that will extend node’s battery life while still allowing
nodes to forward an acceptable amount of packets through
the network. Through simulation, we evaluate the proposed
protocol based on packet throughput and conservation of
battery power.

1. Introduction

A Wireless Sensor Network (WSN) consists of wireless
sensors, small devices that collect data readings such as light
or temperature from an environment. The sensors then send
the data to a base station, a central location for the data to
congregate. Wireless sensor networks have potential to rev-
olutionize the way in which the real world is monitored and
controlled. Also, such networks impose a series of security
challenges to network designers. Among these security prob-
lems, Denial of Service (DoS) attacks, defined as any event
that diminishes or eliminates a network’s capacity to perform
its expected function, degrade networks’ intended services to
its users. One simple form of a DoS attack is vulnerability by
arbitrarily neglecting to route some messages. A subverted or
malicious node can still participate in lower-level protocols,
and may even acknowledge reception of data to the sender,
as it drops messages on a random or arbitrary basis. Such
a node is neglectful. The dynamic source routing protocol
is susceptible to this attack. Because the network caches
routes, communications from a region may all use the same
route to a destination, and a malicious node can degrade or
block traffic from a region to a base station. Game theory
is a field of study that attempts to model decision making
which has been used in various fields such as economics,
politics, biology [20]. Game theory has previously been
applied to wireless sensor networks, but within the context
of modeling multiple nodes in the network attempting to
share a shared medium: their radio communication channels
[12]. We use game theory in our project for the purpose
of extending a sensor’s battery life. We accomplish this by

helping the sensors optimize their decision making process
about whether or not to forward any data packets they may
receive. On one hand, if a node decides to never forward any
packets, it conserves its battery power, but no data flows
through the network. However, if a node forwards every
packet that it receives, that node demonstrates its reliability
and traffic flows through the network but the node will run
out of battery power much faster than if the node were to
not forward any packets. By using game theory, we attempt
to find an optimum configuration that will extend a node’s
battery life while still allowing the node to forward an
acceptable amount of packets through the network.

This paper is organized as follows. Section II reports the
related work. Section III formulates the game. Section IV
evaluates the performance of the proposed protocol, and
Section V concludes the paper.

2. Related Work

Numerous techniques have been proposed in recent years
for estimating battery lifetime. In addition, a variety of strate-
gies have been proposed to exploit battery characteristics for
designing more battery friendly systems and communication
protocols. Authors in [21] report on systematic experiments
that conducted to quantify the impact of key wireless
sensor network design and environmental parameters on
battery performance.They evaluated the extent to which
known electrochemical phenomena, such as rate-capacity
characteristics, charge recovery and thermal effects, can play
a role in governing the selection of key wireless sensor
networks design parameters such as power levels, packet
sizes. They have also analyzed the non-trivial implications
of battery characteristics on wireless sensor networks power
control strategies, and find that a battery-aware approach
to power level selection leads to a 52% increase in battery
efficiency. The most work in this area relies on simulation of
generic battery models.There are a number of approaches of
energy management in sensor networks, including topology
management and network layer optimization. Authors in
[8] empirically examine the gain of battery runtime due to
the battery recovery effect, and found this effect significant
and dependent on duration. They also proposed a more
energy-efficient duty cycling scheme that is aware of battery
recovery effect, and analyzed its performance with respect to
the latency of data delivery. The benefit of behaving well is
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not obvious in the case of a delay between granting a favor
and repayment, which is when nodes of a wireless sensor
network forward for each other [7].

3. Proposed Protocol

It is our interest to investigate how selfish behavior by
individual players may affect the performance of the network
as a whole. In a wireless sensor network, each node gener-
ates its own data and forwards traffic for others. Forwarding
others traffic can consume a considerable amount of battery
life.

3.1 Game Formulation

In this paper, we first aim to study the mathematical
modeling of battery discharge behavior in a wireless sensor
network. Each player tries to maximize its own benefit,
which is the available battery of each individual node.
However if a node forwards all incoming packets then over
time the node would diminish its own energy reserves. Based
on this, nodes have a tendency of not forwarding packets
and acting selfishly to conserve energy. The point of this
paper is to give incentives to those nodes that participate
in the network activities by forwarding incoming packets.
Solving this problem means finding a Nash equilibrium
[19] for the whole network, whereas each node is pre-
programmed with a set of rules, maximizing the payoff
for the entire network. We assume that each node has a
discrete representation for its remaining energy, and the
incentive for each node is to have a better reputation, where
each node can be positively or negatively affected by its
reputation. Over time, nodes with low reputation can be
isolated and labeled as selfish/malicious nodes, and at each
node, there is a trade-off between saving energy resources
and maintaining their reputation. A game is formulated as
G =< N, A, {u;} >where N is the set of players (decision
makers), A; is the action set of player i, A = Ay xAg*...x A,
is the Cartesian product of the sets of actions available to
each player, and {u;} is the set of utility functions that
each player ¢ wishes to maximize, where u; : A — R .
Our proposed framework enforces cooperation among nodes
and provides punishment for non-cooperative behavior. We
assume that the rational users optimize their profits over
time. The key to solve this problem is when nodes of a
network use resources; they have to contribute to the network
life in order to be entitled to use resources in the future.
The base station keeps track of the behavior of other nodes,
and as they contribute to common network operation, their
reputation increases. We are interested in solving a game
by predicting the strategy of each player, considering the
information that the game offers and assuming that the
players are rational.
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3.2 Equilibrium

We formulate a model that captures a situation in which
two bargainers have the opportunity to reach agreement on
an outcome in some set X and perceive that if they fail to
do so then the outcome will be some fixed event D. Here
the set X is the set of feasible divisions of good reputation
and D may be the event in which neither party receives any
reputation. The set of Nash equilibria of a bargaining game
of alternating offers is very large. One such equilibrium is
that in which both players always proposes x* and always
accept a proposal z if and only if z = x*. For any agreement
x and period ¢, there is a Nash equilibrium for which the
outcome is the acceptance of x in period ¢ [20]. One such
equilibrium is that in which through period ¢ —1, each player
demands the maximum reputation and rejects all proposals,
and from period ¢ on proposes x and accepts only z. The
procedure we study is one in which the players alternate
offers in periods of the game. The first move of the game
occurs in period 0, when player 1 makes a proposal (forward
my incoming packet), which player 2 then either accepts or
rejects.

3.3 Payoff and Reputation

Each node ¢ has a von Neumann-Morgenstern utility
function [19] defined over the outcomes of the stage game
G, as u; : A — R, where A is the space of action profiles.
A’s action profile space is listed below:

N

Let G be played several times and let us award each node
a payoff which is the sum of the payoffs it received in each
period from playing G. Here,

ACtl
ACtQ

forward packet
don’t forward packet

ul = ar! — Bct

where 7! is the gain of node 4’s reputation, ¢! is the cost
of sending or forwarding a packet for the node as energy
loss, and o and /3 are weight parameters. We assume that
measurement data can be included in a single message
that we call a packet. Packets all have the same size. The
transmission cost for a single packet is a function of the
transmission distance [22]. At time ¢, each node calculates
the utility to be gained for each of the two actions available.
For forwarding a packet, the utility is calculated as:

uly, =T*ri™ = Bx(cs+¢)

where rf“ is the predicted gain of node ¢’s reputation. For
sending a packet, ¢! is broken down into two constant values:
¢s and ¢,. ¢ is the voltage cost to send a packet and ¢, is the
voltage cost to receive a packet. B is the weight parameter
for cost. B represents the importance of being conservative
about sending packets when a node has a low battery leave.
T is the weight parameter for the gain component of the



Int'l Conf. Wireless Networks | ICWN'12 |

Table 1: Parameters and Notations

Cost of forwarding packet at node 7 | c¢;
History at node % h;
Rating of node % pi
Reputation at node % T
Utility at node % Uj
Weight Parameters a;, B;

equation. T' represents the number of units of time since
node ¢ has last forwarded a packet. 7" starts at 1 for each
node ¢ and increments every time any node 7 decides to not
forward a packet. When a node sends a packet, 7' is reset
back to 1. If a node has recently sent a packet, it may not be
important to send another packet right away, which is why 7'
starts at a low value. But as time passes without forwarding
any packets, it is important that a node sends data through
the network, which leads 7" to increase. The utility for not
forwarding a packet is calculated as:

uhy, =T+0— Bxcs

Since there is no gain in reputation when not sending
a packet, the gain is 0. However, receiving a packet from
another node still costs energy. After calculating the utility
for each of these actions, the node will perform the action
that yields the greater utility. The strategy for each node ¢
at time ¢ is:

Forward if u’fl > ufjl
1 2

t

si(h) = { Do not forward otherwise

In order to compute the values of a node’s gain, we turn
our attention to the work proposed in [15]. In this work the
authors proposed the concept of subjective reputation, which
reflects the reputation calculated directly from the subject’s
observation. In order to compute each node’s reputation at
time ¢, we use the following formula:

t—1
ri=>"pi(k)
k=1

where p; (k) represents the ratings that the base station has
given to node i, and p; € [—1,1].

3.4 Configurations

We use two major network configurations. The first con-
figuration, named casel, consists of a network of wireless
sensors which broadcast packets to any nodes within range.
Since the nodes in our experiment are located within a
small distance of each other, all nodes in the network are
capable of broadcasting directly to every other node in the
network. Whenever a node receives a packet from another
node and forwards the packet, that packet is re-broadcast to
every node within range. For networks of a large size, this
generates a large amount of traffic. In an attempt to remedy

this, another network configuration was developed. Case2
utilizes a neighbor system. Each node has a neighbor table
that holds the IDs of several neighbors, which are determined
by a handshaking process that occurs after the nodes boot
up and send an initial voltage reading to the base station.
The neighbor relationship is bi-directional. Whenever a node
receives a packet, it checks the data. This gives the ID
number of the node that just sent the packet. If the ID found
in path of the packet is not found in the neighbor table of the
receiving node, the node ignores the packet and no further
action is taken. However, if the ID of the node that just
forwarded the packet matches an ID in the neighbor table,
then the node’s number of packets received is incremented
and the node will take the appropriate action with the packet.
Since we did not have access to a large testing area where
we could spread the nodes out further, this is an attempt to
emulate a less dense, less traffic-heavy network than what
is found in casel.

3.5 Malicious Node Detection

In our simulations, we introduce malicious nodes into the
network to see how they affect the network and if there
is a way to detect and neutralize such nodes. Malicious
nodes randomly drop packets, reducing the throughput of
the network. Malicious nodes also consume additional power
when randomly deciding whether or not to drop packets. The
base station keeps track of the reputation of each node in the
network. Periodically, the base station will decide whether or
not a node is acting malicious based on its throughput. The
base station takes the current reputation of each node in the
network and calculates the average, as well as the standard
deviation. If a node’s reputation is lower than the average
minus the standard deviation, that node is deemed malicious.
The base station sends a packet to that node ordering the
node to turn its radio off and shut down.

4. Performance Evaluation

In the casel scenarios, the simulation starts with an
initial voltage reading from each sensor. Next, packet is
broadcast once every 200 milliseconds for 300 seconds.
Then a final voltage reading is sent to the base station.
In the case2 scenarios, after the initial voltage reading, the
neighbor handshaking phase takes place. After the neighbor
handshaking process, each node broadcasts data once every
200 milliseconds for 300 seconds. Lastly, a final voltage
reading is sent to the base station. During the simulation, if
a node receives a packet it will forward it or apply the game
theory strategy, depending on the scenario. After sending
the packets, each node turns its radio off for 10 seconds
to get rid of the traffic in the network. Then, every node
turns their radio on and sends one final voltage packet to
the base station. This gave us a clear start and end voltage
for calculating voltage loss. For malicious node detection,
the base station checks to see if any nodes are malicious
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after 60 seconds into the simulation, and then once every 30
seconds after that. Any nodes that are deemed as malicious
are turned off via radio.

Case 1, No Game Theory ——
Case 1, Game Theory
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Fig. 1: Average network throughput for normal nodes.

As shown in Figure 1, reputations for simulations using
game theory have a lower reputation, than simulations not
using game theory, regardless of network size. By imple-
menting game theory, the average throughput of the network
drops, but this is to be expected since the sensors are
dropping packets based on a set of rules in order to save
power.
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Fig. 2: Average network voltage loss for normal nodes.

Figure 2 shows that for casel, implementing game theory
results in a lower voltage loss for smaller networks, but
results in a greater voltage loss for larger networks. As
the size of a network increases, so does the traffic. Since
deciding whether or not to forward a packet by using a
strategy also consumes power, there is a point where the
frequency of deciding whether or not to forward an incoming
packet is so high that the energy used for implementing the
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strategy is greater than the amount of energy the node tries
to save by not forwarding packets. For case2, implementing
game theory consistently results in a lower network voltage
loss. The neighbor system helps reduce the amount of traffic
in the network, which prevents the voltage loss that happens
with larger networks in casel.
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Fig. 3: Average percentage of malicious nodes correctly
removed from network.
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Fig. 4: Average percentage of normal nodes incorrectly
removed from network.

As indicated by figures 3 and 4, our procedure for
determining malicious nodes needs work. Aside from our
first configuration that does not use game theory, a low
percentage of malicious nodes are successfully removed
from the network. Also, our procedure turns off some normal
nodes in the network, which lowers the performance for the
network.

As seen in Figure 5, average reputations for game theory
cases are lower than non-game theory cases. The ineffective-
ness of our procedure to detect and disable malicious nodes
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Fig. 5: Average network throughput for malicious nodes.

may have some influence in these results.
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Fig. 6: Average network voltage loss for malicious nodes.
Broadcast(case 1), hop-by-hop(case 2)

As seen in Figure 6, in most cases, voltage loss is lower
with game theory implemented than if not, even with the
presence of malicious nodes. Once again, the ineffectiveness
of our procedure to detect and disable malicious nodes may
have some influence here.

Due to how utility is modeled in our project, utility is
bound to decrease. Therefore, a better utility is not defined
by how quickly it can rise, but rather how slowly it can
decrease. As seen in Figure 7, for our casel scenarios, utility
for networks implementing game theory have a lower utility
than those which do not implement game theory. However,
this is caused by the high amount of traffic in a larger
network. As seen in Figure 8, for our case2 scenarios, utility
for networks implementing game theory have a higher utility
than those which do not implement game theory. Despite the
large network size, the neighbor system reduces the amount
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Fig. 7: Average network utility for Broadcast (case 1)
scenarios (Network size - 30 nodes).
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Fig. 8: Average network utility for hop-by-hop (case 2)
scenarios (Network size - 30 nodes).

of traffic that flows through the network.

5. Conclusion and Future Work

Our results indicate that, under most cases, implementing
game theory in a WSN is beneficial by helping reduce the
amount of voltage consumption throughout the network. By
adding a decision making process of when to send and not
send packets, the sensors conserve energy while maintaining
an acceptable amount of throughput. Further work includes
experimenting with different strategies in order to save
power, as well as improving our procedure of how to detect
and neutralize malicious nodes. Other possible extensions of
this project would be to experiment with packets of different
priorities and implement coalitions of nodes.
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Abstract - Multiple antenna system are projected to
contribute a key role in potential multimedia wireless
communication systems in the future. Such systems are
predicted to provide high channel capacities in a limited
bandwidth, which enables the efficient usage of spectrum.
Essentially to the realization of these channel capacities are
the characteristics it displays especially when analyzing the
ergodic capacities and the outage capacities. To characterize
the channel, certain methods have been employed. This paper
reviews the basic background of MIMO systems and discusses
the channel capacity using uniform power allocation in terms
of ergodic and outage capacities.

Keywords: MIMO, Capacity, Fading channels, Ergodic
capacities, outage capacities

1 Introduction

Various channel models have been presented over a
period bits/sec, of the communication for each MIMO user
can be improved. Therefore, this directly increases the
network capacity and quality of service. This development
enables MIMO systems to be viewed as an extension of the
so-called radio propagation between two or more points.
Radio propagation is an important aspect of any radio design
or radio network planning. Therefore, a variety of analyses
through process models have been identified. [1] One of the
models is the MIMO configuration.

In the digital communication field, the recent introduction of
MIMO - multiple input multiple output or can also known as
volume-to-volume ‘wireless link’, has appeared as one of the
most significant breakthrough in modern communications.
[2] One of the main motivations for this advancement is the
chance of resolving the bottleneck of traffic capacity in
future Internet-intensive wireless networks.

To define MIMO systems simply, given an
arbitrary wireless communication system, we consider a link
for which the transmitting end as well as the receiving end is
equipped with multiple antenna elements.[2] Saying this, it
can clearly be seen that MIMO architectures are a form of
receive and transmit diversity scheme. In addition to that,
this form of configuration involving multiple antennas on the
input and the output gives us the ability to dramatically
improve capacity gains through increased spatial dimension.
MIMO systems can provide significant increase in data

throughput and link range without additional bandwidth or
transmit power.

This basically means that the signals on the transmitting
antennas on one end and the receiving antennas on another
end are ‘combined’ in such a manner that the quality, with
references to signal to noise ratio (SNR) and the data rates in
bits/sec, of the communication for each MIMO user can be
improved. Therefore this directly increases the network
capacity and quality of service. This development enables
MIMO systems to be viewed as an extension of the so-called
‘smart antennas’, where it uses antenna arrays along with
signal  processing algorithm to improve  wireless
transmissions. Multipath propagation, conventionally known
to be a drawback of wireless communications, was made a
turn around with the introduction of MIMO systems. This
became a key feature of MIMO, where it uses multipath
propagation properties to multiply transfer rates. A high rate
signal is split into multiple lower rate streams. Then each of
these stream is transmitted from a different transmit antenna
in the same frequency channel. This is known as multipath,
the signal taking different routes to reach the receiver. The
different signals will then arrive at the receiver antenna with
different multipath delay spread. Then the receiver can
proceed to separate these different signals, creating parallel
channels for free. Spatial multiplexing is a very powerful
technique for increasing channel capacity at higher Signal to
Noise Ratio (SNR). [3] The panorama for magnitude
improvement in wireless communication performance at no
cost of extra bandwidth is largely responsible for the success
of MIMO. This has encouraged tremendous progress in
diverse areas such as channel modeling, information theory
and coding, signal processing, antenna design and multi-
antenna-aware cellular design, fixed or mobile. [3] This paper
covers the capacity of MIMO going through a channel
experiencing Rayleigh fading. The first portion of this paper
will be introducing the system model of MIMO systems.
Follow up on that would be the MIMO signal model where
certain analysis of the model with respect to the system model
will be explained. Next section would see the analysis of the
simulation results about the ergodic capacity and 99% outage
capacities of MIMO fading channels.
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2 Sytem Modal and Signal Model
2.1 System Model

The way it has always been traditionally for wireless
communications is the usage of a single antenna for
transmission and a single antenna for reception. Such systems
are known as single input single output (SISO) systems. As
the times began to change, significant progress has been
made in developing systems that employ multiple antennas at
the transmitter and the receiver in order to achieve better
performances. [4]

Receiver

Transmitter

Fig. 1 Block diagram representing multiple transmitting
antennas and multiple receiving antennas

Fig.1 depicts the system model of the MIMO systems. As
seen, on the transmitter end we have M transmit antennas,
represented by XM. On the receiver end, we have N receive
antennas. Transmission from the transmitter's M antennas can
go in any path, therefore forming multipath propagation
before it is being received at the various receiving antennas.
There are several benefits of using multiple antennas. Firstly,
the link budget and spatial diversity improvements. Spatial
diversity refers to the fact that the probability of having all
antennas at bad locations is significantly lower as the number
of antennas increases. Link budget improvement on the other
hand, refers to the fact that the signals from the various
antennas can be combined to form a signal stronger than any
of the individual signals. For receive spatial diversity, signals
received on multiple antennas are weighted and combined.
Example of this is Maximum Ratio Combining (MRC), where
the receiver co-phases the signals and sums them together,
weighting each branch with a gain proportional to the
amplitude on the received signal on that branch. Other
diversity methods used at the receiver includes Selection
Combining where we simply select the branch with the
strongest SNR to be the output signal and Equal Gain
Combining where the receiver co-phases the signals and sums
them up. There are two types of transmit spatial diversity,
open- loop and closed-loop. Open-loop transmit diversity
involves transmitting signals from multiple antennas in some
deterministic pattern, that does not depend on the channel.
Open-loop techniques include cyclic delay diversity (CDD)
and space-time block codes (STBC). Closed loop transmit
diversity techniques, in contrast, require channel information
to guide transmissions. An example is the Transmit Beam
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Forming (TxBF), where proper magnitude and phase weights
computed from the channel estimation are applied again
across antennas to aim the signal in a given desired direction.
MIMO systems with spatial diversity achieve better
performance. This basically means that it has a longer range
for a given data rate, as compared to SISO systems at a given
same location. The other advantage to exploit rich spatial
dimensionality is via spatial multiplexing. This means
transmitting and receiving multiple data streams from
multiple antennas at the same time, and in the same frequency
spectrum. This is possible because the signals received at
different antennas are unique combinations of the transmitted
data streams. Advanced digital signal processing algorithms
can be used to recover the original data. Spatial multiplexing
can be implemented in either open-loop or closed-loop. In
open-loop spatial multiplexing, different streams are simply
transmitted from different antennas. In closed-loop spatial
multiplexing, every stream is transmitted from all of the
antennas using weights computed from the channel
estimation. MIMO systems with spatial multiplexing achieve
higher peak data rates and increases spectrum efficiency.

2.2 Signal Model

In order to design efficient communication algorithms for
MIMO systems and to understand the performance limits, it is
important to understand the nature of MIMO channels. For a
system with M transmit antennas and N receive antennas,
assuming frequency-flat fading over the bandwidth of interest
[5], we obtain the following:

¥l hi1 miM || X1 nl

¥N BN . . . hNM || XM L

Fig. 2 Matrix Version

O.r can also be denoted as:

_\':Hx+w_’ (1)

We see that y denotes the N x 1 received signal vector and x
is represented by the Mx 1 transmitted signal vector. n is the
Nx 1 zero-mean complex Gaussian noise vector with
independent, equal variance real and imaginary parts, thus
giving us N (0, [1* IN) [6]. The matrix H is the Nx M
normalized channel matrix. Each element h(N, M) represents
the complex gains between the Mth transmit and Nth receive
antenna.

For a memory less 1x1 (SISO) system the capacity is given
by:

C =log, (1 +ph |)bits/sec/Hz ~ (2)



Int'l Conf. Wireless Networks | ICWN'12 |

Where h is the normalized complex gain of a fixed wireless
channel or that of a particular realization of a random channel.
In (2) and subsequently, p is the SNR at any receiver antenna.
As we deploy more receiver antennas the statistics of capacity
improve and with N receiver antennas we have a single-input
multiple-output (SIMO) system with capacity given by:

C= 10g2(1+pi |hi|2j bits /sec/ Hz 3)
i=1

Where hi is the gain for these receiver antennas, i. Note the
fundamental element of (3) is that increasing the value of N
only results in a logarithmic increase in average capacity.
Correspondingly, if we decide to opt for transmit diversity, in
the common case where the transmitter does not have channel
knowledge or state information, we have a MISO system with
M transmit antennas and the capacity is given by:

C :10g2(1+—z |h| jbits/sec/ Hz 4)

Where the normalization by M ensures a fixed total
transmitter power and shows the absence of array gain in that
case, as compared to the case in (3) where the channel energy
can be combined coherently. Again, note that capacity has a
logarithmic relationship with M. Now we consider the use of
diversity at both transmitter and receiver giving rise to MIMO
systems. For M transmitting antennas and N receiving
antennas we have the now famous capacity equation:

Czlogz(lN +ﬁHH*j bits / sec/ Hz (5)

Where * means transpose-conjugate and H is the M x N
channel matrix. Note that both (4) and (5) are based on M
equal power (EP) uncorrelated sources.

Let m denote the covariance matrix of x, then the capacity of
the system described as based by (1) is given by

C =log, (I + HRH ") bits/sec/Hz  (6)

Where tr(m ) =P holds to provide a global power
constralnt. Note that for equal power uncorrelated sources,

H =
and (6) becomes (5). This is optimal when H is

unknown at the transmitter and the input distribution
maximizing the mutual information is the Gaussian
distribution. It is also demonstrated that the capacity in (5)
grows linearly with min (M; N) rather than logarithmically.
This result can be intuited as follows: the determinant
operator yields a product of min (M;N) non-zero eigenvalues
of its (channel-dependent) matrix argument, each eigenvalue
characterizing the SNR over a so-called channel eigen-mode.
An eigenmode corresponds to the transmission using a pair of
right and left singular vectors of the channel matrix as
transmit antenna and receive antenna weights respectively.
Thanks to the properties of the log, the overall capacity is the
sum of capacities of each of these modes, hence the effect of
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capacity multiplication. Clearly, this growth is dependent on
properties

of the eigenvalues. If they decayed away rapidly then linear
growth would not occur. However (for simple channels) the
eigenvalues have a known limiting distribution and tend to be
spaced out along the range of this distribution. Hence it is
unlikely that most eigenvalues are very small and the linear
growth is indeed achieved. With the capacity defined by (5)
as a random variable, the issue arises as to how best to
characterize it. Two simple summaries are commonly used:
the mean or also known as the ergodic capacity given as

C=E det{log(lN +ﬁ HH *ﬂ bits /sec/ Hz (7)

and also, the outage capacity, C. Outage capacity measures
are often denoted by capacity values supported (a), for
example, 90% or 99% of the time, and indicating the system
reliability. Therefore we have:

Prob(C (H)> C_ )=« (8)

A full description of the capacity would require the
probability density function or equivalent. Some vigilance is
required when interpreting the above equations. The
important thing to consider is that our discussions concentrate
on single user MIMO systems. Although so, many results can
also apply to multi-user systems with receive diversity. [7]

Finally the linear capacity growth is only valid under certain
channel conditions. It was originally derived for the
independent and identically distributed flat Rayleigh fading
channel and does not hold true for all cases. For instance, if
large numbers of antennas are packed into small volumes then
the gains in H may become highly correlated and the linear
relationship will reach a state of little or no growth at all due
to the effects of antenna correlation. On the other hand, other
propagation effects not captured in (5) may provide a means
to highlight the capacity gains of MIMO such as multipath
delay spread. This can be shown in the case when the transmit
channel is known but also in the case when it is unknown.

In general, the consequences of the channel modeling are
critical. Environments can easily be chosen which give
channels where the MIMO capacities do not increase linearly
with the numbers of antennas. [1] However, most
measurements and models available to date do give rise to
channel capacities which are of the same order of magnitude
as the promised theory. [7] Also the linear growth is usually a
reasonable model for moderate numbers of antennas which
are not extremely close-packed. Here the capam}y is given by

CEP in (5). This was derived and showed M u , that is,
optimal for identical and independent Raylelgh fading
channels. Also, this was derived starting from an equal power
assumption.
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3 Simulation Results and Analysis

In this section, we examine the ergodic capacities and 99%
outage capacities of a MIMO Rayleigh fading channel with M
transmit antennas and N receive antennas for SNR ranging
from 0 dB to 40dB. We consider M=N=1; M=1, N=2; M=2,
N=1 and M=N=2 respectively.

3.1 The ergodic Capacity comparison between
the different number of M and N.

At first, we assume the channel information is known at
transmitter (CSIT). So, it used the waterfilling solution. Then
we can see the capacity is increased while the number of
antennas is increased. (Fig. 3.) In the SISO case, where both
M and N are equal to 1, the capacity at SNR equals to 5 dB is
1.8 bit/s/Hz while 3.6bit/s/Hz in 2x 2 MIMO case which is
approximately twice as the SISO case. This feature keeps
from low SNR to high SNR situation. Secondly, the capacity
of asymmetrical antennas at transmitter and receiver is nearly
the same at 2% 1 antennas case and 1x 2 antennas case.

S—h=1,N=1
*—M=1,N=2
“—M=2,N=1 :
{——m-2,n-2 s T L
: P b
e
Nm‘ e el T e T oo, SEETT o ALY
E e o .
L
a o
5 s
:
= T
[ -~ H
:
o
o
(8]

0 5 1 15 20 25 30 35 40
SNR in dB

Fig. 3 Capacity comparison between the different number of
M and N (Waterfilling allocation)

Then, we examined when the channel information is unknown
at transmitter, so we used the equal power allocation. (Fig. 4.)
In this case, the performance of symmetrical number of
antennas is as same as the previous case, double the capacity
when the antennas increased from 1x 1 to 2x 2. However, the
capacity of 2x 1 model (MISO) is different from the 1x 2
(SIMO) one. The more receiver antennas achieve higher
capacity compared to the more transmitter antennas’ case. The
performance is worse at receiver when the channel state
information is unknown at transmitter, especially at low SNR.
That is because at low SNR with Full CSI, waterfilling can
provide a significant power gain.
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Fig. 4 Capacity comparison between the different number of
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3.2 The 99% outage capacities.

The result is shown in Fig. 5.
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Fig. 5 99% outage capacity

The q% outage capacity Cout of a fading channel is the
information rate that is guaranteed for (100-q)% of the
channel realization. The 99% outage capacity is much better
at 2x 2 (MIMO) than the case of SISO. That means in MIMO
case, the communication is more reliable by the increased
receive and transmit antennas. This is because transmitting
and receiving data from different antennas can reduce the
BER rapidly.

3.3 Ergodic capacity increases linearly in
min(M,N) at high SNR.

Result is shown in Fig. 6.
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Fig. 6 The ergodic capacity between different M and N

This figure is in the case the channel state information is
unknown at the transmitter. The ergodic capacity:

C=c¢ey [longt (II\- +é§IL{HHH) ]

=&y [Zinillog(l + %)\1} e

Ay,

*"Mare the eigenvalues of

(9)

where m=min (M,N) and

the Wishart matrix
_(HH? N<M
W= q
H'H N=M

(10)
For large SNR, Cgp = min(M, N) logP + v _th
capacity grows linearly with min(M,N).

(&

4. Conclusion

As a conclusion, this paper has covered the major reviews of
MIMO systems and its potential use for further enhancement
in future wireless networks. Information theory reveals that
great capacity gains can be realized from employing MIMO
systems. Whether we achieve this fully or at least partially in
practice, it can be seen that this depends on a sensible design
of transmit and receive signal processing algorithms. It is
obvious that the success of MIMO algorithm has integrated
into various commercial standards such as 3G, WLAN and
beyond and this clearly will rely on a fine compromise
between the maximization of data rates and diversity, example
space time coding, solutions. This also includes the ability to
adapt to the time changing nature of the wireless channel
using some form of feedback. To this end more progress in
modeling, not only the MIMO channel but its specific
dynamics, will be required. As new and more specific channel
models are being proposed it will useful to see how those can
affect the performance trade-offs between existing
transmissions algorithms and whether new algorithms,
tailored to specific models, can be developed. Finally,
upcoming trials and performance measurements in specific
deployment conditions will be a key to evaluate precisely the
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overall benefits of MIMO systems in real-world wireless
scenarios.
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Abstract — Privacy and Route optimization are important
issues for reliable and efficient Mobile IPV6
communication networks. An efficient security based route
optimization technique through a pseudo-tunnelling module
has been proposed in this paper. Simulation results in
OMNET++ show better performance than any other
approaches having dependency on less number of
cryptographic messages with absolute validation of nodes.
Also higher throughputs, reduced data traffic loads, less
WAIT time of data packets in home agent and congestion
controlled Round Trip Time have proved the overall
performance improvement of the entire communication
network.

Keywords: Mobile IPV6, Home Agent, Foreign Agent,
Type2 Routing Header, Binding Update, Return Routability
Procedure, UMU-PKIV6.

1 Introduction

In Mobile IPV6, the packets which will be sent from
the mobile node towards their correspondent node must go
through the home agent prior to being delivered. Such
interception of packets by the home agent is known as
dogleg routing that causes a non-optimised longer paths
and an unexpected higher communication delays between
mobile nodes and their correspondents [1].

Mobile IPv6 base specification includes a route
optimization scheme called the Return Routability
Procedure (RRP) which allows packets to be directly sent
between a mobile node and its correspondent without
involving the home agent. When route optimization is
performed the mobile node’s data traffic is not protected by
IPsec, which leaves the communications vulnerable to
eavesdropping on the visited network.

2  Proposed Return Routability
Procedure

2.1 Validation of MN and HA

Definition of a new data structure named
HomeNetworkinfo has been introduced in the
IPv6InterfaceEntry [2], which is liable to contain all

information of home network of the mobile node's [MN]
interface.

2.2 Validation of CN and HA

The CN is verified by HA through the PKIV6
system during exchanging their neighbour solicitation
messages and the HA generates a Care-of keygen token as
below which is sent in CoT message towards CN,
encrypted by the public key of CN.

Care-of keygen token:= First (64, HMAC_SHAL (care-of-
address | nonce [))

UMU - PKIVE

Foreign
Network

INTERNET

Home
Network

Figure 1. Proposed RRP

2.3 BU Authentication

The MN now generates a BU and sends to CN [Fig
1]. The content of BU message includes a sequence
number, nonce, CoA and a MAC of (Care-of keygen token,
(CoA | Address of CN | BU)).

2.4 Route Optimized Secured Tunneling

A Type 2 Routing Header (T2RH) based tunneling
module has been developed by using OMNET++ [2] as part
of this research. Once the Return Routability procedure has
been completed as well as the mobile (MN) has performed
the registration with correspondent node; subsequent
communication can be carried out between mobile node
(MN) and correspondent node (CN) by bypassing home
agent (HA).
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The HoTl, HoT and CoTIl messages are eliminated
in this proposed Return Routability (RR) procedure. The
CN does not have to generate Home keygen token and
Care-of keygen token as is required in Traditional Return
Routability procedure. A CN, which can be a mobile device
with low processing power, is saved of computation load.

3  Simulation Results & Evaluation

Table 1 shows less number of messages are used by
Proposed  Return  Routability = Procedure  (RRP)
comparatively with other approaches.

Table 1. Comparative Messages used in Security Solutions

Security Messages Dependency
Solution on PKI
Traditional RRP 8 No
Improved 6 No
Bombing

Resistant

Protocol

Enhanced 7 Yes

cga based

RO

Proposed RRP 3 Yes

In Figure 2, it shows number of data bytes sent and
received over time by foreign network's access point are
less than the home agent's one having comparatively less
difference between them. This simulation here clearly
shows that the the proposed mechanism of mipv6 routing
mechanism reduces about 49.50% of traffic from home
agent by directing the packets directly from mobile node to
correspondent node.

On the other hand, reduction of traffic in home agent
reduces the probability of collision as well. So the
simulation results in Figure 2 show increased throughput of
the home agent which makes sure the traversal of data
packets through a less congested path that leads to
comparatively  30.76%  reduced packet dropping
probability.

Packet dropping probability thus can be calculated as -
LS
1
P(s)=—4St A
>
i=0
The heterogeneous communication such as network

setup [Figure 1] in this research having mixture of such
wired or wireless links solves several challenging problems
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in modeling and control like time varying traffic load in
home agent, end-to-end congestion controlled round trip
time (RTT) [Figure 3] and variety of application demands
etc.

Throughput vs Time Graph
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Figure 2. Throughput (bytes/s) vs Time (sec) Graph

Round Trip Time Graph
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Figure 3. Round Trip Time (sec) Graph

4  Conclusion & Future Work

This paper has introduced several engineering
directions that would improve the limitations of mobile
ipvé protocol. Simulation results show performance
improvements by reducing traffic load from home agent,
solves the dogleg routing problem in mipv6, increased
throughput of the home agent, makes sure the traversal of
data packets through a less congested path, reduced total
WAIT time in queue for home agent.

As a future work this research work can be extended
by introducing Multiple Care of Address (MCOA)
Registration technique as well as an effective path selection
method in mCOA for MIPvé.
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Abstract - The design of network topologies and protocols is
critical to improving underwater acoustic network
performance. A string topology is one essential component of
underwater networks. This work analyzes its performance in
an underwater environment. Theoretical results show that the
number of nodes, traffic intensity, packet size, and probability
of collision affect the end to end network throughput
significantly while physical channel capacity fundamentally
restricts it. This research gives one a theoretical direction to
design future topology and network protocols for underwater
acoustic networks. This work is supported by the Office of
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1 Introduction

A string topology network has been widely applied to
an underwater environment, e.g., in sea web experiments,
a string topology has been deployed [1][2]. As shown in
Fig. 1, in a string topology, nodes are sending message to
one destination, usually a gateway node, with a few relay
nodes in between to re-deliver messages.

An underwater environment is significantly different
from its territorial counterpart
[B141[51[6]1[71[81[9]. From a network’s view point, one
has to consider the following essential issues in such
environment:

1) Long propagation delay, due to the slow
acoustic signal propagation speed in water
medium, which affects link/network protocol

design;

2) Very limited bandwidth;

3) Very limited energy;

4) Unstable link condition;

5) Transmission loss is frequency/environment
dependent.

I'n-1

m e
e /O\> \

gateway r,
I

Source 1y

Fig. 1 A string topology underwater network

A string topology is the basic component in an
underwater acoustic network. However, its performance is
not well known in an underwater environment [10]. Why the
end-to-end throughput is so small in underwater? Which
factors fundamentally restrict the end-to-end throughput?
What kind of protocols fit in it? How can the design of
network topology be optimized? This work concentrates on
the study of aforementioned questions and gives insight and
answers to these important questions. The rest of the paper is
organized as follows. Section 2 analyzes the end-to-end
throughput theoretically and gives a close-form solution in
both ideal and realistic cases; Section 3 gives insight analysis
of the factors contributing to the throughput. Finally,
conclusion is drawn and future research direction is given in
Section 4.

2 Theoretical analysis

In this section, the end-to-end throughput is first
investigated in an ideal case and then a realistic case given an
underwater acoustic network of a string topology.

2.1 Ideal case

To simplify the analysis, we make the following
assumptions of the topology:
1) There is only one sender who generates data
packets; other nodes are relay nodes;
2) Neighboring nodes are equal distanced at d;
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3) Nodes’ transmission power is the same.

We also assume:

. The Medium Access Control (MAC) protocol is
contention-based;

. The sender generates packets with the same size L;

. The packet generation at the source node follows a
Poisson process with rate A;

. Each node has unlimited buffer to save packets such
that none will be dropped; and,

. The link is stable, i.e., only collision may cause the
loss of a packet but not because of any other reasons.
Each hop has the same link condition.

As shown in Fig. 1, let r; = source, r, = Gateway node,
and 1; (1<i<n) is an intermediate node. A packet is only
generated from source and transmitted from r; to 1.1 where
1<i<n. The successful transmission of a frame at r; is
expressed as:

P =P {successful reception at r,, | frame transmitted by r}

(M

A packet is transmitted successfully only if it is received
properly at the next node. T is the transmission time of a
packet and can be expressed as:

T-L )
TR

in which TR is the transmission rate. The probability that no
traffic is generated by node r;;; during a frame’s reception
vulnerability period, which is 2T, is:

~2TY( A1) 30

e (2T X |+10’(2T1|+1) _ 6*2T1i+l 3)
Where A= A is packet generation rate of node r, while 2 is the
rate of node 1;, 1 <i < n.We also have:

A=A
Ay =Py
A3 = Ap1p2 )

An—1 =A(P1P2---Pn-2)

An = A(P1P2.--Pn-1)
and:

P = e 2T (Ai+Ai+4is2) (5)
Combing the above equations together, we obtain n

nonlinear equations with respect to n variables A;, Ay, ...,
and A,. We have:
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R — g 2AT(+pi+piP2)
P, = e 2AT (P+P1P2+Pi P2 P3)
P — @ 2AT(PiP2+P1P2P3+ Py P2 P3P4)

P, — @ 2AT(P1P2P3+P1P2P3P4+P1 P2 P3P4Ps)

Pyo = eleT(pl P2---Pn3+P1P2---Pn2+P1P2---Pn1)
Py = e72ﬂTp1 P2---Pn-2

P =1
(6)
P, = 1 due to that gateway node r; uses RF signal such
that acoustic signal from other nodes does not collision
with its signal. Since 0< p, <1, we get:
Inp; = -2AT(1+ p; + p;P2)
In py =-2ATp;(1+ p2 + P2 P3)

In p3 =-2ATp; po(1+ p3 + P3P4)

In pp_p =-2ATp; Py ... Ph—2(1+ Pp—2 + Pn—2Pn-1)
Inpp_y =-24Tp;Py-.- Pn—2

Py =1
(7
They can be expressed as:
In(p ~1+1)
—2AT
pp=—"""—-1
Pi
In(pj_; —1+1) 1
pj=—ZATPP2Picd g o3 nog
Pi-1
®)
Subject to: (< p <1 9

From (9), we have:

Inp
+1<—L<2p +1
p, T P,

In
(p2+1)plsﬁ3(2pz+l)pl

In p,
22T

In
S PL<@p )RR,

(p; +Dpp, < <@p;+Dp,p,

(P +1D)p;pyP; <

In
(Poa # DD PPy s S—P2 <2, +1)P, Py P,

—2AT
(10)
The effective throughput of the network is expressed as:
n:j“n—l pn—lL(l_a) (11)

Where a is the bit error rate. Hence, we have:



Int'l Conf. Wireless Networks | ICWN'12 |

U:ﬂ(pl p2~-~pn72)pn71|-(l_a) (12)

Finally, by combining (8) ~ (12) together, we have:
1 >

(p -1)[1-%(9 ~1y] (B = D= (P, =] |

7, S,

77=/1(p1(

1 )
(pn—z _1)[1_6(pn—2 _1) ] B

( 2Tpp,---Prsy
pnfl

1

~DL(1-9)
(13)

he title approximately 2.5 centimeters (1 inch) from the top of
the first page and use 20 points type-font size in bold. Center
the title (horizontally) on the page. Leave approximately 1
centimeter (0.4- inches) between the title and the name and
address of yourself (and of your co-authors, if any.) Type
name(s) and address(s) in 11 points and center them
(horizontally) on the page. Note that authors are advised not
to include their email addresses.

2.2 Realistic case

Due to the significant propagation delay, because of the
slow propagation speed of acoustic signal in water medium,
and system delay, which can also be un-ignorable [11], the

real transmission time of a packet (we use Tto represent it) is

much bigger in a real scenario than that in the ideal one. T
can be expressed as

T=T +i + S,
where Sy is the system delay and c,, is the sound speed in
water medium. The bigger transmission delay causes two
effects: First, the probabilities in (8) become higher, which

(14)

help the end-to-end throughput positively; second, the
effective transmission rate is reduced to:
TR=TRx- (15)
T
which impacts the throughput negatively.

Correspondently, the throughput can be expressed as:

1 ) =Yoo 1y
(pl—l)[l—g(pl—l)]_ (p,—-DI1 6(|02 1)]_

- 1 - !
n=Ap(——24T s
1 )
(pn—Z_l)N[l_g(pn—Z_l) ]_
( —2AT PP ---Pis —1)'_(1 _6)1

pn—l T
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(16)

Equation (16) demonstrates that the relay node placement,
underwater sound speed and system delay all contribute the
variation of the end-to-end throughput. Due to the scope of
this paper, we will address this issue in detail in the future
with open sea experiment data.

3 Performance analysis

Equation (13) and (16) shows the insight information

about relationship between the end-to-end throughput and

physical channel capacity, network topology design, and
traffic load:

e The throughput is proportional to the transmission
rate, and proportional to the channel bit error rate
(BER) reversely. The higher the BER, the lower the
throughput as illustrated in Figs. 2-3. In other
words, the physical channel capacity restricts the
network throughput fundamentally.

e The throughput is directly affected by the traffic
generation rate from two aspects: the increase of
traffic rate brings more data into the link; meanwhile,
the possibility of collision among neighboring nodes
increases, which contributes to the decrease of
network throughput. In addition, the packet size
impacts the throughput similarly. The results are
shown in Fig. 4-5.

e As descripted in Fig. 6, the throughput is affected by
the number of nodes in the string indirectly. The
traffic stream becomes thinner with the addition of a
node, since the probability of no collision in the node
is usually less than 1, due to the inevitable collision
that occurs within a node.

e (10) reveals that the probability of a successful
transmission in the 1% node affect successful
reception of following relay nodes; the one in the
upper stream nodes of a string affects the one of
lower stream nodes. Eventually, the end-to-end
throughput is impacted.

e (16) shows that the distance of neighboring nodes,
sound speed and system delay all impact the end-to-
end throughput.
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4 Conclusions and future research

A string topology is one of the essential topologies
in an underwater acoustic network. In this paper, we
assume a contention-based MAC protocol and analyze
the end-to-end network throughput of a string topology
underwater acoustic network. Close-form formulae are
given for both ideal and realistic cases. It is shown that
the network end-to-end throughput is affected by traffic
generation rate, packet size, network topology design
(number of nodes, etc.), and probability of collision
within a node; as well as physical channel capacity
restricts the throughput fundamentally. We also find that
the relay node placement, sound speed in water medium,
and system delay also impact end-to-end throughput if
the delay caused by propagation and system transmission
is not ignorable.

In the analysis, we assume a contention-based MAC
protocol and get poor end-to-end throughput. To achieve
higher throughput, a non-contention-based MAC protocol
is definitely needed in underwater environment. In the
future, we will optimize the topology design and
investigate a contention-avoided MAC for underwater
acoustic networks. We also further investigate the
network performance in realistic case and plan to
compare that with real experiments’ result in open sea
environment.
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Abstract— Nowadays, ’Cognitive Radio’ (CR) is one of the
most promising concepts which facilitate the flexible usage
of radio spectrum and enhance the spectrum utilization by
enabling unlicensed users to exploit the spectrum in op-
portunistic manner. However, the most important challenge
is to share the licensed spectrum without interfering with
transmission of other licensed users. Therefore, to allevi-
ate the above problems a proactive spectrum management
schemes has been designed to access the unoccupied spec-
trum opportunistically with minimum latency. The primary
function of the management schemes is to characterize the
available channels based on spectrum sensing of CR node
and create a backup channel list for further use. In this
paper, we model the licensed users’ activity and create
a scheme to build up available channel list and backup
channel list. Our simulation results show that, around 65%
enhancement of channel utilization can be achieved through
channel management.

Keywords: Cognitive Radio, Channel prediction, Spectrum Sens-
ing, Spectrum Management, spectrum Mobility

1. Introduction

T HE increasing demand for new wireless services and
applications, as well as the increasing demand for higher
capacity wireless networks, the wireless networks become
highly heterogeneous, with mobile devices consisting of
multiple radio interfaces. In this context, it is essential to
have updated information on radio environment to enhance
the overall network performance. The outcomes of several
investigations have shown that the lack of spectrum is not an
issue, but the fact that radio resources are used inefficiently.
Therefore, a promising functionality is required to be built
into future terminals to have the cognitive capability to assist
with the Dynamic Spectrum Allocation (DSA), which allows
more efficient utilization of radio resources by changing the
spectrum allocation on demand. A cognitive radio is a self-
aware communication system that efficiently uses spectrum
in an intelligent way [1]. The most significant characteristic
of a cognitive radio is the capability to sense surrounding
radio environment such as information about transmission
frequency, bandwidth, power, modulation, etc. and make
a decision to adapt the parameters for maintaining the
quality of service. It autonomously coordinates the usage of

spectrum in identifying unused radio spectrum on the basis
of observing spectrum usage. Therefore, spectrum handoff
occurs when a licensed user further utilizes this unused
radio spectrum and find that CR nodes occupy the channel
[2]. In order to avoid service termination, the CR user
will perform link maintenance procedure to reconstruct the
communication. In general, channel management procedure
can be categorized into a) proactive spectrum management
b) reactive spectrum management. In proactive scheme, CR
nodes observe all channels to obtain the channel usage
statistics, and generate a list of candidate and backup channel
list for spectrum mobility while maintaining the current
transmission [3]. Reactive spectrum management operates
in on-demand manner, i.e. CR nodes perform spectrum
mobility after detecting the link failure [4]. From system
design, point of view reactive spectrum management is more
suitable than the proactive scheme as it requires very com-
plex algorithm for concurrent operation. On the other hand,
proactive spectrum management poses very faster spectrum
switching with respect to reactive spectrum scheme, resulting
better QoS in on-going transmission. Moreover, selection
of reactive and proactive spectrum management schemes is
depends on sensing time. In order to capture the dynamic and
random behavior of both licensed and unlicensed users, we
focus on proactive spectrum management issues to enhance
the network wide performance in terms of throughput and
collision. Therefore, we proposed proactive dynamic channel
selection algorithms to deal with spectrum mobility more
robustly and effectively based on proactive channel predic-
tion. Based on channel prediction, al the observed channel
is graded and form two different channel lists. In this paper,
we also present a CR node modeling in OPNET which
utilize the channel prediction and spectrum management
functionalities.

The rest of this paper is organized as follows. An introduc-
tory idea of the work is presented in details in section one.
Then, section II describe the background study of spectrum
mobility in cognitive radio networks. In section III spectrum
mobility is being characterized through primary user traffic
prediction. Proactive spectrum management scheme is intro-
duced based on the channel prediction in section I'V. Finally,
we present our performance study and node design in section
V which is followed by conclusion and future works.
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2. Literature Review

In cognitive radio ad-hoc networks spectrum mobility is
one of the main performance bottlenecks which include
transmission delay, routing discovery as a consequence
throughput degradation. This problem is somehow related
to multichannel MAC problem in traditional mobile ad hoc
networks despite of fixed channel assignment. Therefore,
we need a novel spectrum management schemes where
CR users will pause the current transmission and vacate
the operating channel due to presence of license user as
well as determine the available channel to re-establish the
communication. In this regard author in [5] proposed two
different kind of observation method called proactive method
and on-demand or reactive method. In the proactive method,
the CR user periodically observes all the channel usage
statistics and determines the candidate set of channels for
spectrum handoff. In contrast to proactive method, the can-
didate channels are searched with an on-demand manner in
reactive method. Therefore, the instantaneous outcomes from
wideband sensing will be used to determine the candidate
channel list for spectrum handoff [6]-[4]. Such sense and
react approach causes for frequent service disruption in
communication and degrade the QoS due to higher hand-
off latency. While the proactive approach, the latency of
spectrum handoff would be smaller even though it incurs a
larger overhead due to periodic observation. In [7] a detailed
proactive spectrum framework has been proposed assuming
exponential and periodic traffic model where CR users utilize
past channel histories to make prediction on future spectrum
availability. In [8] author proposed MAC layer proactive
sensing schemes to maximize the probability of channel
opportunities and minimize the channel switching delay for
spectrum mobility. The problem of spectrum mobility in
cognitive radio network has been widely investigated in
the last few years. L. Giupponi, in [9] proposed a fuzzy-
based spectrum handoff to deal with the incompleteness,
uncertainty and heterogeneity of a cognitive radio scenario
and spectrum quality grading scheme is presented in [10]
to enhance the QoS. In [11], Chang and Liu proposed a
strategy that optimally determines which channel to probe
and when to transmit in a single channel transmission.
A sensing sequence is proposed in [5] to maximize the
chances of finding and idle channel but it does not guarantee
the minimum discovery delay. To minimize the delay, in
[12]authors proposed a Bayesian learning method which
could predict the underutilized radio spectrum proactively.
Further enhancement is shown in [13] through the concept of
building a backup and candidate channel list, unfortunately
no algorithm or schemes has been provided. In most of the
literature spectrum mobility is mainly concern to licensed
band although CR nodes have the capability to use any
portion of the spectrum not only from licensed band but also
unlicensed band. Therefore authors in [14] first come up with
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an idea to build the backup channel list from unlicensed band
in static manner and proposed a Markov channel model to
evaluate the scheme. It is observed that, in these studies, the
dropping probability and the number of handoff is reduced in
case of the appearance of primary users. So far we consider
about the spectrum sensing methods, but how we could
share this sensing information among different CR nodes
is a network architectural issue. Hence from the network ar-
chitectural perspective, different spectrum mobility manage-
ment schemes are presented in [15] and illustrate the basic
comparison of centralized and distributed methods. In case
of centralized architecture, spectrum mobility management
is maintained by CR base station whereas in distributed ad-
hoc networks each particular node is responsible to carry
out the same task. Therefore, a reliable common control
channel is required to exchange channel information is
common control channel (CCC) or rendezvous problem. So
far in the literature a reasonable amount of work has been
done on CCC problem based on either dedicated global
control channel [16], [17],[18],[19],[20],[21],[22],[23],[24]
or network wide synchronization channel hopping sequence
[25],[26]1,[27],[28]. However due to the dynamic nature of
licensed users dedicated CCC is impractical and it suffers
from CCC saturation and single point failure problem in high
dense network. Like other distributed networks, network
wide synchronization is not a feasible assumption for large
distributed networks. In order to fully utilize the scare
radio spectrum, several dynamic spectrum sharing schemes
have been extensively studied [29],[30],[31],[32] from game
theoretic view point for flexible and fair spectrum usages
through analyzing the intelligent behaviors of network users.
The preliminary literature review reveals that most re-
searchers have focused on spectrum selection processes in a
static manner which failed to capture the dynamic behavior
of radio environments. A study of spectrum mobility under
dynamic radio environment is required to assist efficient
design and deployment of such networks. In our proposal,
proactive licensed users’ traffic predictive model is used
to predict the best available spectrum and classify them
according to expected channel duration and SNR which will
further use to build the candidate and backup channel list.

3. Problem Formulation

In this paper, a single hop cognitive radio based ad-
hoc wireless LAN is considered which is composed of
several primary users and CR users as shown in figure 1.
Moreover a cognitive radio is assumed to search N licensed
channel for spectrum opportunities. Each CR user is assumed
to have equipped with two transceiver, one is for data
communication and the additional one is for acquiring the
control information including sensing. Although having an
additional antenna may increase the size and price of CR
node, eventually it overcome the problem of common control
channel. A channel is modeled as widely used renewal
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process alternating between ON and OFF states. An ON
(OFF) period can be considered as a time period in which
licensed users are present i.e. as a binary time series. Hence,
one of the main tasks is to model the ON (OFF) period so
that CR users can utilize any portion of OFF periods for
their transmission. The channel usages model is depicts in
figure 2. Suppose i is the channel index and X: denote the
number of channel i at time ¢ such that:

i )1 if channel is ON (BUSY), o
~ 10 if channel is OFF (FREE).

! !
001 170001

Fig. 2: Binary Channel Model.

For an alternating renewal process[33], let fr  (X) be
the Pdf of the ON duration and f7, . (X) be the Pdf for the
channel’s OFF duration. Hence, the channel utilization p is
the expected fraction of time when the channel stays in its
OFF state:

ETorr]

2
E[TON]—FE[TOFF] 2

M:

In equation 2, both ON and OFF periods are assumed to
be independent and identically distributed (i.i.d). Since each
licensed user arrival is independent, each transition follows
the Poisson arrival process. Hence the length of ON and
OFF period can be expressed using exponential distribution
[34],[35] with pdf fy(t) = Ax x e *xfor ON state and
fy(t) = Ay x e " for OFF state. Therefore, channel
utilization g in equation 2 can be written as:

Ax]

= 3
Ax]|+ Ay] )
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Where E[T}y = s and E[THpp = - are the rate
parameter for exponential distribution. E[T}, ] and E[T}, 5]
is the mean of distribution. Let Pon(t) be the probability
of channel i in ON state at time t and Porr(t) be the prob-
ability of channel i in OFF state at time . The probabilities
of Pon(t) and Porr(t) can be calculated as:

Ay Ay _
P, t) = — A Ay )t 4
on (t) Aty )\X+>\Y€(x+ Y) “4)
A A
Porpp(t) X Y e (Ax+Av)t (5

= +
Ax Ay Ax + Ay
Thus by adding equation 4 and equation 5, we can get

PON(t) + POFF(t) =1 (6)

4. Spectrum Management

The main focus of this section is to make an efficient
channel selection and decision model which assists the
CR user to spectrum mobility and enhance the spectrum
utilization. The proposed spectrum management cognition
cycle shows in figure 3 involves four major tasks such as
spectrum sensing, spectrum analysis, spectrum classification
and spectrum mobility. In the model, we also consider single
hop network operation and ignored the route selection and
route maintenance issues. Moreover, we consider two radio
transceivers architecture which are sensing radio and data
radio. The sensing radio is dedicated to spectrum monitoring
includes particular radio environment and incumbent PU
data base. The output of spectrum sensing process then feed
into spectrum analysis process to characterize the spectrum
hole information. All of this information is then processed by
spectrum classifier and create available channel list based on
channel duration (licensed spectrum ideal time) and quality
of service. If there is no primary channel detected to be
free then it will select unlicensed spectrum according to
traditional CSMA/CA protocol. Due the dynamic nature of
radio environment, the spectrum hole information or PU
activities would be changed over time. Therefore, spectrum
mobility is the processes which conveys this information
from spectrum sensing process to spectrum classifier and
relist the available channels. Further classification has been
done on available channel list to create candidate channel
list through fine scanning on the channels listed in available
channel list. In the next step a back up channel list will
form so that any CR node will select the channel which
could maximize the channel utilization and finally transmit
on that particular channel. In this report, we subdivided
the model in two steps where CR users firstly perform
proactive channel prediction to create available channel list.
The usability status of all the channels is varying over time
due to licensed user activities. Therefore, in the second step,
CR user will update the available channel list that created
in step one to adapt the radio environment dynamics.
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Available Channel
List
Spectrum
Classification

Channel Duration
and quality

Spectrum Analysis

Fig. 3: Cognition Cycle of Spectrum management.

4.1 Step 1: Available Channel List

In our proposed model, an additional radio transceiver is
assumed to monitor the radio environment continuously and
create an available channel list to use for data transmission.
Algorithm 1 shows the operational flow of step one where
CR node will perform spectrum sensing to find unoccupied
available channels through fast scanning. We also consider
the geographical constrained imposed by regulatory author-
ity of the particular place to protect per-defined incumbent
licensed user using incumbent database. Moreover, CR user
also uses the knowledge of previous scanning result to
estimate the Popp(t) of current channel selection. Here
is E[T%,; the expected time required for minimum data
transmission with the lowest packet size.

Algorithm 1 Available Channel List with Proactive Channel
prediction

Load:Licensed User Database
K = Number of Licensed Users (Protected by Regulation)
fori =1to N — K do
Calculate Popr(t)
if E[TOFF] > E[TM[N] then
Avail hyist < Channel(z)
else
Availchyist <+ Channel(unlicensed)
end if
end for

R AR Rl S

—_—

4.2 Step 2: Channel Classification and Update

The aim of this step is to classify the available channel list
in two categories named as candidate channel and backup
channel list. All the channels that are in available channel
list can be treated as candidate channel as long as there
is no licensed user operating. This candidate channel can
become a backup channel through fine scanning. To be more
precise all the candidate channels are scan at every 6 s
for at least 30 s and outcome of the scanning result is the
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backup channel list. Any CR users before switching to the
backup channel must be scan for at least 6 s to deal with any
imperfect prediction of channel state in step one. Algorithms
2 illustrate the operational flow of channel classification as
well as update scheme.

Algorithm 2 Candidate Channel List

Load:Available Channel List from Step 1
L = Number of Available Channel
M = Number of Licensed Channel in the System
U = Channel Utilization
C = Number of Candidate Channel
for S =1to L do
Sense Channel (S)
for V=1to M do
if Pinreshotd(S) 2 Pinreshota(V') then
Candidate., < 1
else
Candidate.), < 0
end if
end for
end for
for P=0to C —1do
Backupcp, + max(U(Candidate.y), Backupep (P))
end for

e i
AR A R SR s S AR A ol >R ol

5. Performance Study
5.1 Simulation Setup

Here, we simulate an ad-hoc based cognitive radio IEEE
802.11g ad-hoc network consisting of multiple CR users
operating at 2.4 GHz with eight license users. Each CR
user is uniformly distributed over the network is assumed.
We consider the case where a CR user tries to exchange
packets with its neighbors. All the channels are assumed
to have exponential distributed ON/OFF periods. To test
our proposed algorithm we created a customized Cognitive
radio wireless node where proactive predicted model is
implemented in MATLAB and networking operation is done
through OPNET 16.0. Our CR node is developed based on
two wireless radio transceivers architecture which is shown
in Figure 4(a). In the node model, the scanning radio is
dedicated to listen the radio environment and creates a
channel list that could be used for data transmission. The
process model for scanning radio is a simple function C'R —
Scan —data() which call the MATLAB library function and
perform scanning and eventually updates the channel status
table. This channel information is then sent to the data radio
transceiver as an input to initiate the data transmission. In
order to exchange the channel information of the neighboring
nodes we adopt SYN-MAC[28] network initialization state
protocol where it is assumed that all neighboring CR nodes
are synchronized and has the channel set information of
their neighboring nodes. We’ve designed our system having
5 different frequency channels and each User is assigned
a particular frequency band which is designated as licensed
user. At a particular time maximum five users can be present
in the system. Therefore, the number of CR user is totally
depending on how many empty slots is present. If the entire
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five licensed user are accessing the channels simultaneously
then there is no room for CR user to operate in licensed
user band. In that case CR user should go for unlicensed
band which is out of scope or our current work. The network
topology that has been used in order to measure the network
performance is shown in Figure 4(b).

5.2 Simulation Results

In the first phase of our simulation we present the concept
of cognitive radio networks along with proactive channel
prediction. Figure 5 depicts the CR node performance in
present of licensed user and shows that there is only one
primary user operating that means we have four empty slots
at 2,3,4,5 MHz band for the CR user to operate. In this
case, with dedicated sensing transceiver, CR users can obtain
perfect information of past and current channel status, and
make accurate prediction of the future channel. In the first
run we only allowed one CR user to enter in the system
and find the available spectrum to start communication with
CR receiver which is in 2 MHz In the second run another
CR node enter the system and get the free channel at 3
MHz But in the third run we allow another licensed user
who is owner of 3MHZ frequency band to initiate the data
transmission. Therefore CR node 2 should vacate the 3 MHz
frequency band immediately for the LU3 which is shown in
left bottom side of figure 5. Right bottom side of figure
5 also shows the same cognitive radio concept for LU 2
and CR 1. The only exception is that, in this case CR 1

\
1
\\\j.
i

wian_port_c 00 wian_port_tldhibort x 0_1  wian_port tx 0 1

has to force to terminate or migrate to unlicensed band due (a) Node Model
to unavailability of licensed frequency band. In this part of

R . . i) )
research we didn’t take consider the unlicensed frequency E EE E
band as available channel list. Definitely, it could increase i J’fﬁi i
the system performance even though it might need more
complex algorithm to mitigate CR users’ coexistence with g et )
other unlicensed users coexistence with other unlicensed N E

users. The next part of the simulation is to show how much
spectrum utilization can be achieved when licensed user ﬁ

o
b
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'

share the radio spectrum with other radio i.e. cognitive radio.
The simulation scenario that has been used is shown in
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Figure 4(b) where we have 5 LUs, 5 CR nodes and low = P
resolution video as LU application data. When only licensed @ P
users are using the network the overall utilization is 98.4kbps - ® L) g

R 4

where as it could reach up to 286 kbps if we allowed the
CR users to coexist with licensed users (figure 6). Hence,
proactive predictive channel management schemes explore ® @
the cognitive radio concept for best utilization of unused
spectrum while avoiding collision with the licensed users.

RS LS
Wocs RS L o

(b) Network Topology
6. Conclusion

In this paper we have presented proactive predictive
channel management scheme in dynamic spectrum allocation
systems. We have also proposed algorithms to construct
the available channel list and backup channel list using the
predictive traffic pattern of license users and maximize the

Fig. 4: Cognitive Radio in OPNET.
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Abstract - While WiFi monitoring networks have been
deployed in previous research, to date none have assessed
live network data from an open access, public
environment. In this paper we describe the construction of
a replicable, independent WLAN monitoring system and
address some of the challenges in analysing the resultant
traffic. Analysis of traffic from the system demonstrates
that basic traffic information from open-access networks
varies over time (temporal inconsistency). The results also
show that arbitrary selection of Request-Reply intervals
can have a significant effect on Probe and Association
frame exchange calculations, which can impact on the
ability to detect flooding attacks.

Keywords: WLAN, MAC, monitoring, analysis, flood.

1 Introduction

The increasing use of the WiFi protocol by the public
has encouraged many innovations in social and economic
domains. New business opportunities have developed
around this rollout, with increasing numbers of cafes and
fast food outlets offering WiFi as a selling point [1]. One
result of this approach is that the importance of security and
reliability within these networks becomes ever more
significant [2].

While threats to user privacy and service availability in
WiFi networks are well documented [2],[3], to date they
have been addressed by providing additional (security)
services for business users and, much more recently, home
environments. Products which protect these systems are
available [4], but none have been targeted specifically for
protecting public WiFi infrastructure.

Although there has been some research in establishing
techniques for detecting attacks against WiFi networks,
none has yet produced a reliable solution to this problem.
One of the reasons for this is the difficulty in obtaining real-
world data to work with in security assessments [5]. The
majority of data used for validation is contrived or
unverified either through use of synthetic network traffic
modelling [6], lab testbed approximations [7], or protected
data [8]. This has led to a significant disparity between
research conclusions and their practical application to real
networks [5].

The creation of specific WiFi monitoring networks to
support security research has been attempted in previous

works [9], [10], [11]. The authors in [9], [10] established a
single-use capture installation for WiFi traffic and analysed
MAC layer traffic metrics. However these monitoring
systems were deployed on campus networks and do not give
sufficient information on the capture system itself to allow
for duplication by other researchers.

In [11] the authors develop a large campus monitoring
system and deal directly with the logistics of data protection
concentrating on layers above the MAC, but no equipment
details are given. Some non-academic environments have
been examined [12], however the data tends to be from
central RAID servers and cannot be made available for
alternative research use or validation [8].

Thus while WiFi monitoring networks have been
deployed in previous research endeavours, none have
examined publically accessible live network data from
public WiFi environments [13]. Furthermore none have
given sufficient information to be able to replicate and
verify the collection systems, and hence the data derived
from them. Therefore it is impossible to determine the effect
of the methodology used for data collection on the accuracy
of the results drawn from the collected traffic.

1.1 Motivation

We have established that to date security in public,
open-access WLAN networks has received limited
attention, but is an area of growing importance as WiFi
rollout expands. One of the major factors is the lack of
freely available datasets in these network environments.
This is a consequence of a lack of monitoring systems
tailored for open-access networks coupled with a lack of
detailed information on how to reproduce those systems
already described in research.

A major challenge for any public monitoring system is
preservation of users’ personal data, for both legal and
ethical reasons. Therefore the approach adopted here is to
use only MAC and physical layer information which does
not disclose identifiable personal data. The collection and
analysis of MAC layer traffic maintains user confidentiality
and privacy which can be a significant barrier for live
network experiments.

A key challenge therefore is to use only MAC and
physical layer information to gather sufficient information
to allow subsequent analysis of the behaviour of the
network and its users’. This approach also provides
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interesting research relevant material as all information
about connections, access, users and traffic usage are
available without requiring more sophisticated higher level
information which would disclose users’ identities [14].

This motivated the authors to investigate and produce an
open-access WLAN monitoring system that can be
deployed alongside live networks with minimum network
disruption to provide a source of live network data. There is
a clear need for a well-documented, replicable system for
use in WLAN research data gathering applications. This
would ensure maximum confidence in the conclusions
drawn from the data, as the results can be verified
independently.

2 System Design Considerations

There are multiple factors to take into consideration
when designing any network monitoring system [15]. These
include cost, data quality, resource consumption, and
physical and networking access to the equipment.
Additional factors become influential once the system is
intended for use in multiple locations or for other
researchers to utilise. These include automation,
sophistication, portability, ease of replication and assembly
/ disassembly effort required. For use in public
environments yet more issues have to be addressed, such as
size, privacy, concealment and network disruption.

In order to address all of these, sometimes competing,
concerns, an independent network was chosen. An
independent monitoring network is defined here as a system
which is totally delinked and independent from the network
which is to be monitored, and is designed to collect the
same data from the wireless medium but with minimal
network disruption. This is in contrast to an integrated
system, which connects directly with the equipment which is
to be monitored.

The two principle concerns for the authors were
ensuring that the traffic collected is not affected by the act
of monitoring and that minimal disturbance of the
monitored network is possible. Guaranteeing a lack of
network disruption in particular was seen as paramount for
obtaining the agreement of businesses offering open-access
services to the public. Equally important was the assurance
that user privacy could be adequately maintained.

2.1 Structure

Constructing an independent system requires devices
which can carry out all data collection, storage, networking,
processing and reporting requirements in the most
economical and space saving manner possible. The
principal components of such a system are outlined below
and in Figure 1. Specifics about the actual devices, code and
data used are available from the authors".

Monitor Station. An Access Point (AP) can also act as
a Monitoring Station (MS), by invoking monitor mode to

! They have not been provided in an open online form as the installation
and data collection was agreed only for research purposes
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collect all WLAN frames transmitted on a set frequency.
Since monitors are passive devices they do not contribute to
the network traffic. Thus they are much more suited to
capture the activity of a network environment than monitors
embedded within APs, which only see traffic for the device.

Attacker Station. APs can also act as an Attacker
Station (AS), carrying out WLAN attacks as requested. This
is required if there are to be packets injected into the
network to test the response of the system or to generate
capture files that are known to contain attacks.

Mini-PC. This device is used to facilitate outside
communication with the installation, on-site processing and
time synchronisation. The mini-PC requires small form
factor, reasonable processor power and 2GB of RAM.

Network Attached Storage (NAS) Hard Drive. The
capacity of the hard disk should be around 1TB and have
dual disks to allow for RAID 1 recovery in the event of a
network or system failure.

PoE (Power over Ethernet) Switch. The switch acts as
the central connection between all other equipment. The MS
| AS may be PoE powered as this reduces reliance on cables
and power socket availability for device positioning.

Internet Connectivity. Internet connectivity is a key
aspect of the design given it allows remote reporting of
summary data as well as failure assessment and updates
without requiring a physical person on site. A 3G dongle or
any similar wireless interface is a portable option.

2.2 Software / Hardware Identification

The sophistication of the system is largely dependent on
the software employed and thus simple, repeatable and
portable solutions were sought out. Principal software used
in the system is listed below to allow other researchers to
copy the system or validate conclusions based on it. All
devices are commercially available.

MS / AS. The MS devices in use are Ubiquiti
Nanostation Loco APs with an inbuilt bi-directional antenna
and the AS devices are Ubiquiti Picostation APs with an
attached omni-directional antenna. These devices have an
OpenWRT Backfire 10.03.1 build already available in the
OpenWRT repositories. Both stations require SSH for
secure communication and remote login, NTP for time
synchronisation and NFS to allow mounting of the NAS
equipment for data storage. Each MS also has TCPDUMP
installed as the capture programme while an AS contains the
OpenWRT version of the Aircrack-ng WiFi attack suite.
The remainder of the scheduling, reporting, logging and
traffic capture handling processes are done using BASH
scripts.

Mini-PC. The Mini-PC in use is an Acer Aspire Revo
R3700 running Ubuntu 10.4. Programs required for the
device include an NTP-server, NFS-server and SSH as well
as Python. The Mini-PC acts as a time synchronisation
server while NFS is used to mount the NAS.

Python (>2.5) is employed as the analysis platform for
data amassed on the system. Given all captures are being
collected remotely this does not necessarily allow for
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physical collection of raw data. Bandwidth requirements
also come into play. Thus a python program is utilised to
summarise traffic details on a weekly basis and report the
results to central online storage. This strikes a balance
between data fidelity and processing power / bandwidth.

In depth details about the operation of the software or
scripts in use are available from the authors. The equipment
and software in use was selected with the purpose of being
extensible to larger deployments if necessary. The backend
equipment is capable of handling many more additional
monitors and attackers as required, limited only by the
number of network ports on the PoE switch.

The extensibility of this system is one of the primary
drivers for the cost of the system, setting it apart from, for
example, a home router with a USB Flash disk attached.
The proposed system allows for central control, monitoring
and logging of data from multiple locations as well as
failure tolerance and on-site processing. These capabilities
can be extended easily to additional devices, limited only by
the number of Ethernet ports on the PoE switch, which is
not the case with a more rudimentary system.

A flash, or solid state, drive may have faster read and
write times and be less liable to errors than the RAID array
proposed, but for the capacity chosen the price would be
disproportionately high. Simply adding flash storage to an
existing AP is deemed an unacceptable solution too, as
invoking packet capture and storage processes place a large
burden on an already resource constrained device, slowing
down normal operations. This violates the principle of not
influencing the network being monitored.

2.3 Data Collected

Data collected is restricted to 802.11 Layer 2 MAC
frames as this alleviates many of the confidentiality and user
privacy issues. In many cases alleviating these concerns for
network owners and administrators can be the largest barrier
to successful deployment of a system such as this. The MS
captures are all truncated to a maximum frame size of
120bytes in order to allow for a sufficient amount of the
MAC header to be dissected for all packets but all other
payload data is obfuscated.

It is possible for entire packets to be collected however
the authors note that there may be legal and data volume
ramifications of this [11]. All collected data is stored locally
with reports and summaries reported via internet
connection. It is possible for raw data to be retrieved
through a researcher on site or via FTP if deemed viable.

A further benefit of collecting data in this manner is the
lack of disruption to the network owner / administrator. The
network data is collected entirely without interaction with
the monitored system, meaning that is can be installed
without fear of corrupting or influencing the data being
monitored. Conversely in an integrated system the monitor
can impact on the monitored network. This can be as simple
as slowing down network equipment due to extra load or
more subtle, such as if the monitor is subverted as a means
of an attacker accessing data or causing a DoS condition.

3 System Deployment

The equipment and layout described has been deployed
successfully for medium term (roughly 3 week) remote data
acquisition installations in multiple locations. One particular
location, with two capture traces taken at different times, is
discussed. A current trial with this deployment structure is
presently deployed in a live network environment in
Sunway Pyramid Shopping mall in conjunction with
Sunway University, Malaysia.

The first traffic capture trace was taken at a Caravan
park in Northern Ireland in August 2010. The WiFi network
at the park is provided by JSR Technology [16], who
established an 802.11g public access network with a
common password required for access. The deployment
location was within the attic of an enclosed washroom at the
centre of the park within sight of the targeted Access Point
Tower (APT) with 3 outdoor directional APs.

A second capture trace was taken at the same caravan
park in February 2011 in order to ascertain how much the
network packet characteristics can change over time. This
time period was chosen as the inclement weather in
Northern Ireland in this month leads to a drastic reduction
in usage of the park, giving an insight into annual variation
in traffic characteristics. The same equipment was used at
the same location and with the same orientations as the
previous installation in order to maintain compatibility of
the results for each MS in both timeframes.

Device

Programs in Use

Mini-PC

NTP, NFS, SSH, Python,

Bash, sendmail

Monitor Station

NTP, NFS, SSH, Bash,

(Ms) TCPDUMP
APT Lobes, Attacker Station | NTP, NFS, SSH, Bash,
(AS) Aircrack-ng
«__~ MS #1
Lob
obe '\ Brick wall
Ms #3 MS #2 \
25m
Lobe Lobe

AS#1 O

Lobe

PoE Switch

!G Dongle

RAID 1 NAS
Hard Drive

Figure 1. Layout of Equipment with Software

4 Analysis of Traffic

The data presented in the following section (see Table 1
and Table 2) is based on packet data and traffic summary
details for the Caravan Park site in both timeframes
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indicated for two of the monitors, MS #1 and MS #3. In
Table 2 details for a single AP are given; this references all
packets which were sent to or from the WiFi MAC address
for that AP and all probe requests that were responded to by
that MAC.

Table 1: MAC-Level Traffic Details for Two WLAN Packet
Capture Periods and two Monitoring Stations (MS).

Per Capture Timeframe 1 Timeframe 2
Capture Start 11 Aug. 2010 22 Feh. 2011
Capture length 21 (days) 21 (days)
Per Monitor MS#1 MS#3 MS#1 | MS#3
Tot. # Packets 144 5M 126.7M | 76.6M | 30.4M
Capture Size 10.6Gb 9.4Gb | 6.1Gb | 1.9Gb
0
% Data 26% 27% | 25% | 22%
Packets
0
%6 Mgmt, 38% 3% | 47% | 65%
Packets
0
% Control 36% 38% | 28% | 13%
Packets

Table 2: MAC-Level Traffic Details for two Monitoring Stations
(MS) During the First Traffic Capture Period, Focusing on the
Individual Traffic Associated with a Single Access Point.

Per Capture Timeframe 1
Capture Start Date 11 August 2010
Capture length (Days) 21
Per Monitor MS#1 MS#3
# Packets 15.2M | 15.2M
% Data Packets 39.5% | 30.1%
% Management Packets 41.8% | 65.5%
Av. # Beacon Frame (per hour) | 11609 | 18222
Av.# Probe Frame Exchanges 95.9 277
(per hour)
Av. # Association Frame 0.47 015
Exchanges (per hour)
18000
16000 %
14000
\
12000 )
10000 \ Timeframe 1
! = = Timeframe 2

8000

6000 \

4000 <

Number of Days Until Hard Disk Exhausted

2000

-

123 456 7 8 91011121314 1516171819 20
Number of Monitors

Figure 2. Hard Disk Exhaustion Rate for Monitoring System
Based on a 1TB Hard Drive.

Using the information from Table 1 it is possible to
estimate the likely length of operation based on number of
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monitoring stations and timeframe of operation, where the
limiting factor is a 1TB hard-drive space. This is presented
in Figure 2, which shows that the space available is suitable
for extension of up to 20 monitors for Timeframes 1 and 2,
giving operational lifetimes of approximately 200 and 800
days respectively.

While these values are within reasonable bounds of
operating times for this installation, this is not certain to be
the case on more highly utilised networks. In which case the
difference (average 30%) between the two timeframe curves
could have a significant impact on the estimation of
required hard drive space.

4.1 Temporal Inconsistency in WLANS

Two factors regarding the traffic statistics were
noteworthy from these results. The differences between:

A. Traffic details for the same MS over two separate
timeframes (Table 1)

B. Traffic details for two MS’s monitoring the same
network (Table 2)

The disparity is evident from the values in Table 2 but
less indicative in Table 1, possibly obfuscated by the size of
the trace. In order to determine the difference over time and
monitoring station more formally, two statistical tests were
performed on the Beacon, Probe and Association frame
datasets for MS#1 and MS#3; two sample Kolmogorov-
Smirnov [17] and two sample Mann-Whitney [18]. Both of
these are nonparametric tests for the equality of continuous,
one-dimensional probability distributions.

For both tests between timeframes and monitor locations
the tests rejected the hypothesis that the datasets are drawn
from the same dataset. The inference then is that there is
unlikely to be correlation between the traffic distributions of
Beacon, Probe and Association frames in different
timeframes.

4.2 Effect of Temporal Inconsistency on
WLAN Attack Detection

A lack of correlation between traffic characteristics
over time may have implications for attack detection where
thresholds are employed. Example WLAN attacks where
this is employed include Probe and Association Flood
attacks [3]. The attack operates by sending a
“disproportionately” high number of Probe or Association
requests to an AP. This consumes AP resources and, either
through resource exhaustion or over-work, the AP can hang,
restart or shutdown, causing a Denial of Service condition.

Conventional attack detection methods rely on
establishing a level that represents “proportionate” in the
network. Any deviation above this level is deemed intrusive
or suspicious behaviour and an alert is generated. It is
accepted that these threshold values are not constant and
must be established for each network, however in current
IDSs’ the typical approach to threshold selection is expert
(i.e. human) knowledge. This is equivalent to a “best guess”
scenario and is set only once when the monitoring system is
installed.
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Int'l Conf. Wireless Networks | ICWN'12 |

With evidence of temporal inconsistency this calls into
question the fidelity of a set threshold during network
operation. It may be more appropriate for the Flood
detection threshold to be dynamically established at
intervals to maintain an optimum level of security. A further
implication is that when investigating the performance of
algorithm or detection system performance in live networks,
the testing needs to occur at multiple times during operation
in order to determine experimental accuracy in real world
deployments.

4.3 Window Timeout In Independent WLAN
Monitoring Systems

Another metric which can impact on threshold selection
and influence Flood attack detection in independent
networks is the window timeout for frames. Acquisition of
data from a live network with no internal access to the
networking devices under examination provides a set of
challenges with regards to window length assumptions. This
manifests itself in two issues; Request-Reply Intervals and
estimation of the number of connected clients.

In the traffic details documented in Tables 1, 2 and 3 a
frame window (size = any 10 consecutive frames) is
established after the reception of a request or reply frame. If
an additional or retry frame of the same type is received
within this window it is re-established. If the window
expires then the interval between the logged request and
logged reply is the calculated interval.

These intervals can be used to determine how well the
network is performing (or loaded) proportional to how
quickly it can respond to requests. For Flood attack
detection purposes they can also be used to assess how busy
the AP is in processing requests. If the request and reply
chain has been closed then the AP is no longer busy using
resources to process that conversation.

4.4 Variation in Request — Reply Exchange

In an environment where an independent monitoring
system is employed, internal AP parameters for the
monitored network may not be known for a number of
reasons:

A. There may be APs from different vendors with

unique window lengths.

B. The windows may appear to be different for the
monitor depending on its position relative to the
monitored system (Hidden node).

Where AP access is available before installation often

these parameters are not easily determined or set.

The lack of internal AP information in independent
monitoring systems creates difficulties with calculation of
correct request-reply intervals, complicated by the presence
of excessive re-transmissions. This becomes an issue when
tracking Probe and Association frame exchanges.

Given the unreliability of the wireless medium it is
possible for packets to be lost or corrupted in transit, which
can require legitimate re-transmissions from either client or
AP. In the case of requests it is not evident whether the
retransmissions are occurring faster than the responder can
process or if the packets are lost. In the case of replies it is
not evident whether the first reply was received correctly
and no more action has been taken or whether the packets
have been lost.

The window length determines how many packets the
monitor should wait before discarding an unpaired request
or accepting the close of a conversation with a reply. Table
3 shows the effect of varying this window length on the
average percentage increase on frame exchange times
against what the exchange time would be if no retries were

accepted.
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Figure 3. Effect of Request — Reply Window Lengths on
Exchange Interval for Probe Frames (vs. No Retry values (%)) for
Capture 1 MS #1 and MS#3

This retransmission chain can extend for a considerable
amount of time, significantly increasing the time interval of
the exchange. From Table 3 the disparity can influence the
interval length by between 21% and 1468% depending on

Table 3: Effect of Request — Reply Window Lengths on Exchange Interval for Probe and Association Frames (vs. No

Retry Values (%)) for Capture 1 MS #1 and MS#3.

Frame Type Length of Timeout (in TOTAL Received Frames)
1 | 2] 3 |51 6] 7 ] 8 | 9 | 10
MS#1
Probe (average.) (%) 46 | 138 | 261 | 383 | 492 | 590 | 685 776 872 973
Assoc. (average.) (%) 23 34 39 45 53 53 54 55 56 56
MS #3
Probe (average.) (%) 58 | 196 | 379 | 554 | 714 | 866 | 1016 | 1172 | 1323 | 1468
Assoc. (average.) (%) 21 48 51 60 60 60 60 65 63 63
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the frame type under consideration. Furthermore it may be
noted that while these values are not identical across each
MS or AP analysed, the trend is still observed in each.
Figures 3 and 4 show that probe frames do not reach a
levelling out value within the measurement parameters
investigated here however association frames level out after
a timeout window size of 5 frames.

w i @ @ ~
=3 S =} =} S

Timeout Length =0

o
S

——M5#1 Assoc. (av.) (%) MS#3Assoc. (av.) (%)

o

Average Percentage Increase in Frame Exchange
Interval Between Current Timeout Length and

o

1 2 3 4 5 6 7 8 9 10
Length of Timeout (in TOTAL Received Frames)
Figure 4. Effect of Request — Reply Window Lengths on
Exchange Interval for Association Frames (vs. No Retry values
(%)) for Capture 1 MS #1 and MS#3

45 Effect of Request-Reply
WLAN Attack Detection

Selection of an appropriate window parameter helps
maintain a link between the network traffic seen by the AP
and the monitoring system itself. A window value too low
can increase the amount of connection attempts seen and
discard valid exchanges which were delayed by
propagation. A window value too large can decrease the
number of connections seen and absorb valid exchanges,
having assumed subsequent exchanges are delayed by
propagation.

Determination of an appropriate window impacts on
detection performance in a similar fashion if the window is
too large or too small. Too small and it is assumed that
unanswered requests are discarded by the AP. Valid retries
may then be counted as new attempts at connection, and
could push alerts over any Probe Flood detection threshold
unduly. Furthermore additional reply frames may be
delinked from their request conversation, leading to
suspicious activity alerted through any protocol non-
adherence detection algorithms. Should the window be set
too large then floods can be misread as valid request retry
chains.

Consequently the effect of this variation in exchange
length is that any WiFi Flood attack detection algorithm in
independent monitoring systems which relies on traffic
statistics is susceptible to changes in seemingly “best guess”
or arbitrarily chosen values.

4.6 Connected Client Estimation

Interval on

Estimation of the number of clients connected to the AP
is another issue present in independent monitoring systems.
Without direct access to the DHCP details of the APs it is
not possible to categorically state how many clients were
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still being afforded memory resources on the network. The
absence of data packets does not necessarily indicate that
the AP has discarded the client association. Consequently
the actual timeout period for association resource allocation
reclaim is unknown.

Given that a client does not have to rigorously follow
the 802.11 protocol and de-authenticate and disassociate
before leaving the network, an assumption must be made.
The procedure followed in the course of this work relies on
Request To Send (RTS) and Clear To Send (CTS)
exchanges, given they are a necessary preclusion to sending
valid data frames from clients to APs in networks where it is
employed.

Upon detection of a matched RTS-CTS pair the client in
the exchange is deemed to have been connected during the
hour of capture during which the exchange occurred.
According to this system a count of unique active clients
associated per hour is kept, with the effective maximum
timeout interval being 2 hours and effective minimum
timeout interval being 1 hour.

This approach leads to the estimation of connected
clients shown in Table 4. Note that for Capture 2 MS #3 in
Table 1 the percentage of data traffic is reasonably high
(21%), however no clients are assumed in Table 4. Having
investigated the data capture trace further it appears that this
data frame set primarily contains QoS best effort and null
data frames. This confirms the validity of the approach for
counting clients via RTS-CTS exchanges rather than data
packets as it gives artificially high results.

Table 4: Client Estimation for 2 WLAN Packet Capture Periods
and for two Monitoring Stations (MS) During Each Capture.

Per Capture Timeframe 1 Timeframe 2
Per Monitor MS#1 | MS#3 | MS#1 | MS#3
Est. Av. # of clients 9.4 5 59 0.0 0
per day
Total # of Unique
AP-Client Exchanges 23 9 > 0

The disparity in the usage levels in both timeframes
shows that the number of users can vary wildly over large
timeframes, particularly where seasonal factors are a
consideration, such as in a caravan park, this can have a
large impact on connected clients. Thus the traffic on a
network cannot be assumed to be the same at all times. To
get a fuller picture of the characteristics of a monitored
network it must be assessed over multiple timeframes, as
one timeframe cannot be considered typical by default.

5 Conclusions

The continued use of WiFi networks to extend mobility
for internet services in public environments presents
opportunities for intruders and challenges for security
research. Direct traffic monitoring within a live network can
give researchers an up-to-date source of information on new
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attacks, traffic behaviours and performance of detection
algorithms.

This paper has described a monitoring installation which
is designed for supervising and collecting WiFi traffic in
public networks while maintaining user data privacy. It was
constructed with readily obtainable materials so that the
deployment and results can be easily replicated and verified.
The installation takes the form of an independent network,
which was determined, using a set of assessment criteria, as
the most appropriate solution.

MAC-level summary information gathered from a
deployment of the system at two different capture intervals
has identified two factors affecting WiFi security in
independent networks; temporal inconsistency in traffic
observations and selection of Request-Reply window
timeout parameters. Temporal inconsistency affects the
reliability of attack detection algorithms based on
thresholds, particularly Probe and Association Flood
attacks, which may suffer if not tested over multiple
timeframes, even for the same network.

It has been shown that for independent monitoring
systems the lack of internal AP access requires that
assumptions be made about Request-Reply intervals. This is
also true for integrated systems in cases where multiple APs
are used and general wireless measurement issues have
impact, such as multipath or hidden nodes. In both systems
the choice of timeout parameters for Request-Reply
intervals can have a significant effect on frame exchange
times, which can impact on traffic based WiFi attack
detection approaches.

All of these factors; frame interval calculation and traffic
temporal inconsistency, arise not only as a result of an
independent monitoring system but also from a lack of
investigation in current research into the challenges of
network collection for public open-access networks.
However once these challenges have been overcome, where
a public, open-access WLAN infrastructure is to be
investigated, independent networks have multiple
characteristics which make them attractive solutions.
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Abstract

It is well known that Mobile WiMAX is the latest technology
that promises a broadband wireless access over long
distance. In mobile WiMAX networks, it is essential to
provide continuous network connectivity to satisfy high levels
of mobile service quality or mobility. So, in order to support
mobility in mobile WiMAX, it is necessary to provide handoff.
Handoff is an essential process in wireless networks to
guarantee continuous, effective, and resilient services during
Mobile Station (MS) mobility. Although different kinds of
handoff optimization schemes have already been adopted to
support short interruption time, cost effectiveness, low
handoff latency, etc., in order to receive excellent
performance in the handoff process, we are looking for other
methods. This paper focuses on the analysis of the
performance of the handoff process in Mobile WiMAX. This
paper aims to find out the factors/parameters of the WiMAX
module that affect handoff performance the most, such as
handoff duration of less than 50 ms and mobility speed up to
120km/hour. Simulation results show that some of the
parameters of the WiMAX do not have any influence on
handoff latency, and some others have a great impact
towards achieving shorter handoff duration time. The results
also show that the handoff times could vary for different
speeds of the Mobile Station (MS).

Keywords: Handoff , Mobile WiMAX

I. INTRODUCTION

The WiIMAX Forum developed the most modern wireless
technology named WiMAX in early 2001, which is a
telecommunications protocol that provides fixed and fully
mobile Internet access. There are many positive aspects of
this technology; among them, one of the most important is,
the support of a large coverage area. WiMAX provides the

support of wireless connectivity with a minimum range of 30
miles. WiMAX technology also offers high speed broadband
access to mobile internet which transfers data, voice, and
video. In WiIMAX when a user uses a 20 MHz data rate the
bandwidth for this data rate can be up to 70 Mbps. Whereas
WiFi offers a short range of data transfer with a maximum
bandwidth of 54 Mbps [1] [2].

The IEEE 802.16 standard forms the basis of WiIMAX
technology. The WiIMAX Forum gradually improves the
functionality and approves different generations for this
standard. Usually these standards differ in two different forms
generally known as “802.16d” or “Fixed WiMAX” and
“802.16e” or “Mobile WiMAX”. The 802.16d-2004 standard
has no support for mobility. Mobility support is when a user
is in motion or in a vehicle and can access the wireless
network easily. To solve the problem of mobility the IEEE
802.16e-2005 standard was published which had full support
for mobility. Since this standard introduced the support for
mobility it is known as “Mobile WiMAX” [2].

In Mobile WiMAX networks when a Mobile Node (MN)
changes its location the MN moves the point of attachment to
the network. In this situation it is essential to provide
continuous network connectivity to satisfy high levels of
mobile service quality. Here the major issue concerning
implementation of Mobile WIMAX is providing effective
handoff. Handoff is the process of changing a Mobile
Station’s (MS’s) network connectivity from one Base Station
(BS) to another BS. Providing the support for ongoing video
call, or Voice over IP (VolP) conversations for mobile users
makes it necessary to make the handoff process be as fast as
possible. Therefore, in order to decrease handoff interruption
time and unnecessary call drops it is important to implement
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different handoff optimization methods. Providing different
Quality of Service (QoS) support such as high speed data
transmission, low handoff latency, a reduced amount of
packet loss in Mobile WiMAX network, and various handoff
enhancement approaches have been proposed.

For the past few years of Mobile WiMAX technology many
researchers have explained the handoff process in Mobile
WiMAX along with different handoff techniques. Some
proposed different effective algorithms for improving handoff
methods; while others proposed vertical handoff schemes
with the aim of reducing handoff signaling overhead on the
wireless backbone and providing a low handoff delay to
mobile nodes [3]. On the other hand, other researchers
introduced Secure Internet Protocol (IPSec) based end-to-end
securing solution for real-time services, which provides a
secure and fast seamless handoff solution while preserving
the QoS and security when moving between heterogeneous
access networks [4]. Again, various fast handoff techniques
have also been suggested in literature to meet QoS
requirements. Hence, in general, we found that different
researchers worked on different aspects but with the same
general motto, to improve handoff performance in Mobile
WIMAX. All of the handoff techniques implemented the
process in such a way that it always supported short
interruption time, low handoff latency, high speed, and was
cost effective. Still, a great deal of research is being
conducted in order to determine a more efficient handoff
processes to reach the desired performance. If we want to
improve the performance of the handoff methods we need to
first analyze the present condition of the performance of the
implemented handoff processes in Mobile WiMAX. The
performance of the handoff processes are regulated by the
parameters of the WiMAX module. Therefore, we need to
adjust those parameters in order to increase handoff
performance by achieving shorter handoff duration time. Not
only the parameters but also the velocity of the MS may have
some impact on the performance of the handoff process.
Therefore, our main focus is to analyze the performance of
the handoff methods in Mobile WiMAX by investigating
different performance related parameters with varied MS
velocity.

This paper is organized as follows. After the introduction, the
handoff in Mobile WiIMAX is described in Section II.
Simulation results are presented and discussed in Section III.
Based on the simulation results, conclusions are given in
Section 1V.
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Il. HANDOFF IN MOBILE WIMAX

Handoff is a process with the intention of changing the
network access point of a mobile node without any data loss
or disturbance of the current connection while a call is in
progress. Therefore, in mobile WiMAX, the basic meaning of
handoff process is to provide uninterrupted connectivity when
a mobile station (MS) transfers from the air-interface of one
base station (BS) to the air-interface of another BS.
Telecommunication reasons for conducting handoff can vary.
Here we have tried to mention some of them.

¢ When the cellular phone is moving away from the area
covered by the serving BS, the phone gets outside the range
of the serving BS. Therefore, in order to avoid call
termination, the call needs to be transferred to the area
covered by another BS [5].

» When the signal strength is not enough to maintain a proper
call at the edge of a serving cell, the call needs to be
transferred to another cell [6].

» When the capacity for connecting new calls of a cell in a BS
becomes full or more traffic is pending, it is required to free-
up some capacity in the first cell for other users who can only
be connected on that cell. Therefore, the existing calls or the
new calls from a phone that is located in an area that is
overlapped by both cells can be transferred from the first cell
to the second cell [5] [6].

* In non-CDMA networks several phones use different cells
but same channel. As a channel is being used by several
phones, disturbing co-channel interference comes from one to
another. Therefore, in order to avoid the interference, the call
is transferred to a different channel in the same cell or to a
different channel in another cell [5].

« When the behavior of a MS changes in such a way that a
fast moving MS suddenly stops. Therefore, to provide better
capacity a large cell can be adjusted with a small cell. [6]

e In vertical handoff, a faster network is occasionally
available. Therefore, the phone changes its network to that
cheaper one [6].

Handoff is divided roughly into two broad categories: hard
and soft handoffs with different variants based on the used
technology. They are also known as “break before make” and
“make before break” handoffs. Generally, in hard handoffs
old connections are broken before new connections are
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created; in soft handoffs, both existing and new connections
are used during the handoff process. IEEE 802.16e defined
the handoff process into three major classifications known as
Hard Handoff (HHO), Macro Diversity Handoff (MDHO),
and Fast Base Station Switching (FBSS), where HHO is
mandatory in WiMAX systems, the other two types of
handoff are optional [7].

The HO procedures can be divided into two major phases
known as network topology acquisition parts and the actual
HO process. The network topology acquisition phase can be
divided into 3 sub procedures, which are network topology
advertisement, MS scanning of neighbor BSs, and association
procedure. These three sub-procedures are executed before
HO through the backbone network. Again, the actual HO
phase can be divided into some other sub phases which are
cell selection, handoff decision and initiation, synchronizing
with new downlink and obtain parameters, obtaining uplink
parameters, ranging and uplink parameter adjustment, MS re-
authorization, re-register, and termination with the serving BS
[6]. All of these sub-phases are executed during HO.

I11. SIMULATION AND RESULTS

The main goal of these simulations was to investigate the
impact of different parameters of the WiMAX module during
handoff as well as examine the properties of Mobile
WIMAX. A very simple and basic scheme was designed in
order to keep the simulation process simple and trouble-free.
To implement handoff in Mobile WiMAX we have used the
Network Simulator 2 (NS-2 Version 2.29), which forms a
basis for the simulations. Additionally, in order to support
Mobile WiIMAX, we have to use two other particular
modules known as WiMAX and Mobility module from the
NIST project [8]. Again, the additional modules also lack
some functionality to support the implementation of Mobile
WIMAX. Therefore, we tried to get the results and
measurement as accurate as possible from the simulation
according to the simulator’s perspective.

The simulation scenario consists of three 802.16e BSs (BSO0,
BS1, BS2) and one MS; where the BSs are aligned on a 